
Journal of Building Engineering 96 (2024) 110474

Available online 15 August 2024
2352-7102/© 2024 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

Displacement ventilation: A systematic review of the interactions 
with indoor environment and simplified modelling approaches 

Giacomo Tognon *, Angelo Zarrella 
Department of Industrial Engineering - Applied Physics Section, University of Padova, Via Venezia 1, 35131, Italy   

A R T I C L E  I N F O   

Keywords: 
Displacement ventilation 
Temperature distribution 
Airflow field 
Indoor air quality 
Energy performance 
Modelling 

A B S T R A C T   

Displacement ventilation is a buoyancy-driven air distribution strategy exploiting the convective 
heat sources’ thermal plumes to push the contaminants towards the ceiling. This review paper 
first analyses several aspects of the interaction between the displacement ventilation system and 
the enclosed space. In particular, the aspect of characteristic thermal stratification and air quality 
inside the thermal environment are presented. Then, the energy performance of displacement 
ventilation system is analysed. Secondly, the simplified modelling approaches to consider the 
displacement ventilation in building energy simulations are presented, examining their strong 
and weak points. To this purpose, the use of analytical models and empirical formulations are 
investigated. Also, nodal and zonal models for prediction of the vertical temperature profile are 
taken into account. Simplified cooling load calculation methods are also proposed to study the 
system energy performance while still using the well-mixed building models.  

Nomenclature  

List of symbols 

A Surface/opening area [m2] 
A* Effective opening area [m2] 
Ar Archimedes number [− ] 
B Buoyancy flux [m4 s− 3] 
C Concentration [ppm] 
Cd Discharge coefficient [− ] 
Ce Flow contraction coefficient [− ] 
Cpl Plume constant [s m− 3] 
cp Specific heat [J kg− 1 K− 1] 
g Gravitational acceleration [m s− 2] 
H Room height [m] 
h Height [m] 
N Number of points (measuring points/CFD cells) [− ] 
Q Volumetric flow rate [m3 s− 1] 
q Heat load [W] 
T Temperature [◦C] 
t Time [s] 
v Velocity [m s− 1] 
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(continued ) 

List of symbols 

W Heat source generation [W] 
α Entrainment coefficient [− ] 
αc Convective heat transfer coefficient [W m− 2 K− 1] 
αr Radiative heat transfer coefficient [W m− 2 K− 1] 
β Volumetric expansion coefficient [K− 1] 
γ Heat gain contribution to the occupied zone’s thermal balance [− ] 
ΔT Temperature difference [◦C] 
εa Air Change Efficiency [− ] 
εc Contaminant Removal Effectiveness [− ] 
εexp Personal exposure index [− ] 
εt Heat Removal Effectiveness [− ] 
θ Dimensionless temperature [− ] 
ρ Density [kg m− 3] 
τ Age of air [s] 
τn Room nominal time constant [s]  

Subscripts 

0.1m At a height of 0.1 m from the floor  
1.1m At a height of 1.1 m from the floor  
1.7m At a height of 1.7 m from the floor  
a Air  
af Air layer above the floor  
avg Average  
b Bottom opening  
bz Breathing zone  
c Convective  
coil Cooling coil  
cond Conductive  
entr Entrainment  
ex Heat transmission through external building structures  
exh Exhaust  
exh-sup Difference between exhaust and supply  
exhal Exhaled  
exp Exposure  
f Floor  
gains Internal heat gains  
head-feet Difference between head and feet levels  
inh Inhaled  
l Overhead lighting  
loc Local  
norm Normalized  
occupied Occupied zone  
oe Heat sources in the occupied zone  
out Outdoor air  
oz Occupied zone  
p At a given point in the room  
plume Thermal plume  
r Radiative  
set Setpoint  
space Whole space  
ss Steady-state  
supply Supply  
sur Surface  
t Top opening  
tot Total load  
vent Ventilation load  
well-mixed Ideal well-mixed case  
zone Target zone   

Acronyms 

AAHS Average Accessibility of the Heat Source [− ] 
ACE Air Change Efficiency [− ] 
ACH Air Changes per Hour [h− 1] 
ADPI Air Diffusion Performance Index [%] 
AHU Air Handling Unit  
AIIR Airborne Infection Isolation Room  
ASHRAE American Society of Heating, Refrigerating and Air-Conditioning Engineers  
BES Building Energy Simulation  

(continued on next page) 
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(continued ) 

List of symbols 

CAV Constant Air Volume  
CBL Convective Boundary Layer  
CC Cooling Ceiling  
CF Cooling Floor  
CFD Computational Fluid Dynamics  
COVID-19 COronaVIrus Disease 19  
CRE Contaminant Removal Effectiveness [− ] 
CRI Contribution Ratio of Indoor climate [− ] 
CW Cooling Wall  
DR Draft Rate [%] 
DV Displacement Ventilation  
ECLF Effective Cooling Load Factor [− ] 
EDT Effective Draught Temperature [◦C] 
ERAT Equivalent Room Air Temperature [◦C] 
ESAR Equivalent Supply Airflow Rate [h− 1] 
ESAT Equivalent Supply Air Temperature [◦C] 
FFD Fast Fluid Dynamics  
HC Heating Ceiling  
HF Heating Floor  
HFC Heating Floor and Ceiling  
HRE Heat Removal Effectiveness [− ] 
HVAC Heating Ventilation and Air Conditioning  
IAQ Indoor Air Quality  
IF Intake Fraction [− ] 
LCL Local Cooling Load [W] 
LES Large Eddy Simulation  
MAA Mean Age of Air [s] 
MV Mixing Ventilation  
PCB Passive Chilled Beams  
PMV Predicted Mean Vote [− ] 
PD Percentage Dissatisfied [%] 
PPD Predicted Percentage Dissatisfied [%] 
RANS Reynolds-Averaged Navier-Stokes  
REHVA Representatives of European Heating and Ventilation Associations  
SGS Sub-Grid Scale  
STRAD STRatified Air Distribution  
SV Stratum Ventilation  
TRNSYS TRaNsient SYStem simulation program  
VAV Variable Air Volume  
VOC Volatile Organic Compound    

1. Introduction 

Currently, the building sector is responsible for 40 % of overall energy consumption and 36 % of greenhouse gas emissions in 
Europe [1]. The European Commission has established that the existing building stock must be renovated to reach complete decar
bonisation within 2050 [2]. Building energy use is mainly related to the operation of the HVAC plant, which plays a fundamental role 
in ensuring adequate indoor comfort levels. Indeed, occupants’ satisfaction towards the indoor environment is strongly related to their 
well-being and productivity [3]. 

Reducing building-related energy costs is challenging and can be fostered by improving the efficiency of single components or the 
entire system and lowering the heating and cooling loads. Besides the adequate thermal insulation of the envelope, airtightness is 
another characteristic sought in new buildings [4]. Minimising the adventitious air inflows through the envelope gaps from the 
outdoors involves a decrease in the infiltration load to be offset for air conditioning. However, this measure implies the necessity of a 
well-designed ventilation system for maintaining suitable levels of indoor air quality (IAQ). The purpose is to replace the indoor stale 
air with fresh air from the external environment, and it can be achieved through different strategies: natural, mechanical and hybrid 
ventilation [5]. 

According to the airflow and thermal field, the ventilation methods can be subdivided into two categories, i.e., fully mixed and non- 
uniform. Recently, unsteady air distribution systems producing fluctuations in indoor parameters and airflow over time (e.g., intermittent 
and pulsating ventilation) have also been studied, proving their effectiveness in thermal comfort, indoor air quality and virus spread 
control [6–8]. Traditional mixing ventilation (MV) systems apply the perfect mixing approach, seeking uniformity in the indoor envi
ronment. On the other hand, non-uniform ventilation strategies aim to ventilate a reduced portion of the entire space; thus, the system has 
to offset a lower thermal load compared to conventional mixing, whose target is heating/cooling the whole room volume. Regarding the 
healthiness of the space related to the quality of the indoor air, the mixing air distribution strategy pursues the dilution of indoor pol
lutants, leading to a uniform contaminant concentration over the room volume, whereas non-uniform methods aim at removing the 
contaminants by displacing them towards the unoccupied zone and preventing its spread in points far from the emitting sources. 
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Non-uniform distribution strategies can be subdivided into piston type (e.g., piston ventilation), stratified (e.g., underfloor air 
distribution, displacement ventilation) and task zone (e.g., personalised ventilation) ventilation systems [9,10]. The stratified air 
distribution (STRAD) systems are conceived to push the contaminants emitted from occupants or other sources towards the upper part 
of the room and exhaust them by installing outlet grilles near the ceiling. Their main characteristic is the vertical thermal stratification 
they generate in the ventilated environment, which could be troublesome for thermal comfort perceived by occupants if unacceptable 
temperature gradients are reached [11–14]. From this point of view, the design process of such air distribution systems is challenging. 

Among stratified ventilation techniques, displacement ventilation (DV) is a recognized and consolidated system [15]. Initially 
introduced in Scandinavian countries to improve air quality and energy efficiency in industrial premises, its application rapidly 
broadened, involving non-industrial facilities, such as offices, schools, and other commercial buildings. Fig. 1 shows the operating 
principle of a conventional DV system [16]. The inlet and outlet vents are placed at floor and ceiling levels, respectively. The supply air 
directly enters the occupied zone through low-site diffusers at low velocity and an inlet temperature slightly below the target room 
temperature. The cooler fresh air spreads over the floor, heats up when encountering the heat sources and rises towards the ceiling. The 
upward flow in the convective boundary layer (CBL) around the heat source surface and the thermal plume above it bring the con
taminants into the upper part of the room, where they accumulate and are extracted. This ventilation concept produces stratification of 
the indoor environment in temperature and contaminant distribution; ideally, the space is roughly subdivided into a lower cleaner 
layer, corresponding to the occupied zone, and an upper polluted layer near the ceiling. The effectiveness of displacement ventilation is 
based on adequately exploiting the buoyancy effect driven by the heat sources. Its design phase is rather challenging, for which 
schematic guidelines can be found in the literature [17], and detailed guidebooks are provided by international associations, e.g., 
ASHRAE [18] and REHVA [16]. 

The outbreak of the COVID-19 pandemic has roused a specific interest in building ventilation concerning its design and man
agement [19,20]. It is well-known that there is a positive correlation between ventilation and a decrease in health issues related to life 
in buildings, such as airborne respiratory diseases, although there are no universally applicable rules on the minimum outdoor airflow 
rates required to avoid health risks in all public and residential buildings [21]. By now, it is ascertained that the coronavirus can infect 
people through different modes: by contact (direct or indirect), by large exhaled droplets landing on susceptible subject’s bare body 
parts, and by airborne transmission caused by infectious microdroplets (called droplet nuclei) remaining suspended in the indoor air 
and transported following airflow patterns [22,23]. For this reason, the ventilation of indoor spaces providing an adequate amount of 
outdoor air is strongly recommended as an effective mitigation strategy against the airborne infection risk [24]. In this panorama, 
displacement ventilation has drawn renewed attention: its use is preferable to a traditional mixing system since it physically removes 
pathogens from the occupied space rather than spreading them all over the room, as a dilution process would do [25,26]. 

This paper reviews the scientific literature to analyse the state-of-the-art research on displacement ventilation. This air distribution 
strategy is examined from two perspectives. Firstly, the characteristics and the interaction between DV and the ventilated environment 
are investigated. In this context, different aspects related to DV operation are addressed: the resulting temperature field and the 
corresponding level of thermal comfort achieved, the airflow distribution, indoor air quality and ventilation effectiveness, and energy 
use. The main research techniques adopted to understand the environment behaviour under DV operation are also presented. Despite 
thermal comfort and IAQ being essential aspects to analyse during the operation of ventilation systems, the evaluation of their per
formance in terms of energy costs must be considered, and its impact on the overall energy demand cannot be neglected. Therefore, the 
second part presents and discusses the development of simplified models for displacement ventilation. DV involves a complex fluid 
dynamic phenomenon, thus, the search for simple tools to simulate the air distribution patterns and the thermal environment is 
fundamental, as they can be integrated into typical building energy simulations without resorting to detailed modelling methods, e.g., 

Fig. 1. Displacement ventilation concept (taken from Ref. [16]).  
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CFD analysis (computational fluid dynamics). To the best of the authors’ knowledge, the only existing review dealing exclusively with 
displacement ventilation [15] is dated, so this work is proposed to highlight the results from more recent research activities, illus
trating if the current direction the research field on the topic has taken is different from older studies or if the baseline is the same. 
Moreover, Yuan’s review [15] and guidebooks [16,18] mainly focus on the design phase of DV systems by proposing step-by-step 
procedures. However, the expanding use of building energy simulation (BES) tools requires appropriate and computationally effi
cient DV modelling approaches. Generally, the perfect mixing approach is employed in the multi-zone simulations, but reliable results 
cannot be obtained if the analysed buildings adopt displacement ventilation. In this context, no previous work dealt with this aspect; 
therefore, this paper provides a detailed overview of the simplified modelling strategies for simulating DV performance currently 
available in the scientific literature that have not yet been critically collected. It could help engineers in the design phases, analyse the 
energy performance of DV systems, outline their optimal operation management or suggest potential retrofit solutions regarding 
ventilation strategies. 

2. Methodology and materials 

The present review was developed upon a consistent selection of relevant papers out of more than 180 found in the literature. The 
starting point regards the reasons that have driven the activity, in particular, looking at the aspects characterising the research on DV in 
a comprehensive way. The review tries to answer to the following main opening questions:  

• How does DV work and what are its driving forces?  
• What are the main characteristics of displacement ventilated environments regarding temperature, airflow, and contaminant 

distribution over air volume?  
• What are the advantages of the DV system compared to other air distribution strategies, especially the conventional widespread MV 

systems?  
• Are there simplified models properly describing DV systems and their behaviour that could support building simulation tools in 

carrying out reliable energy analyses? 

After formulating the review objectives, the search for original research articles has been conducted primarily through Science 
Direct [27] and Web of Science [28] databases. Moreover, guidebooks and documents published by the most important organisations 
dealing with energy in buildings and HVAC systems (e.g., ASHRAE in the U.S. and REHVA in Europe) have been included. Although the 
analysed period goes from 1990 to 2022, most of the material included belongs to the last decade to highlight the current research 
focus. 

The workflow with the search process phases is schematically shown in Fig. 2. Specific terms have been employed for the research, 
such as “thermal comfort”, “temperature distribution”, “stratification”, “indoor air quality”, “contaminant distribution”, “ventilation 
effectiveness”, “COVID-19”, “airborne transmission”, “infection risk”, “energy”, “energy performance”, “energy efficiency”, “model”, 
“simplified model”, “nodal model”, all combined with the paramount keyword “displacement ventilation”. At first, the papers were 

Fig. 2. Workflow of the search and selection phases of the literature material.  
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chosen based on title and only if dealing with moderate environments (i.e., offices, school classrooms, commercial and residential 
buildings in general), whereas industrial or severe environments are not part of the paper. In the second step, the most significant 
papers were extracted according to the abstract’s contents, the study’s objective, and the conclusions; those selected were analysed in 
more detail, and the most interesting results were drawn. Based on the subject of investigation, each paper has been associated with a 
specific category corresponding to the successive sections of the review. 

Both natural and mechanical systems are included in the analysis to give a complete overview of the DV operation. The working 
principle is essentially the same, as the internal heat sources drive the upward airflows in the form of thermal plumes. In the case of 
natural DV, the stack effect generated by the buoyant sources produces the air movement, which acquires the form of a rising 
displacement flow if a floor-level and a ceiling-level vent are installed, becoming the inlet and outlet of the system, respectively. On the 
other hand, outdoor air is supplied through fans in a mechanical DV system, and the momentum of the inlet air jet contributes to the 
flow equilibrium in combination with the buoyancy forces. 

3. Interaction with the enclosed space 

The interaction between the displacement ventilation system and indoor space produces a characteristic environment. As shown in 
Fig. 1, supply air flows along the floor at low temperature and velocity, heats up encountering the heat source and rises bringing 
contaminants towards the ceiling and generating thermal stratification. The research activities are oriented to investigate one or more 
features of DV, which can be divided into four categories: temperature distribution, airflow distribution, indoor air quality, and energy 
consumption. A suitable assessment of the behaviour of displacement ventilation rooms requires that environmental parameters are 
known with a certain level of detail within the fluid dynamic field; hence, the more frequently adopted investigation approaches are 
experimental testing and detailed numerical modelling through CFD analysis [29]. Experimental methods can be further distinguished 
between the salt bath technique and measurement campaigns. The former is widely employed to study buoyancy and convection flows 
[30]. In salt-bath systems, water is used as a surrogate of air to simulate the displacement flow. Small parallelepiped-shaped tanks 
represent reduced scaled models of real building rooms, and they are placed inside a larger reservoir containing the working fluid, 
which stands for the external environment surrounding the building. Typically, these tests are conceived to study natural DV driven by 
density differences between indoor and outdoor environments or buoyant sources if appropriately positioned inlet and outlet enable 
the flow regime development. Water is usually the lighter fluid, whereas a brine (water with a certain salt concentration) simulates the 
denser fluid. Flow visualization techniques can be employed when dyeing one fluid to detect the dynamic flow distribution and the 
formation of steady-state stratification if a continuous buoyancy source is present. Most researchers adopt a reverse flow orientation 
compared to real building ventilation: water is the ambient fluid (lighter), while the plume source supplies the brine (denser), inducing 
an inflow from the upper openings and an outflow at the bottom. However, the experimental set-up can also be arranged to resemble 
the DV flow occurring in a real building, with brine as ambient external fluid and fresh water injected as the buoyant plume [31]. 

Though salt-bath experiments are useful to reveal the density stratification of the space, water properties are different from those of 
air, affecting both mass and heat transfers in the system equilibrium. On the other hand, the direct measurement of environmental 
parameters in displacement ventilated spaces gives the most indicative information on the actual behaviour of the ventilated room. 
Experimental tests can regard both laboratory setups and field measurements. In the first case, climatic chambers under controlled 
conditions are used. The possibility of setting and modifying the boundary conditions is favourable as different system configurations 
can be tested one after the other. On the other hand, on-site measurement campaigns provide a real representation of the actual 
buildings’ behaviour under DV. Indeed, boundary conditions are time-variant, and external disturbances cannot be controlled as 
precisely as in laboratory facilities. In both cases, air temperatures and velocities are measured to describe the fluid dynamic domain, 
whereas CO2 or other tracer gas concentrations are used as markers of indoor air quality. Since temperature and contaminant strat
ification occur with DV, sensors must be put at different heights to observe this aspect. 

The larger the number and the higher the spatial resolution of measuring points, the greater detail of information about the thermal 
environment is obtained; nevertheless, this would imply higher costs for instrument procurement and installation. Another weak point 
of the experimental approach is that the geometrical size of the tested room is fixed, just as the ventilation system layout cannot usually 
be changed; thus, different configurations can rarely be proposed. To overcome these issues, many researchers choose a numerical 
simulation approach. Displacement ventilation flow can be effectively represented through CFD modelling. In CFD analyses, the 
Navier-Stokes equations expressing mass, energy conservation and momentum balance are numerically solved to define the fluid 
dynamic field. Since a fine discretisation grid (mesh) is applied to the domain, the environmental parameters are calculated with a high 
spatial resolution, reaching a high degree of detail. This approach is apt to simulate systems with different layouts and boundary 
conditions. However, CFD models present some drawbacks, as well. Firstly, they need to be validated through measured data before 
being used for other case studies. More importantly, the computational costs required for running a simulation are significant 
depending on the desired level of detail and problem size. Gilani et al. investigated the performance of steady Reynolds-averaged 
Navier-Stokes (RANS) CFD in predicting temperature and age of air distributions in a space with a heat source driving a displace
ment flow, conducting a sensitivity analysis to evaluate the influence of the modelling settings, i.e., computational grid resolution, 
turbulence model, discretisation scheme and iterative convergence criterion. They concluded that the accuracy and reliability of CFD 
estimations can be improved by implementing k-ω turbulence models and setting smaller residuals for convergence, respectively [32]. 
Similarly, Taghinia et al. tried to describe the airflow pattern, temperature and velocity distribution around the human body, adopting 
large eddy simulation (LES) and hybrid LES-RANS methods. The sub-grid scale (SGS) model used to represent small-scale turbulent 
motions affects the accuracy of predictions, especially in the region close to the human body surface [33]. Jin et al. employed 
coarse-grid fast fluid dynamics (FFD) to simulate buoyancy-driven displacement flow. The estimation of thermal stratification presents 
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accuracy similar to fine-grid FFD simulations at a much lower computational time if a thermal plume model is integrated into mo
mentum and energy equations for capturing the plume flow in the cells influenced by the heat sources [34]. 

3.1. Thermal environment 

Displacement ventilation is essentially driven by buoyancy forces. The supply air directly enters the room through floor-level 
diffusers at an inlet temperature slightly lower than the average desired temperature in the occupied space. It heats up coming into 
contact with internal gains and rises in the form of upward convective flows or thermal plumes, exploiting the density differences. The 
outcome is a stratified flow in the ventilated space, which presents a vertical temperature gradient between supply and exhaust. This 
vertical variation can be described in terms of dimensionless temperature, expressed in Eq. (1). 

θ=
T − Tsupply

Texh − Tsupply
(1)  

Where T, Tsupply and Texh are the air temperature at a given height, at the supply and the exhaust, respectively. 
Due to non-uniformity in the space temperature field, potential conditions of thermal discomfort may arise for occupants. The level 

of thermal comfort achieved in a stratified environment can be described following the classical comfort model based on PMV/PPD 
indexes [13,14], for which a distribution is obtained rather than a single value, in contrast to well-mixed enclosures. In particular, the 
characteristic stratification may cause discomfort if a large vertical temperature gradient is produced within the occupied zone. The 
vertical air temperature difference is calculated between head and ankle levels through Eqs. (2) and (3) for seated and standing people, 
respectively. 

ΔTa,1.1m =Ta,1.1m − Ta,0.1m (2)  

ΔTa,1.7m =Ta,1.7m − Ta,0.1m (3)  

Where Ta denotes the air temperature. The ankle level is 0.1 m above the floor, whereas the head level is 1.1 m or 1.7 m for a sitting and 
a standing person, respectively. Current standards propose a maximum vertical air temperature difference of 3 ◦C for a seated person 
[13,14] and 4 ◦C for a standing occupant [13] to keep the percentage of dissatisfied people (PD) below 5 %. Although DV can preserve 
comfort conditions, with PMV distribution ranging from − 0.5 and 0.5 and PPD below 10 % [35], adequate operating conditions, i.e., 
supply temperature and flow rate, must be set to avoid temperature gradient issues [36,37]. 

Two zones are typically identified under DV operation: a lower zone where an upward airflow motion and a progressive stratifi
cation exist with an almost linear temperature distribution and an upper layer where recirculation occurs, producing a mixing effect 
and thermal uniformity. The stratification or mixing layer height is the two layers’ intermediate interface. Fig. 3 schematically il
lustrates the phenomenon with the presence of an occupant as a heat source; the flow patterns and the approximate temperature 
distribution are highlighted. 

The development of the overall temperature gradient and the separating layer location strongly depend on the interaction between 
ventilation and internal heat gains. The heat source produces a rising thermal plume, which increases its volume flow rate entraining 
the surrounding air [38] and the interface layer forms where it matches the supply flow rate from the ventilation system. The DV steady 
operation is driven by the balance between buoyancy and supply momentum, whose ratio is defined by the dimensionless Archimedes 
number, expressed in Eq. (4) (from Ref. [39]). 

Fig. 3. Typical two-layer thermal field induced by displacement ventilation.  
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Ar=
gβhΔTe

v2 (4)  

Where g is the gravitational acceleration, β is the volumetric thermal expansion coefficient of air, h is the room height, ΔTe is the 
temperature difference between exhaust and supply air, and v is the characteristic air velocity, given as the ratio of the supply flow rate 
to the floor area. 

The research activities on the thermal characterisation of displacement ventilated rooms aimed at defining the impact of influ
encing factors on the stratified temperature field. Kosonen et al. [40] studied the effect of single and combined heat gains, showing that 
the sources’ type and position significantly impact steady stratification. Point and distributed heat sources at the floor level produce 
the typical two-layer stratified space with a marked interface. On the contrary, vertical and roof-level distributed heat sources create a 
relatively continuous stratification with an almost linear temperature profile along the room height. The temperature gradient is 
significantly affected by the vertical position of the heat source, whereas its horizontal location has a marginal effect [41,42]. 

The heat source strength also has a relevant impact on temperature stratification since it drives the flow, impacting stratification 
and comfort [43]. The stratification interface progressively lowers with higher heat gains in the occupied zone, i.e., higher Ar 
(buoyancy dominant flow) [40,44]. Moreover, warmer rising plumes associated with higher heat sources’ powers increase the average 
temperature and the gradient in the lower zone [37,42]. 

The supply air conditions, i.e., inlet velocity and temperature, must be properly set to guarantee comfort conditions [36,45,46]. The 
inlet velocity is associated with the supply flow rate and defines the momentum of the inlet air, while the inlet temperature contributes 
to enhancing or weakening the buoyancy effect. As the supply flow rate increases, the room’s average air temperature and gradient 
reduce while the stratification layer rises [41,43,47–51], presenting an opposite impact compared to heat source strength. Two 
experimental studies show that an intermediate stratified layer with a certain thickness appears with high flow rates, both for supply 
[47] and exhaust DV configuration [49]. Some studies analyse the effect of vents’ size in natural DV systems; larger openings are 
associated with lower aerodynamic resistance and, consequently, higher airflow rates, leading to similar effects [42,44]. On the other 
hand, higher supply air temperatures entail higher room average air temperatures, lower gradients and lower mixing layers [43,48]. 

The position of inlets and outlets also impacts the temperature distribution. Ahmed et al. [52] and Gil-Lopez et al. [53] investigated 
the influence of the exhaust vents’ height, suggesting that placing them at ceiling level combined with indoor heat sources, e.g., ceiling 
lamps, could improve thermal comfort, lowering the average room temperature and vertical temperature gradient. On the contrary, 
Kosonen et al. [40] analysed the impact of room height, from 3.3 to 5.1 m, on the temperature profile, concluding that with typical heat 
gains of moderate environments, the vertical temperature gradients occur already in the occupied zone. In these situations, the 
location of the exhaust vent seems to have a negligible effect on the temperature field and interface height. Cheng et al. [54] considered 
installing a middle-level return grille separated from the ceiling exhaust outlet for energy-saving purposes. They found out that the 
height of the return opening has a marginal influence on the temperature profile as long as it is maintained above the occupied zone, 
with a slight increase in the vertical gradient between head and feet if lowered. Liu et al. [50] compared a low-level side inlet and a 
floor vent in a naturally displacement ventilated space. The supply air spreads over the floor in the wall inlet case, leading to an average 
room air temperature of 1–1.5 ◦C lower in cooling conditions, improving perceived comfort. Yang et al. [51] showed that the interface 
layer is lower when the inlet and the ceiling exhaust are placed on the same side (i.e., single-sided ventilation) compared to a 
cross-ventilation configuration, whereas the vertical temperature gradient in the occupied zone remains almost unaffected. 

The importance of accounting for radiative heat exchange when dealing with DV systems is also highlighted. Gil-Lopez et al. [53] 
stress that the heat transfer from ceiling to floor should be considered when sizing the ventilation system, especially for high spaces, e. 
g., airport terminals. Ceiling temperature rises if warm air stagnates close to it, leading to adding thermal radiative load that must be 
offset. Menchaca-Brandan et al. [55] numerically verified that the operative temperature is inaccurately estimated if thermal radiation 
contribution is neglected: the predicted air temperature in the occupied zone results 2–4 ◦C lower, whereas the surface temperatures of 
heat sources are up to 17 ◦C higher. Le Dréau et al. [56] investigated the convective heat transfer during DV night-time operation, 
showing that low floor emissivity reduces the radiative flux from the ceiling, which is redistributed to the other surfaces, involving a 
reduction of the convective exchange between floor and air. 

People’s movements are critical for a ventilation system which exploits the presence of heat sources and is tailor-designed for a 
specific room layout. Moving heat gains inevitably affect the airflow and temperature distributions. Wu and Lin [57] highlight that 
short-time walks do not significantly disturb the thermal environment, while long-time movements induce a relevant mixing effect, 
reducing the steady temperature stratification produced by DV. In the latter case, the walking route parallel or perpendicular to the DV 
supply jet has a minor influence on the level of produced disturbance. For continuous movement, the higher the walking speed, the 
stronger the mixing effect [58]. Fen et al. [59] conclude that only the area around the moving heat source is significantly affected, and 
higher ventilation flow rates smooth the effect. The time required to restore the steady-state stratification increases with walking speed 
and duration. 

Some works compare the performance of DV, stratum (SV) and mixing ventilation (MV). The main issue for DV regards the po
tential discomfort caused by vertical temperature differences, while the other two provide lower gradients in the occupied zone [36]. 
According to a study from Cheng et al. [46], DV produces a slightly cool environment with a lower PMV than MV at the same supply 
conditions. Similarly, Fong et al. [45] by conducting thermal comfort surveys on 48 subjects in a medium-sized classroom in Hong 
Kong, obtained that reducing the flow rate from 15 to 10 ACH (air changes per hour) improves the acceptability percentage with DV. 
Wu et al. [57,58] proved that DV is the most sensitive to dynamic phenomena affecting the indoor environment, e.g., people’s 
movements, since it needs more time to recover steady-state conditions after long-duration disturbances stop. 
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An increasing interest is oriented towards DV integration with radiant heating or cooling systems. In general, stratified air dis
tribution systems are more sensitive to the presence of radiant surfaces [60]. Heating ceilings and cooling floors must be carefully 
designed when combined with DV since thermal stratification enhances worsening comfort conditions. On the other hand, good 
compatibility is obtained by coupling DV to a cooling ceiling (CC/DV) or heating floor (HF/DV). However, the former produces cool 
downward airflow, hindering the typical upward buoyant plumes driving DV, whereas the latter could cause short-circuiting of inlet 
air if the surface temperature is not properly set. Therefore, the design phase of these systems is challenging, and the combined in
teractions must be considered. In this panorama, the coupled CC/DV system is a mature technology developed to increase the cooling 
capacity of DV, which is limited due to thermal comfort constraints. The overall temperature distribution is determined by the balance 
of DV-upward and CC-downward airflow motions and the ratio of the cooling loads respectively removed based on ceiling surface 
temperature [61]. Besides radiant systems, DV can be effectively combined with convective hydronic systems such as passive chilled 
beams (PCBs) [62–64]. Table 1 presents a summary of recent studies on coupled systems. 

3.2. Airflow field 

The DV steady operation is influenced by multiple airflow elements, as shown in Fig. 4. The overall flow field is determined by the 
supply air jet, the thermal plume and the associated air entrainment, recirculation motion above the stratification height and 
downdrafts along cold vertical surfaces. 

Low-side diffusers supply fresh air at low inlet velocity and a temperature slightly below the room average. In this way, the negative 
buoyancy effect flattens the inlet jet that spreads over the floor as a gravity current [71]. The DV jet is typically decoupled into a 
primary zone, where the air speed increases due to buoyancy action, and a secondary zone, where the air stream decelerates. 
Magnier-Bergeron et al. [72] propose a 3D model for calculating the air speed in the secondary zone and the jet thickness variation at 
increasing distance from a flat wall-mounted DV diffuser. Li et al. [73] experimentally studied the curved surface jet flow from a 
semi-cylindrical DV diffuser. They proposed a simplified model for calculating the primary zone’s length and the secondary zone’s 
airflow temperature. Data show that initial length increases and jet temperature decreases with a higher supply flow rate. Fatemi et al. 
[74] experimentally studied the flow physics of the non-isothermal jet stream from a large quarter-round corner-mounted DV diffuser. 
They show that the jet stream can be subdivided into four distinct regions (Fig. 5) where the different magnitudes of inertia, buoyancy 
and viscous forces drive the flow development. The temperature in the jet increases with distance from the diffuser due to heat ex
change with the floor and mixing with warmer room air in the convective and fading zones. Fernandez-Gutierrez et al. [75] formulated 
correlations, in terms of non-dimensional parameters, related to the convective heat transfer between an isothermal floor and a cool air 

Table 1 
Summary of studies analysing the thermal environment produced by DV coupled to hydronic systems.  

Reference Coupled system Method Focus Main results 

Rees and Haves [65] Cooling ceiling 
(CC) 

Experimental CC chilled water supply 
temperature  

- The decrease in the chilled water supply temperature and 
ceiling temperature, accordingly, involves a decrease in the 
overall vertical gradient  

- Recirculation and mixing airflows in the upper part of the 
room seem to be mainly related to the strength of heat 
sources’ thermal plumes rather than the ceiling cooling 
capacity (i.e., surface temperature) 

Yang et al. [66] Cooling ceiling 
(CC) 

CFD Effect of cooling system 
configuration on temperature 
distribution and comfort  

- Configurations with upper cooling surfaces (e.g., ceiling) 
provide better thermal comfort, reduce the vertical 
temperature gradient meeting the standards, and maximize 
the cooling capacity of the whole system 

Cooling floor 
(CF) 
Cooling wall 
(CW) 

Krajčik et al. [67] Cooling floor 
(CF) 

Experimental Temperature distribution with 
DV and CF/DV  

- The presence of the cooling floor increases the vertical air 
temperature gradient compared to the standalone DV 

Krajčik et al. [68] Cooling floor 
(CF) 

Experimental Temperature distribution with 
CF/DV  

- Increasing the proportion of cooling load removed by CF, 
the head-feet temperature difference reaches 6–7 ◦C 

Wu et al. [69] Heating floor 
(HF) 

Experimental Temperature distribution with 
DV, DV/HF and DV/HC  

- Heating floor configuration similar to standalone DV  
- Heating ceiling worsens the vertical temperature gradient 

up to 1 ◦C on average compared to standalone DV Heating ceiling 
(HC) 

Wu et al. [70] Heating floor 
and ceiling 
(HFC) 

Experimental Temperature distribution with 
DV/HCF  

- The simultaneous use of heating ceiling and floor increases 
the vertical gradient compared to DV/HF 

Shan and Rim [62] Passive chilled 
beams (PCB) 

CFD Percentage of load removed by 
PCB  

- Increasing PCB cooling output fromVia Venezia 1–35131 
33–53 % of the total load reduces the head-feet temperature 
difference from 4 to 1.5 ◦C due to mixing airflow motion 

Shi et al. [63] Passive chilled 
beams (PCB) 

CFD Percentage of load removed by 
PCB  

- Increasing the PCB cooling output from 0 to 40 % reduces 
the vertical temperature gradient towards acceptable 
values; a slightly cool space due to mixing airflow is created 
if the increase reaches 80 % 

Shi et al. [64] Passive chilled 
beams (PCB) 

CFD Percentage of load removed by 
PCB  

- The vertical temperature gradient is negatively correlated to 
the PCB cooling output  
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jet from a low-velocity cylindrical DV diffuser in an undisturbed environment. Considering an incompressible, steady-state and 
laminar flow, they concluded that heat transfer is more sensitive to the temperature difference between inlet and ambient air than flow 
rate variations. 

Incoming fresh air heats up and rises in the form of thermal plumes encountering the heat sources [38]. The buoyant plumes 
increase their volume flow rate by entraining the surrounding air. Recirculation and mixing occur above the stratification height and 
are generated by thermal plumes impinging on the ceiling and re-descending towards the occupied zone up to the interface level (see 
Fig. 4). 

Cool vertical surfaces generate downdrafts that hinder the buoyant rising flow and disturb the DV operation. If the cold surface 
temperature decreases, the downdraft rate increases, inducing a mixing effect that disrupts thermal stratification, especially if the 
internal heat gains are weak [76]. On the contrary, warm vertical surfaces produce upward airflows in the form of rising thermal 
plumes and affect the steady stratified environment [41,76]. 

The steady displacement flow depends on the balance of these airflow elements. However, other dynamic phenomena of moderate 
extent or short duration can affect the DV flow. Inhalation and exhalation, characterising the human respiratory cycle, significantly 
impact the flow and temperature field in the subject’s breathing zone [38]. The nose breathing mode can disturb the convective 
boundary layer around the human body and the development of the thermal plume, which reduces its peak velocity above the subject’s 
head [77]. Furthermore, people’s movement generates a wake flow behind the individuals’ backs. Wu and Gao [78] obtained that for 
motion speed below 0.2 m/s, the thermal plume and wake flow have comparable strengths, while for walking speed higher than 0.4 
m/s, the wake flow becomes dominant; at 1 m/s, it causes an intense mixing disturbing the displacement flow. 

Fig. 4. Airflow elements involved in the steady operation of the DV system.  

Fig. 5. Regions characterising the development of the DV jet stream (taken from Ref. [74]).  
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The air velocity distribution around the human body is critical to localised thermal discomfort. Indeed, high-speed values asso
ciated with cold airstreams may cause draught risk due to undesired convective cooling at specific susceptible body parts, e.g., neck 
and ankles [13,14]. Standards typically suggest a maximum velocity of 0.2 m/s in the occupied space of moderate environments. The 
draft rate (DR) is the percentage of occupants predicted to perceive discomfort due to air movements, according to Standard ISO EN 
7730 [14]. 

Draft risk is a significant issue related to DV operation. Indeed, fresh air is supplied at a low temperature directly to the occupied 
zone at floor level. Despite the typical low inlet velocities, the cold stream over the floor may cause discomfort at foot level, especially 
near the DV diffuser. Close to the inlet, the air velocity at ankle level (0.1 m from the floor) generally settles between 0.1 and 0.2 m/s 
[36,46,69,79,80], and a well-design system guarantees a draft rate below 20 % [36,37,46,80], for which the ventilated space is in class 
B comfort category according to ISO EN 7730 [14]. In the rest of the occupied zone, a one-dimensional displacement flow develops at 
moderate velocities driven by buoyancy, and at the head level, the draught risk is irrelevant. The velocity field does not present 
horizontal gradients except in the jet area along the floor [36,79,80]. Compared to other air distribution systems, the DV flow field is 
characterised by smaller velocity fluctuations in the occupied zone and generally guarantees lower draft risk [36,37,46,69,80]. On the 
contrary, experimentally studying the draft sensation at ankles for women, Schiavon et al. [81] found that the percentage of dissat
isfaction with air movement could reach 57 %, highlighting the importance of designing specific guidelines for localised comfort in a 
displacement ventilated space. However, the survey campaign was attended by women keeping their ankles uncovered, and some tests 
were carried out at supply velocities up to 0.7 m/s, which are unusual for a DV system; for typical inlet velocities, the unacceptability 
rate was reduced to 23–33 %. Ahn et al. [82] investigated the flow field induced by DV serving two adjacent rooms connected by an 
open door and obtained that air velocity at ankles could reach 0.35 m/s, leading to a DR up to 26 %. 

The integration of hydronic systems modifies the DV airflow distribution based on the considered configuration. Cooling ceiling 
and passive chilled beams (PCB) are responsible for a mixing effect in the upper part of the room, which is characterised by higher 
velocities [62,63,65]. The larger the cooling output from the PCBs, the higher the occupied zone is affected, with mean air velocity and 
DR generally remaining in the acceptability range [62,63]. However, Shi et al. [63] shown that if the number of installed beams is low, 
the DR in the occupied zone could exceed 30 % when the PCB cooling share becomes high (e.g., 80 %) due to strong vertical 
downdraughts directly below the devices. A cooling floor configuration is beneficial in terms of DR since the air velocity at the ankle 
level decreases if the cooling load is gradually allocated from DV to the CF system while the occupied zone remains almost unaffected 
[68]. The presence of a heating floor enhances the air velocities and turbulence intensity in the occupied zone, whereas a heating 
ceiling preserves the flow field of the standalone DV system [69,70]. 

Combining temperature and velocity distribution related to DV operation, the overall thermal conditions in the room can be 
described by defining the local Effective Draught Temperature (EDT) according to Eq. (5) [10,80]. 

EDT=
(
Ta,loc − Ta,avg

)
− 8

(
va,loc − 0.15

)
(5)  

Where Ta,loc is the local air temperature, Ta,avg is the spatial average air temperature in the occupied zone and va,loc is the local air 
velocity. The Air Diffusion Performance Index (ADPI) is calculated through Eq. (6) from the EDT [9,10,46,80] to evaluate how the 
ventilation system affects the thermal environment and comfort conditions. It indicates the percentage of points in the occupied zone 
that fall within the acceptability range of EDT, i.e., between − 1.7 and 1.1 ◦C [80]. 

ADPI=
N− 1.7◦C<EDT<1.1◦C

N
∗ 100 (6) 

DV generally produces a higher non-uniformity of the thermal environment than other air distribution strategies, with ADPI values 
varying between 25 % and 80 % [46,80]. 

3.3. Indoor air quality and ventilation effectiveness 

The primary purpose of ventilation systems is to preserve indoor air quality by providing fresh air to the occupied zone to replace 
stale air. Indoor pollutants can be generated by active or passive sources. The formers are those associated with heat sources, e.g., 
human subjects emitting CO2, whereas those not connected to heat generation, e.g., building fabric and furniture, are passive sources 
responsible for the release of polluting substances such as volatile organic compounds (VOCs) [10,61]. Indoor pollutants can be 
differentiated into gaseous contaminants, like CO2, and particles (both liquid and solid), such as particulate matter. Their nature affects 
the interaction with room airflow and their transport since heavier particles undergo gravitational sedimentation, while gases’ spread 
normally follows the air motion. The recent COVID-19 pandemic has increased the concern for the airborne transmission of respiratory 
diseases. The exhaled virus-laden droplets shrink due to evaporation, and the resulting microdroplets behave like small infectious 
particles. In this context, ventilation is also fundamental to diminishing the airborne infection risks in indoor occupied spaces [22–24]. 

Indoor air quality in enclosed environments is determined by the distribution and concentration of contaminants. The transport of 
pollutants is strictly related to the airflow distribution in the space produced by the background ventilation system. Mixing ventilation 
is designed to produce strong recirculation in the room and dilute the contaminant concentration. Instead, DV exploits the heat sources 
to create an overall low-momentum upward airflow that displaces the contaminants towards the ceiling, physically removing them. 

The indoor air quality in a displacement ventilated space can be described using different indicators. Table 2 reports the indexes 
typically used in literature and their expressions (Eqs. 7-15). 

Several studies investigate the level of IAQ achieved during the operation of a DV system. Both CFD modelling [51,52,62–64,78,82, 
83,89–94] and experimental approach [31,36,41,57,58,68–70,76,84,87,88,95,96] have been widely adopted. Typically, CO2 is used 
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Table 2 
Main indicators used in literature to define the Indoor Air Quality in a ventilated space.  

IAQ aspect Parameter Meaning and notes Equation 

General indicators C Local contaminant concentration  
- measured data in experimental set-ups or simulated values from CFD analyses 

–  

C Average spatial contaminant concentration  
- calculated for the whole space or a target zone 

C =

∑N
i=1Ci

N 
(7) 

Cnorm Normalized contaminant concentration [41,63,83]  
- local concentration is normalized on that at the exhaust (Cexh) 

Cnorm =
C − Csupply

Cexh − Csupply 

(8)      

Ventilation effectiveness εc Contaminant Removal Effectiveness (CRE) [10,16,18,36,84,85]  
- the ability of the ventilation system to remove the airborne contaminants or how quickly they are exhausted 

εc =
Cexh − Csupply

C − Csupply 

(9) 

τ Age of air [9,10,18,63,84,86,87]  
- the local mean age of air (τp or MAA) is defined as the average time required for the supply air to travel from the diffuser to a given point 

p in the room  
- the age of air expresses the freshness of the room air (average value τ)  
- MAA is governed by a transport equation that can be solved through CFD  
- MAA can be determined experimentally through the tracer-gas decay technique 

τp =

∫∞
0 Cp(t)dt

C(0)
(10) 

εa Air Change Efficiency (ACE) [10,16,84,87,88]  
- it describes how quickly the room air is replaced by fresh air  
- the local value (εa,p) is a function of the local mean age of air and the room nominal time constant τn, reciprocal of the air change rate 

(ACH) 

εa =
τn

2 τ 
(11) 

εa,p =
τn

τp 

(12)      

Exposure and infection risk Cinh Inhaled contaminant concentration [41]  
- it includes the air entrainment by the human plume up to inhalation height hinh 

Cinh =
∫ hinh

0 Qentr(y)C(y)dy
Qplume(hinh)

(13) 

εexp Personal exposure index [6,16]  
- a function of the contaminant concentration in the inhaled air 

εexp =
Cexh − Csupply

Cinh − Csupply 

(14) 

IF Intake fraction [6,88]  
- fraction of the exhaled pollutants that are inhaled by a susceptible subject in the exposure time 

IF =

∫ texp
0 Qinh Cinhdt

∫ texp
0 Qexhal Cexhaldt  

(15)  
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as an air quality marker representing gaseous or light contaminants [36,41,51,57,58,68,76,84,94,96]. Otherwise, tracer gases are used 
as surrogates, e.g., SF6 [62–64,82], freon [69,70], N2O [95] and others [78,88]. Particles and droplets are also generated in research 
focussed on heavier contaminant transportation [31,52,83,87,89–92,97] to account for the influence of the gravity force. Similar to the 
vertical thermal gradient, a contaminant stratification is obtained when DV operates, in the case of buoyant gaseous pollutants, e.g., 
CO2. The concentration variation at the stratified interface is sharper than the temperature profile, with a more evident discontinuity 
between lower and upper zones [41,51,76,96]. The upward flow around the heat sources pushes the pollutants towards the ceiling 
above the stratification layer (see Fig. 4). If the DV system is well-designed, the recirculation zone should not interfere with the 
occupied zone. Fig. 6 shows the optimal pollutant distribution and concentration profile with DV, consisting of a lower clean zone with 
a small concentration gradient and an upper polluted zone where transported contaminants accumulate and mix up. Pei et al. [94] 
suggest that CO2-based demand control DV should be managed by placing CO2 sensors at head level rather than in the exhaust to not 
overestimate the CO2 concentration at the breathing zone due to contaminant stratification. 

The effectiveness of DV in providing good air quality is mainly influenced by the relative position between contaminant and heat 
sources, i.e., the presence of active or passive contaminant emitters. DV performs better when the pollution source is the occupant’s 
armpit rather than a floor point; in the first case, the contaminant removal effectiveness (CRE) in the occupied and breathing zone lies 
between 1.4 and 1.8, whereas it ranges between 0.9 and 1.34 with the passive source [36,84]. Alotaibi et al. [91] suggest that DV badly 
removes re-suspended particles from the floor, whereas it is effective when dealing with human generation at the breathing level. 
Moreover, the relative strength and position between active polluting sources and other heat sources are crucial in determining the 
contaminant transportation since the weaker thermal plumes may be prevented from reaching the ceiling by the more intense ones [16, 
41,89]. Pei et al. [94] suggest that a higher number of active sources, e.g., occupants, exacerbates the vertical CO2 concentration 
gradient with a lower interface height. 

The effect of gravitational sedimentation has also been investigated on the transport of heavier pollutants. The tendency of larger 
particles to settle on the floor hinders the low-momentum displacement flow pushing the contaminants upwards. Mingotti and Woods 
[31] conducted salt-bath experiments with an active particle source, observing the particles accumulate just above the interface at a 
low flow rate, and a decreasing concentration gradient occurs up to the exhaust vent, leading to a stratified upper layer. Larger 
particles are not extracted and rapidly settle on the floor across the interface. The settlement of larger particles enhances their 
deposition rate and lowers the concentration interface, increasing the pollutants’ presence at the breathing level and the intake 
fraction [76,83]. Studying the transport of virus-laden droplets in the context of the COVID-19 pandemic, Carlotti et al. [92] show that 
aerosolised particles above 50 μm diameter rapidly sediment close to the infected source, whereas middle-size ones have longer 
lifetimes and travel further. 

The increase in the ventilation flow rate generally lifts the concentration interface and improves the air quality in the occupied zone 
[41,51], enhancing the possibility of venting the larger particles [31,90,97]. A better ability to provide fresh air to the occupied zone is 
observed by increasing the flow rate, i.e., lower age of air and higher air change efficiency (ACE) [87,98]. On the other hand, Berlanga 
et al. [88] suggest that an increase in the supply flow rate from 6 to 9 and 12 ACH does not guarantee a direct improvement in all the 
IAQ indices in hospital airborne infection isolation rooms (AIIRs). Similar outcomes are drawn with 6 and 12 ACH, whereas the 9 ACH 
scenario entails better ACE and IF values and worse CRE. 

The relative position between pollutant sources and DV inlet and outlet vents is also important [87,99]. Ahmed et al. [52] suggest 
that combining the exhaust vent with the ceiling light slots provides better air quality in the breathing zone. Studying DV serving two 
connected rooms, Ahn et al. [82] show that fresh air should be supplied to both to have a lower mean age of air and a higher ACE for the 

Fig. 6. Ideal contaminant distribution and concentration profile during DV operation.  
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breathing zone averaged on the whole space. Analysing the removal of particles, Cetin et al. [90] obtained that single-sided DV, i.e., 
diffuser and exhaust vent on the same wall, generally provides better ACE (in the range 0.51–0.57) and CRE values (between 0.8 and 
3.50) compared to crossflow configurations in most situations. The opposite result was obtained by Yang et al. [51]. 

Several works analyse the lock-up phenomenon, for which the contaminants remain trapped and accumulate below the stratifi
cation height at the breathing level. During DV operation, it can occur for two reasons. On one hand, the contaminant generation is 
associated with the weakest heat sources in the space [41,88]. In the second instance, exhaled pollutants could escape the body’s 
thermal plume due to the breathing flow momentum [100]. Zhou et al. [95] experimentally verified that continuously exhaled air 
oscillates up and down at a certain height in a thermally stratified environment, and the lock-up height is negatively correlated with 
exhalation velocity and decreases with larger vertical temperature gradients. Some authors point out that the rising convective 
boundary layer around the human body may protect occupants from the background locked-up concentration, bringing fresh air from 
the bottom to the inhalation zone [41,88]. 

The contaminant distribution is strongly affected by airflow disturbances. Investigating the interactions between thermal plume 
and walking wake flow, Wu and Gao [78] stated that a walking speed of 1 m/s makes the pollutants spread horizontally and vertically 
in a mixing process. Moreover, the recovery of contaminant distribution is much slower than the airflow field after the movement 
stops. The previous findings are confirmed by two works of Wu and Lin [57,58], which also underline that short-time movements have 
a marginal impact on CO2 distribution. Two similar studies on DV in hospital wards [41,76] highlight that upward plumes along warm 
walls may cause stagnation (lock-up) depending on the active pollution sources’ strength, whereas downdrafts along cold surfaces 
bring pollutants towards the occupied zone, lowering the IAQ; the latter effect enhances the larger the temperature difference between 
air and surface is. 

The research on integrated HVAC solutions coupling DV to other systems has also focussed on how their interaction affects IAQ. No 
significant differences are observed between standalone DV and DV combined to heating floor or ceiling [69,70]. Shan et al. [62] 
obtained that, raising the PCB cooling output from 33 to 53 % of the total load, the age of air approximately increases from 0.15 to 0.2 h 
in the breathing zone, and accordingly, the DV ventilation effectiveness worsens with ACE decreasing from 1.6 to 1.2. Similar out
comes were obtained in Refs. [63,64]. 

Several studies investigate the advantages in improving IAQ compared to other air distribution strategies, especially the wide
spread MV systems. Table 3 reports some works comparing the performance of DV and MV (see Table 2 for the IAQ indices). The table 
shows that considering the whole ventilated volume, MV achieves an ACE and a CRE of around 0.5 and 1, respectively. On the other 
hand, DV outperforms MV in both aspects with the same supply flow rate. The same outcomes are observed when focusing on the 
occupied or breathing zones. Nevertheless, DV also presents some weak points compared to MV. Jurelionis et al. [87] show that DV is 
rather inefficient in removing particles and measured an average age of air of 16.7 s against a value of 9.9 s for MV at 3–4 ACH. 
Moreover, DV is more sensitive to disturbances like occupants’ long-time movements, which strongly affect contaminant distribution 
[57,58]. 

Recently, DV has gained renewed interest in the context of the COVID-19 outbreak as a measure to reduce the airborne infection 
risk. The virus-laden microdroplets originate from active sources and are effectively brought towards the ceiling and exhausted with a 
minimised horizontal spread when DV is applied [101]. Replacing MV with DV [99,102,103]. 

3.4. Energy performance of DV 

The energy performance of DV is typically evaluated in comparison to widely used MV systems. Generally, researchers focus on the 
cooling season, when the DV usage is more effective. Sections 3.1 and 3.2 clearly show that thermal comfort issues related to vertical 
air temperature gradient and ankle-level draft risk limit the inlet air temperature. However, since DV systems supply fresh air directly 
to the occupied zone, comfort conditions are also guaranteed at a supply temperature 2–4 ◦C higher than MV [16]. Moreover, the 
results presented in Table 3 imply that the same IAQ level can be achieved with a lower supply flow rate in the case of DV. From this 
point of view, DV has a relevant energy-saving potential. Pei et al. [94] suggest that the CO2 sensor must be placed at the breathing 
level rather than at the exhaust when using a demand control DV since the needed flow rate could be overestimated due to stratifi
cation; the authors state that a measurement error of 230 ppm in a space with five occupants may yield a power increase of 1200 and 
1100 kW for air conditioning and fan operation, respectively. 

DV operation permits offsetting only the cooling load of the occupied portion of the room, whereas the ceiling-level heat load is 
directly discharged at the exhaust. The energy benefits are related to the reduction of the volume that needs to be cooled down. This 
peculiarity of stratified air distribution systems (STRAD) to decrease the overall cooling coil load in the air handling system is 
expressed by Eq. (16) [52,54,104,105]: 

qcoil,STRAD = qcoil,MV − ρ Qexh cp(Texh − Tset) (16)  

Where qcoil,MV is the cooling coil load for the MV system with the same setpoint temperature Tset as the STRAD system, Qexh and Texh are 
the exhaust flow rate and temperature. The second term is the load reduction achieved using a STRAD system, representing the un
occupied zone’s heat load. According to Ahmed et al. [52], by placing the exhaust vent at the ceiling level and combining it with heat 
sources, e.g., light slots, an energy saving of up to 25 % is obtained compared to the MV system. On the other hand, Cheng et al. [54] 
suggest installing a separate return vent at the upper boundary of the occupied zone to reduce the cooling load from 15 to 21 %. 

Ventilation performance in providing cooling is often expressed through the heat removal effectiveness (HRE), defined by Eq. (17) 
for the occupied zone [37,43,80]. It can also be determined for a specific point in the space [85] and represents the ability to remove 
the sensible load compared to the well-mixing case, whose reference value is unitary. 
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Table 3 
Summary of works comparing the performance of DV to MV in terms of IAQ (“bz” stands for breathing zone, “oz” for the occupied zone, and no subscripts for the whole space).  

Reference DV MV Notes 

Krajčik et al. [68] εa,bz = 1.49 Ref. values  - Values given for a flow rate of 1.5 ACH  
- DV involves mixing above the interface layer (1.7 m) εa,1.7m = 1.06 εa,bz = 1 

εc,bz = 3.01 εc,bz = 1 
εc,1.7m = 1.16  

Mateus and Carrilho da Graça [96] εc,oz = 1.2 Ref. value  - Values for two case studies, a concert hall and an orchestra rehearsal room 
εc,oz = 1.7 εc,oz = 1 

Ahn et al. [82] εa,bz = 1.62-1.78 εa,bz = 1.1-1.15  - Two connected rooms with an inlet vent in both supplying a flow rate of 1.5 ACH 
τbz = 12.3–13.3 min τbz = 17.3–18.3 min 

Tian et al. [36] Armpit pollutant source Armpit pollutant source  - Flow rate varied between 2.2 and 4.7 ACH  
- DV is less efficient with a passive source (floor) but still provides better IAQ than MV εc,oz = 1.42-1.62 εc,oz = 0.85–1.03 

εc,bz = 1.35-1.57 εc,bz = 0.86–1.06 
Floor pollutant source Floor pollutant source 
εc,oz = 1.15-1.34 εc,oz = 0.79-0.98 
εc,bz = 1.19-1.27 εc,bz = 0.81-0.91 

Brockman and Kriegel [98] εa = 0.65-0.75 εa = 0.5-0.6  - Flow rate varied between 2.1 and 8.4 ACH 
εc = 1.35-1.45 εc = 0.95–1.2 

Tian et al. [84] εa = 0.76-0.84 εa = 0.54-0.65  - Results for armpit pollutant source  
- Flow rate varied between 2.2 and 4.7 ACH εc = 1.1-1.65 εc = 0.85–1.05 

εa,bz = 1–1.30 εa,bz = 0.8–1.10 
εc,bz = 1.35-1.8 εc,bz = 0.9–1.1 

Liu et al. [83] εc = 2.82–5.52 εc = 0.97–1.08  - Flow rate varied between 2 and 6 ACH 
εc,bz = 1.07–6.05 εc,bz = 0.97–1.10  
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εt =
Texh − Tsupply

Toz − Tsupply
(17)  

Where Tsup and Texh are the supply and exhaust temperatures, Toz is the average temperature in the occupied zone. A DV system 
presents an HRE value higher than 1 due to stratification; the closer Toz is to the supply temperature, the more efficient the system is in 
cooling down the occupied space. The HRE is positively correlated to the supply flow rate [43]. In the works from Chen et al. [37] and 
Zhao et al. [80], the DV HRE lies in the range 1.1–1.5 and 1.22–1.36, respectively, decreasing when heat load increases. 

With the same supply flow rate, DV is superior to MV in energy performance. Fong et al. [45] run a TRNSYS model to calculate the 
year-round energy usage. The cooling energy consumption can be reduced by 9.28 and 16.17 % with flow rates of 15 and 10 ACH, 
respectively, when DV is used instead of MV. In another work [106], a yearly energy saving of 23.38 % is obtained with DV; over 20 
years, the CO2 emissions are reduced by 23.35 %. Ahn et al. [82] determined that DV is two times faster than MV in reaching the 
setpoint even at a 3 ◦C higher supply temperature, and this shorter running time enables saving energy. On the other hand, the 
experimental investigation from Wang et al. [107] shows that DV could be relatively inefficient in the pull-down process without heat 
sources, i.e., cooling the space prior to occupancy. Liu et al. [79] proved the superiority of DV over MV in a sleeping environment 
occupied by a lying subject, with energy consumption and exergy losses reduced by around 10 % and 10–20 %, respectively. 

4. Simplified modelling approaches for DV 

In the panorama of building energy simulations (BES), the multizone modelling approach is widely used in several well-known 
software (e.g., TRNSYS [108], EnergyPlus [109]). However, they represent each thermal zone as a single perfectly mixed air node, 
thus not appropriate for describing the stratification produced by DV operation. CFD analysis is a powerful method to capture the 
complex airflow and temperature distribution in indoor spaces, but it suffers from high computational effort, and numerical simu
lations can be run for a specific operation scenario at a time with fixed boundary conditions. The review from Tian et al. [110] discusses 
the coupling between CFD and BES tools. The two approaches can be combined to exploit their strong points and exchange data; 
nonetheless, the bottleneck remains in the CFD simulation time. Therefore, there is a need for simplified methods to model 
non-uniform spaces, aiding the DV design phase and improving BES outcomes. 

4.1. Analytical and empirical models 

The most basic models come from analytical and empirical formulations. The formers are developed from theoretical analysis to 
describe the physical phenomenon through mass, energy and momentum conservation laws. Generally, they are based on major as
sumptions that simplify the mathematical framework. On the other hand, empirical expressions are constructed starting from datasets. 

The analytical models to describe stratification and the buoyancy-driven upward airflow in displacement ventilated spaces are 
related to the emptying filling-box models. The terminology is associated with the salt-bath experiments usually conducted in parallel to 
visualize the physical process inside a tank representing an indoor space. These tests employ two liquids with different densities (e.g., 
pure water and a saline solution) to produce a buoyancy force driving the fluids’ motion. The buoyancy effect has been widely studied 
by arranging different configurations, as illustrated in Fig. 7. The emptying-box systems in Fig. 7(a) are used to determine the draining 

Fig. 7. Different buoyancy flow configurations associated with analytical models. Emptying or draining-box (a), filling-box (b), emptying filling-box (c). The grey 
region represents the buoyant lighter fluid; the dashed line is the interface between the two layers at different densities. 
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time of lighter fluid filling the tank with no active buoyancy sources [111]. The filling-box systems in Fig. 7(b) investigate a source’s 
buoyant plume behaviour without ventilation. Fig. 7(c) shows the emptying filling-box model at steady-state conditions. This last case 
represents the DV operation with the contemporary presence of a continuous buoyancy source (e.g., a heat source) [30]. 

Various analytical formulations associated with the system in Fig. 7(c) have been developed to study both natural and mechanical 
DV, describing either transient and steady-state airflow and stratification. The DV analytical models are based on plume theory from 
Morton et al. [112]. The buoyancy effect is studied considering the densities rather than the temperatures, but the parameters are 
strictly correlated. The two layers are assumed to be homogeneous in terms of density and, thus, temperature when applied to a real 
ventilated room case. Moreover, they consider the lower zone at the same density as the outdoor environment. These analytical models 
aim to calculate the stratification interface location in the space; at a steady state, it settles at an equilibrium level (hss) where the plume 
flow rate matches the inlet flow rate, as expressed in Eq. (18). 

Qplume(hss)=Qsupply (18) 

The plume flow rate increases along the vertical direction due to air entrainment in the lower zone. It is expressed for a point source 
through Eq. (19) [112]: 

Qplume(h)=Cpl B
1
3 h

5
3 (19)  

Where Cpl and B are the plume constant and the source buoyancy flux, respectively, the former is a function of the entrainment co
efficient α (Eq. (20)), and the latter depends on the heat source power W (Eq. (21)). 

Cpl =
6
5

α
4
3

̅̅̅̅̅̅
9
10

3

√

π
2
3 (20)  

B=
gβW
ρcp

(21)  

With β as the volumetric thermal expansion coefficient of air, g is the gravity acceleration, ρ the air density, and cp is the air specific heat 
at constant pressure. 

In the case of mechanical DV, the steady state interface level is obtained with Eq. (22) [47]: 

hss =
Qsupply

3
5

Cpl
3
5 B

1
5

(22)  

In the case of natural DV, the ventilation flow rate is a function of the stack effect, dependent on the interface height itself and the 
density of the upper layer, as well as fluid dynamic resistances at inlet and outlet vents. Eq. (23) can be used to calculate hss with natural 
DV [30]. 

A∗

H2 =Cpl
3
2

⎡
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hss
H
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1 −

(
hss
H

)

⎤
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⎦

1
2

(23)  

Where H is the room height and the total effective opening area A* takes into account the effect of head turbulent losses (discharge 
coefficient Cd) and flow contraction (coefficient Ce) at the vents, as Eq. (24) states [113]. 

A∗ =
AbAt

[
1
2

(
Ab

2

Cd
2 +

At
2

Ce
2

)]1
2

(24)  

Where At and Ab are the top and bottom opening areas, respectively. 
The most recent research has proposed further developments, starting from the basic framework presented above. The plume 

theory is accurate enough to predict the steady-state interface height for both mechanical [96,114] and natural DV [115]. The model 
has been extended to study the push-type [113] and pull-type natural DV [47] between two connected spaces, with a point source 
located in the upstream and downstream enclosure, respectively, and mechanical extraction DV [49]. Nabi et al. [116] used the 
classical two-layer stratification model to optimise the air inlet conditions to maintain desired comfort conditions in a specified target 
zone. By comparison with optimised results from CFD simulations, they established that the analytical model is reliable for an in
termediate regime with clear stratification. Duan et al. [117] introduce a thermal balance in the upper region to study the transient 
evolution of fan-assisted natural DV flow in an enclosure with a floor point source and a solar chimney. Their model shows that when 
the filling-box time is lower than the draining one, the interface lowers below the steady-state level before equilibrium is restored. This 
phenomenon, known as overshooting, is described also by other transient analytical models [118,119]. Yang et al. [118] developed a 
three-layer stratification model for natural DV with two interfaces and three uniform regions to consider the reduced buoyancy a point 
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source plume undergoes above the interface, generating a warmer near-ceiling zone. Shrinivas and Hunt [119] also proposed a 
three-layer model when two non-interacting heat sources of unequal strength drive natural DV; the weakest plume does not reach the 
ceiling and generates an intermediate layer with two interfaces. 

The analytical models based on the plume theory may be useful in the design phase of mechanical DV since the supply flow rate can 
be adjusted to keep the interface above the occupied zone once the heat source entity is known. In the case of natural DV, it aids the 
vents’ sizing and positioning to guarantee adequate air change rates. However, they are unsuitable for energy and thermal comfort 
evaluations since they assume the lower occupied zone to be at the same conditions as the inlet air in terms of density and temperature. 
On the other hand, they may be appropriate for assessments of IAQ since contaminant distribution is more likely to develop into two 
well-mixed layers compared to temperature (cf. Figs. 3 and 6). Mingotti and Woods [31] used the plume theory to study the transport 
of polydisperse particle suspension with mechanical DV. 

Some empirical models have also been formulated to describe specific features of DV that can be integrated into multi-zone 
simulation tools. Generally, they consist of correlations drawn from experimental or numerical data through curve-fitting methods. 
Yuan et al. [120] proposed empirical equations to estimate the vertical temperature difference between head and foot level and the 
breathing zone’s CRE based on the space’s heat source distribution. Dominguez et al. [44] formulated correlations for the dimen
sionless temperature profile from floor to ceiling as a function of the Archimedes number. Zhang et al. [121] present a data-driven 
model to describe the non-uniform thermal environment induced by DV, which correlates the local air temperatures and velocities 
to supply and exhaust air temperatures and inlet velocity through a linear and a polynomial equation, respectively. Important 
empirical relationships are those for calculating CHTCs between air and surfaces, which can improve the accuracy of BES outcomes 
[56,122]. 

Although they are simple correlations to be implemented in other more detailed simulation tools, the authors generally stress that 
the applicability of the empirical models should be restricted to cases with similar features to the starting database and sometimes give 
a validity range regarding boundary conditions. Therefore, these models suffer from high specificity and are not universally useable. 

4.2. Nodal and zonal models 

Analytical models cannot define the temperature gradient in the occupied zone. Nodal and zonal modelling approaches have been 
adopted to describe temperature distribution with DV. In general, they provide reliable predictions of thermal stratification, requiring 
less computational resources than detailed CFD simulations [40]. 

Nodal models determine the temperature gradient in the space by defining a certain number of air nodes in the vertical direction. 
The air temperatures are calculated by solving the heat balances for each node. On the other hand, mass balances are not considered 
since these basic models assume an ideal vertical upward airflow, with few exceptions. Fig. 8 reports the nodal models’ basic schemes, 

Fig. 8. Simplified DV nodal models for calculation of temperature distribution. The model’s name refers to the author and the number of air nodes (except for supply); 
the grey areas represent the upper layer in the models defining it. (f=floor, c=ceiling, w=wall, exh= exhaust, a=air, occ=occupied, mx=mixing height, P=plume, af, 
ac, aw = air layer close to floor, ceiling and wall, hf=head-foot). 
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representing the assumed temperature profile, airflow patterns (blue links), and convective resistances between air and surface nodes. 
Air temperature is assumed to vary linearly between connected air nodes. Mundt’s linear two-node model, shown in Fig. 8(a), was the 
first conceived [123]. It assumes an air temperature linear gradient over the room height, the exhaust air and ceiling temperatures to 
be equal, and sets three steady-state heat balances for the whole room (Eq. (25)), for the floor surface (Eq. (26)) and for the node of the 
air layer 0.1 m above the floor (Eq. (27)). 

qtot = ρ cp Q
(
Texh − Tsupply

)
(25)  

αr Af
(
Texh − Tf

)
=αc Af

(
Tf − Taf

)
(26)  

αc Af
(
Tf − Taf

)
= ρ cp Q

(
Taf − Tsupply

)
(27)  

Where qtot is the total room heat load, Af is the floor area, Q is the volumetric airflow rate, Tsupply is the supply air temperature, and Tf, 
Taf, and Texh are the unknown temperature of the floor surface, air above the floor and exhaust air. Eqs. (26) and (27) state that 
radiative heat flux from the ceiling to the floor is transferred to supply air by convection. The convective (αc) and radiative (αr) heat 
transfer coefficients constitute the model’s parameters to be specified. 

The Mundt’s approach underwent several improvements over time. The successive models increase their complexity, gradually 
including further aspects in the analysis: radiative and conductive heat exchanges, heat gains breakdown, thermal plume modelling, 
and recirculation airflows. Table 4 reports the contributions given by different researchers in the development process of DV nodal 
modelling. Despite the differences, all nodal models determine the temperature distribution by solving the steady-state heat balances 
at each i-th surface and k-th air node, as expressed in a general form by Eqs. (28) and (29), respectively. 

∑n

j=1
qr,j− i + qc,i + qr,gains + qcond,i = 0 (28)  

qc,sur + qc,gains =
∑m

y=1
ρ cp Q

(
Ta,k − Ta,y

)
(29) 

Eq. (28) states that the surface temperature is given by the balance of radiative heat exchange with the other n surfaces, the 
radiative heat flux from the heat sources, the convective heat exchange with the adjacent air layer and the conductive exchange with 
the outdoor environment. From Eq. (29), the heat absorbed or released by the airflows coming from the m upstream air nodes (right- 
hand side) offsets the convective flux from the adjacent surface and the convective fraction of heat gains. Table 4 also shows the main 
models’ parameters with their values or formulations. 

Starting from Mundt’s model, Li et al. [124] included the convective transfer between the ceiling and the adjacent air layer and 
conduction through the floor and the ceiling (Fig. 8(b)). The authors also presented a multi-node linear model considering the presence 
of external walls and the radiative transfer between surfaces. In particular, the wall temperature typically varies with height due to 
radiative exchanges with the warm ceiling and the cool floor during DV operation; for this reason, the vertical surface can be dis
cretized along the vertical direction into segments with uniform temperature, which exchange heat by convection with the adjacent air 
nodes. Starting from Li’s two-node model, Mundt [125] expressed the radiative heat transfer from the ceiling and toward the floor by 
including the influence of walls through two corrective coefficients, Y1 and Y2. Furthermore, the radiative fraction of heat gains is also 
taken into account. Li proposed his two-node model as an alternative to classical emptying-filling box models presented in the previous 
section to study the effect of stratification on the buoyancy-driven natural DV in an enclosure with a point source [126]. 

Chen’s three-node model (Fig. 8(c)) introduces the breakdown of heat gains in relation to the heat sources’ positions inside the 
room [120]. The different allocation of heat load to the occupied and upper zones permits a better representation of the non-linear 
temperature gradient, which usually settles between floor and exhaust with DV. The model calculates the temperature difference 
between the head (1.1 m) and feet level (0.1 m) of a seated person through Eq. (30): 

ΔThead− feet =
γoe qoe + γl ql + γex qex

ρ cp Q
(30)  

Where the heat load qoe, ql, qex represent the heat sources located in the occupied zone, the overhead lighting, the heat transmission 
through structures and incoming solar radiation, while coefficients αoe, αl and αex drawn from a significant database of CFD analyses, 
express their contributions to occupied zone’s balance. On the other hand, Arens modifies Mundt’s original model by including ra
diation from all surfaces and the heat sources and convection from a single wall node to a room air node assumed at an average 
temperature between the floor air layer and the exhaust [127]. 

Rees and Haves developed a nine-node model (Fig. 8(e)) to calculate the temperature distribution in a room equipped with DV and 
chilled ceiling [128]. They decouple the heat loads from the bulk room air by inserting special nodes to represent the thermal plumes; 
the network consists of one floor air node, four plume nodes and four room air nodes. This model provides a first attempt to model 
thermal plumes, where the convective heat gain is concentrated. Moreover, the assumption of a solely upward airflow is discarded by 
including air recirculation from the upper nodes and entrainment into the plume. The wall temperature gradient is also considered 
vertically subdividing the surface into four sections connected to the adjacent room air nodes. Despite its detail level, the model 
presents some drawbacks. The network topology and the airflow patterns are predefined through CFD analysis or flow visualization, so 
the model should be adapted to the specific case study. The same occurs for the convection load partition onto the plume nodes. The 
bulk airflow rates Ci between nodes are precalculated values from experimental data; therefore, the model is difficult to generalise. 
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Table 4 
Summary of nodal model’s assumptions and features. (✓ = YES, x = NO).  

Reference Nodal 
network 

Walls included Surface 
radiative 
exchange 

Conduction Heat gains 
radiative 
fraction 

Heat gains breakdown 
on air nodes 

Recirculation 
flows 

Thermal plume 
modelling 

Model parameters 

Mundt, 1990 [123] Mundt’s 2- 
node 

x ✓ ceiling-floor x x x (Eq. (25) for qtot) x x αc = 3–5 W m− 2 K− 1 

αr = 5 W m− 2 K− 1 

Li et al., 1992 [124] Li’s 4-node x ✓ ceiling-floor ✓ x x (Eq. (25) for qtot) x x αc = 5–7 W m− 2 K− 1 

αr = 5 W m− 2 K− 1 

Mundt, 1996 [125] Li’s 4-node ✓ (through Y1, Y2) ✓ ✓ ✓ x (Eq. (25) for qtot) x x αc = 5–7 W m− 2 K− 1 

αr = 5 W m− 2 K 
Y1, Y2 = 0.6-0.8 

Yuan et al., 1999 [120] Chen’s 3- 
node 

x ✓ ceiling-floor ✓ (as heat gain to 
the air nodes) 

x ✓ load fraction to the 
occupied zone (1.1 m 
node) 

x x αc = 5–7 W m− 2 K− 1 

αr = 5 W m− 2 K− 1 

αoe = 0.295 
αl = 0.132 
αex = 0.185 

Arens, 2000 [127] Mundt’s 2- 
node 

✓ ✓ x ✓ x x x αc,wall = 1.5 W m− 2 K− 1 

αc,floor = 4 W m− 2 K− 1 

αr = 5.8 W m− 2 K− 1 

Rees & Haves, 2001 [128] Rees’s 9- 
node 

✓ ✓ x x ✓ ✓ plume air 
entrainment 

✓ plume air 
nodes 

αc,floor = 2.1 W m− 2 K− 1 

αc,ceil = 5.9 W m− 2 K− 1 

αc,wall = 3 W m− 2 K− 1 

αc,w1 = 1.49 ΔT0.345
w1− aw1 

αr not specified 
Ci from CFD [W K− 1] (bulk 
airflow capacities) 

Nielsen, 1995 [39] Nielsen’s 2- 
node 

x x x x x (Eq. (25) for qtot) x ✓ hmx 

calculation 
– 

Wu et al., 2013 [129] Wu’s 4-node ✓ external and 
internal separately 

✓ ✓ external wall ✓ x ✓ downdraft along 
wall 

x αc,floor = from [132] 
αc,wall = from [133] 
αc,ceil = 0.49 ACH0.8 

αr = 4.7 W m− 2 K− 1 

Mateus & da Graça, 2015 [114] Mateus’s 3- 
node 

✓ above/below hmx ✓ x ✓ ✓ above/below hmx ✓ entrainment in 
the inflow 

✓ hmx 

calculation 
αc,i from [132] 
αr based on view factors for 
rectangular cavities 
IM = 0.6 (inflow entrainment 
fraction) 
FMO = 0.4 (convective gain 
mixing in the occupied zone) 

Lastovets et al., 2020 [131] Lasovets’s 3- 
node 

✓ influence on Tmx 

or Taf based on hmx 

✓ x ✓ ✓ above/below hmx x ✓ hmx 

calculation 
αc,i from [132] 
αr = 5.5 W m− 2 K− 1  
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Wu et al. [129] presented a four-node model to determine the temperature gradient achieved by coupling DV to floor heating 
during winter (Fig. 8(d)). Two air nodes are added to Li’s model scheme, one for the room air volume where the convective load 
impinges and the other for the air layer at the external wall. The downdraft along cold surfaces is calculated in the model and included 
as a recirculation flow towards the floor air node. Radiation from surfaces and heat sources is also considered. Moreover, the external 
wall and indoor partition are separated, the former enabling transmission losses towards the outdoors. Based on Wu’s model, Zhang 
et al. [130] employ HRE values to define the thermal field. They propose to correlate the air temperatures at the floor layer, core zone, 
and ceiling layer to HREs calculated at the corresponding height through empirical formulae, the parameters of which are determined 
through multiple regression on experimental or numerical data. The idea is that HRE should represent the airflow patterns, avoiding 
the necessity of knowing precisely the motion field and making it flexible if nodes or heating/cooling systems need to be added; 
however, the model’s generalised applicability must be verified. 

Some researchers combined the modelling approach with the plume theory to calculate the interface height of the mixing layer 
(hmx). Nielsen [39] modifies Mundt’s approach, assuming a linear air temperature increase from the floor to the well-mixed layer above 
the interface (Fig. 8(f)). Moreover, the dimensionless floor surface temperature is directly correlated through the type and distribution 
of the heat sources through the Archimedes number. 

Mateus and da Graça [114] developed the three-node model shown in Fig. 8(g). The air temperatures at the floor layer, the 
occupied zone (0.6/1.1 m for a seated/standing person) and the mixing layer are calculated; the air mixing node is supposed to be 
higher than the stratification level calculated through plume theory. Air entrainment in the inflow and the breakdown of the 
convective load between the occupied zone and upper layer are considered through parameters IM and FMO. Radiative heat exchange 
between surfaces and heat sources is included, and the vertical wall is split into upper and lower sections above and below the mixing 
interface, which are connected to the corresponding air nodes. The model also predicts the temperature distribution well with coupled 
CC/DV systems [134], although the load breakdown needs to be adjusted, as well as natural DV [115]. It can suitably simulate the DV 
performance in large rooms, where thermal plumes from close point sources may coalesce, generating linear or planar plumes [96]. 
Lastovets et al. three-node model gives more importance to load spatial distribution within the ventilated room [131]. As shown in 
Fig. 8(h), the upper layer above the calculated interface is not considered as perfectly mixed. The convective low and high-level loads 
affect the mixing and the exhaust node, respectively. The interface height determines if the vertical wall exchanges heat by convection 
with the floor air layer or the mixing node, and radiation from sources and surfaces is also included. Unlike Mateus’s model, Lastovets’s 
does not include recirculation flow patterns. 

Kosonen et al. [40] compared the accuracy of Mundt’s’ 2-node, Arens’ 2-node, Chen’s 3-node, Nielsen’s 2-node and Mateus’s 
3-node models in predicting the temperature distribution inside a simulated office room with different load combinations. They show 
that 2-node linear models generally underestimate the temperature in the occupied zone, where the heat sources are gathered. On the 
other hand, Mateus’s 3-node model provides the best results, with an average error of 5.1 % among all the load configurations 
compared to measured data. However, the authors stress that its accuracy decreases when heat gains are located at a higher level, 
above the occupied zone. Similar outcomes are obtained by Lastovets et al. [131], who compared their 3-node model with Mundt’s 
2-node, Nielsen’s 2-node, Mateus’s 3-node and Rees’s 9-node models. Their model overcomes Mateus’s problems since it accurately 
predicts thermal stratification with higher heat gains, with an average error below 2 % for all experimental cases at the air nodes’ 
height. 

Lastovets et al. [135] constructed and validated a dynamic DV nodal model. It integrates the three-node DV model [131] into the 
room’s resistance-capacitance (RC) network, as illustrated in Fig. 9. The building thermal mass is lumped into the parameter Cm, 
associated with floor, wall and ceiling structures. In addition, the heat capacity Ca is linked to the three air nodes, representing room air 
thermal inertia and furniture presence. These capacities and the thermal conductances constitute the model’s parameters to be 
determined. The authors proposed a calibration process based on steady-state and dynamic set response parameter identification. The 
heat balance is set for each surface and air node under dynamic conditions, leading to a system of six differential equations to solve. 
Incorporating the system’s thermal inertia, the model provides the transient evolution of the temperature gradient inside the space. 
The model has been applied to calculate the DV design airflow rate in a lecture room with different thermal masses and daily occu
pancy schedules [136]. 

Nodal models can be effectively employed in the temperature-based design of DV systems or integrated into building dynamic 
energy simulations. Currently, solar radiation is included only in Chen’s [120] and Lastovets’s [131,135] formulations, but both cases 
consider it as a direct heat load impinging on the air nodes; deeper modelling of incoming solar radiation and its distribution on 
internal surfaces should be considered in future developments. Moreover, heat sources of unequal strength generating multiple layers 
and mixing interfaces could be included. Despite their simplicity, these tools present a weak point: prior knowledge of the airflow 
patterns is needed, and generally, a pure vertical upward motion is assumed. Therefore, they are unsuitable for carrying out IAQ 
analysis with adequate accuracy. 

On the other hand, zonal models can effectively predict both the airflow and temperature fields. The general modelling approach 
adopted for displacement ventilated rooms is shown in Fig. 10. Since DV operation produces a vertical stratification, the idea is to 
subdivide the space into horizontal layers, which in turn are discretized into zones or cells, representing portions of the room air 
volume. Heat sources’ thermal plumes, updraft and downdraft regions along warm and cool walls are represented by special cells 
characterized by peculiar airflows, distinguishing them from the surrounding air. The airflow and temperature distributions are 
determined by solving each cell’s mass and heat balances. 

These tools have been conceived to carry out IAQ investigations concerning DV operation. Fig. 11 reports the main approaches 
adopted in literature works on the topic. Yamanaka et al. [137] assume a linear increase in pollutant concentration rather than a sharp 
variation across the stratification interface, where the plume and supply flow rate match. The space is subdivided into four layers, as 
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shown in Fig. 11(a); the model includes the molecular and turbulent pollutant diffusion within the interface layer, air entrainment in 
the plumes and convective flows between the air layers. The concentration profile is obtained by solving the balance for each air layer. 
Choi et al. [41] proposed a five-layer model to account for the lock-up phenomenon, introducing the stagnation height with the 
concentration peak. Another work [76] enhances the four-layer model also to predict the temperature distribution, solving the heat 
balance for each layer. Both contaminant and heat diffusion occur inside the interface layer. 

Fig. 11(b) presents the more rigorous approach employed by Habchi et al. [97]. It is a multi-plume, multi-layer transport model 
developed to study the distribution of active particles. The presence of non-interacting heat sources with unequal strength is 
considered. Three regions are identified in the vertical direction: Region I below the stratification interface where pollutants are 
emitted; Region II reaches the height where the buoyancy force of the strongest plume vanishes; Region III is the well-mixed ceiling 
layer. The model predicts temperature, airflow, and particle distribution by solving heat, mass, and concentration balances. Diffusion, 
gravitational settling and deposition rate on surfaces are also included since they significantly affect the spread of larger particles. The 

Fig. 9. Dynamic DV nodal model (Gi = thermal conductance) (adapted from Ref. [135]).  

Fig. 10. Zonal modelling approach for displacement ventilated environments (Tw is the wall temperature in the layer; blue arrows represent the typical airflow 
patterns). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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model has been upgraded to study cross-contamination between two occupants, incorporating the effect of the infected subject’s 
exhalation jet from high-momentum respiratory activities, such as coughing or sneezing [138]. Two special cells are added: a cy
lindrical contaminated zone in front of the infected person where particles not entrained by the plume collect and the cylindrical 
exposure zone between the subjects. 

Zonal models provide information on temperature, airflow and contaminant distribution with enough detail, so they are also 
appropriate for the IAQ-based design of DV systems. However, some aspects need to be faced in future research. The existing tools solve 
energy, mass and concentration balance under steady-state conditions, while the evolution of pollutant transport over time has not 
been examined yet. Moreover, the diffuser jet and the wake flows associated with occupants’ movements should be incorporated 
together with thermal plumes, wall drafts and exhalation jets to include the effect of all airflow sources affecting the DV system 
performance. 

4.3. Simplified methods for cooling load estimation 

The working principle of displacement ventilation makes it suitable for space cooling rather than heating applications. Like other 
STRAD systems, DV focuses directly on the occupied zone, thus, only the cooling load in that region needs to be offset in the perspective 
of providing thermal comfort (Fig. 12(b)). The existing multi-zone building energy simulation tools assume perfect mixing, so all the 
convective heat released into the space contributes to the cooling load (Fig. 12(a)). The correct estimation of the cooling load in 
displacement ventilated spaces is essential when designing the system and evaluating its energy performance since it determines the 
required supply flow rate and the cooling coil load in the air handling system accordingly. 

Fig. 11. Adopted approaches in the analyses on IAQ with DV zonal models. (In Yamanaka’s model figure: st=stratification height, u=upper edge, l=lower edge, 
hw=hot wall, cw=cold wall). 
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Some simplified methods for cooling load estimation have been proposed in different works. Two calculation approaches have been 
identified. In the first group, the basic idea is directly defining the load allocation to the occupied and unoccupied zone in relation to 
the position of the heat sources within the space. Xu et al. [105] express the contribution of each i-th heat source to the occupied zone 
load by defining the effective cooling load factor (ECLF) through Eq. (31). 

ECLFi =
qi,occupied

qi,space
(31) 

Both qi,space and qi,occupied are calculated for the individual heat source by assuming that the others are turned off. The former is the 
space cooling load in the case of perfect mixing and matches the source power. The latter is obtained from CFD simulations that provide 
the air enthalpy flux variation between the occupied zone’s upper horizontal boundary and the supply vent. The total cooling load in 
the occupied zone is calculated by applying the superimposition of the effects. 

qoccupied =
∑

i source

(
ECLFi qi,space

)
(32) 

The authors verified that neglecting the interactions due to the contemporary presence of multiple sources in defining the ECLF 
produces acceptable discrepancies on the computed qoccupied compared to the real one. The cooling coil in the air handling unit (AHU) 
offsets the occupied zone load and the ventilation load, as expressed in Eq. (33). 

qcoil = qoccupied + qvent =
∑

i source

(
ECLFi qi,space

)
+ Qout ρ cp (Tout − Tset) (33)  

Where Qout is the outdoor air flow rate, and Tset is the setpoint temperature at head level. Cheng et al. [104] suggest that qi,occupied can 
also be calculated by summing the convective gain from the heat sources and the portion of surfaces in the occupied zone. The ECLF 
values for different heat sources and rooms can be found in Refs. [104,105,139]. Zhang et al. [140] incorporate indoor non-uniform 
temperature distributions into dynamic building energy simulations, introducing the contribution ratio of indoor climate (CRI). These 
factors represent the contribution of each k-th heat source to the temperature distribution and are defined through Eq. (34) as the ratio 
of temperature variation caused at a specific j-th location to that generated in the well-mixed scenario with the other sources 
inactivated. 

CRIj,k =
ΔTj,k

ΔTwell− mixed,k
(34) 

The method is based on two main hypotheses. Firstly, a fixed airflow field is assumed, for which heat transfer linearity can be 
considered. Secondly, each heat source independently contributes to the temperature distribution, which results from the superim
position of individual subfields, as expressed by Eq. (35). 

ΔTj =
∑

k sources

(
CRIj,kΔTwell− mixed,k

)
(35) 

CFD modelling is employed to determine the representative airflow field and derive the CRI distribution for each source. The 
authors suggest that the energy simulation can be carried out by refining the zoning of the single room with reference to the heat 
sources’ layout. The temperature of the subregion is calculated through Eq. (35) with average CRI. In their office case study, the 
thermal load calculated with the CRI method was 15–20 % lower than the perfect mixing-based energy simulation. The methodology is 
general for the STRAD systems, so its use can be broadened to DV, separating the occupied zone from the remainder. However, it 
requires the definition of multiple airflow field scenarios to be representative of as many heat load combinations as possible and to be 

Fig. 12. Comparison of the cooling load calculation approaches between mixing (a) and displacement (b) ventilation. Black arrows represent the convective fluxes 
from heat sources and surfaces. 
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applicable to time-variant configurations. Similarly, Liang et al. [141] defined the average accessibility of the heat sources (AAHS) to 
correlate the local cooling load (LCL) to the heat gains in non-uniform thermal environments. The accessibility indexes express the 
influence of the individual heat sources on the average air temperature in a target region, e.g., the occupied zone. The local steady state 
value under a fixed airflow field is given by Eq. (36) for the i-th source. 

AAHSzone,i =
Tavg,zone,i − Tref
(

qi
Qsupply ρ cp

) (36) 

The average local temperature Tavg, zone,i is determined through experimental tests or CFD simulations activating one source at a 
time. The target zone’s desired setpoint can be considered the reference temperature Tref. AAHS coefficients depend on airflow pat
terns, heat source distribution and size and location of the involved sub-volume. Once the indices are known for a given configuration, 
the local cooling load can be determined through Eq. (37): 

qzone =
∑

i sources

(
qi AAHSzone,i

)
(37) 

AAHS and CRI calculations are equivalent (Eqs. (36) and (34)), but the first method directly associates the accessibility factors with 
the local cooling load, while the latter defines the temperature distribution to be coupled with the building energy simulation tools. 
However, these methods based on the heat load breakdown present two drawbacks. Firstly, several CFD simulations must be carried 
out to provide a complete database of allocation parameters differentiated for types of heat sources and room configurations. In the 
second instance, the applicability of the superimposition of effects needs to be further investigated. 

A second strategy proposes estimating the DV system’s cooling load employing the existing building energy simulation tools, which 
are based on fully mixed air modelling and are computationally efficient. Zhang et al. [142] defined the equivalent room air tem
perature (ERAT) as the temperature assigned to the well-mixed building model to obtain the same cooling load in the DV case. The 
method can be applied to evaluate the energy performance of both constant-air-volume (CAV) and variable-air-volume (VAV) systems, 
for which the equivalent supply air temperature (ESAT) and the equivalent supply airflow rate (ESAR) are respectively defined as 
additional input parameters to the equivalent mixing ventilation system. The response surface methodology has been used to develop 
three data-driven models through polynomial regression: ERAT, ESAT and ESAR are expressed as functions of the actual room air 
temperature at 1.1 m, supply air temperature and flow rate. The authors proposed a calculation procedure to determine the DV 
system’s cooling load and energy needs. For the CAV system, the building simulation tool is first fed with a first-guess ESAT and DV 
flow rate, and the ERAT is calculated. Secondly, the regression models are used to calculate the real supply conditions and the room air 
temperature. The ESAT is iteratively adjusted to maintain the desired setpoint for the latter. After comfort conditions are met, the 
actual cooling load is defined, and the exit air temperature is calculated accordingly. In this way, the energy needs in the air handling 
unit coils can be evaluated. The process is the same for the VAV system, with ESAR as an input parameter. 

In contrast, Zhang et al. [143] identified the height in the displacement ventilated room for which the air temperature can be used 
as an input for the perfect mixing model to obtain an accurate estimation of the cooling load and the supply air temperature in a CAV 
system or the flow rate in a VAV system. They suggest that the height of the ceiling air layer can be employed and propose the cor
responding procedure for the energy performance analyses involving the separate use of well-mixed air and multi-node models. The 
DV supply conditions are the input parameters for the well-mixed room model that calculates the cooling load and the room air 
temperature. In their formulation, this last parameter represents the exhaust air temperature. The nodal model is used to determine the 
temperature at 1.1 m, and supply conditions are iteratively adjusted to achieve thermal comfort. Afterwards, the required energy for 
air handling is estimated. The accuracy of these two methods in estimating the cooling load was verified by employing the output from 
the DV multi-node model as a benchmark for several validation case studies. Their advantage is directly incorporating the well-mixed 
model in the simulation process while considering the thermal stratification induced by the real DV system. However, the validity of 
system configurations that differ from those used for their development should be checked. 

5. Conclusions 

This paper reviewed the most significant literature dealing with displacement ventilation (DV). The temperature and airflow fields, 
as well as the contaminant transport, result from the complex interaction between the air distribution system and the enclosed space. A 
well-designed DV system supplying air at floor level generates a thermally stratified environment with a buoyancy-driven upward flow 
pushing the contaminant towards the ceiling for the extraction. The vertical temperature gradient and stratification height are strongly 
influenced by the heat sources’ distribution and strength, the supply air conditions and the vents’ location. The typical two-layer 
stratified space is obtained with heat gains located in the lower part of the room, and the interface height decreases at higher 
Archimedes numbers, expressing the ratio between the buoyancy and inertia forces. The steady-state airflow distribution is determined 
by the balance of different flow elements, i.e., diffuser jet, buoyant thermal plumes and their entrainment effect, recirculation from the 
upper mixed layer, and downdrafts along cool surfaces. The potential draft risk is generally avoided during DV operation since lower 
inlet velocity and turbulent fluctuations are observed compared to other ventilation systems. The stratified contaminant distribution 
presents a sharper interface than temperature, with an evident discontinuity between a clean occupied zone and a polluted ceiling 
layer. The air quality in the occupied zone depends on the types of pollutants and sources. 

Compared to conventional mixing ventilation, displacement systems provide better indoor air quality at the same supply flow rate 
when active gaseous pollutant sources are present. Instead, the ventilation effectiveness in the occupied zone decreases if contaminant 
generation is not associated with a thermal plume or if the gravitational settlement of heavier particles dominates over the upward 
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flow. Moreover, DV performance is more sensitive to dynamic events, e.g., people movements, than MV since the recovery time of 
steady-state temperature, airflow and contaminant distributions is much longer. Regarding cooling energy demand, DV has more 
saving potential than MV since a lower supply flow rate and higher supply temperature are required for the same IAQ and thermal 
comfort level in the occupied zone. 

Different simplified modelling approaches can be employed in building energy simulations to evaluate DV performance and to aid 
the design and control of the system. Analytical models are based on the plume theory and can be employed to calculate the design flow 
rate, but they are unsuitable for energy and comfort evaluation. The applicability of empirical correlations is restricted to a particular 
system’s configuration, and their generalization is difficult. Nodal models accurately predict the vertical temperature profile and are 
easy to integrate into building energy simulation tools; however, they require prior knowledge of the airflow patterns in the room. 
Zonal models can be employed to define temperature and airflow distributions, even if few studies have applied them. Simplified 
methods for cooling load estimation have also been developed to study system performance while modelling the building using 
classical well-mixing tools. Moreover, correctly calculating the cooling load in the occupied zone leads to a more accurate DV design, 
avoiding oversized systems. 

The desk research highlighted that DV has been widely studied, and its working principles are well understood now. The current 
research activity is proceeding on HVAC systems integrating DV to radiant panels since the latter are widely installed in new energy- 
efficient or retrofitted buildings; deeper analyses of the fluid dynamic of different combinations are needed to establish clear design 
guidelines of the coupled systems, even for different configurations from typical DV/CC. Nevertheless, some points need to be 
investigated even more in the future. More attention must be given to DV’s effectiveness in removing heavier contaminants, especially 
in the context of airborne transmission of respiratory diseases. Moreover, it is observed that not many works deal with the energy 
aspects yet. For example, some authors roughly estimate the DV energy performance in studies where the main objective is defining 
how the thermal environment or IAQ are affected. More in-depth analyses combining energy efficiency and cost-effectiveness as
sessments would be interesting and necessary to determine DV systems’ overall energy and economic impact. The assessment of DV 
operation under dynamic conditions should be promoted toward optimal system design and control. Given DV’s sensitivity to transient 
disturbances, it would be interesting to analyse how the system could be dynamically adjusted in response to changing heat load 
configurations and the influence of incoming solar radiation, which typically affects commercial buildings’ indoor spaces. The research 
has not yet taken on these aspects in detail. Dynamic RC multi-node models could be improved in parallel to integrate the impact of 
solar radiation and its distribution on internal surfaces. In this way, the space dynamic behaviour under the operation of the DV system 
would be adequately assessed. 
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