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S O M M A R I O

L’utilizzo di sorgenti laser ultraveloci per la micro e nano testuriz-
zazione è uno tra i campi di ricerca più attivi e in costante crescita che
può far progredire il settore dello stampaggio ad iniezione. L’integra-
zione della testurizzazione laser nello stampaggio può incrementare
la sostenibilità tecnica e ambientale della produzione di massa di
prodotti in plastica. Superfici stampo ingegnerizzate hanno effetti
sulle prestazio-ni di riempimento della cavità e sulla topografia della
parte stampata, riducendo il consumo di materiale specifico per il
componente ed introducendo ulteriori funzionalità che possono of-
frire nuove risposte ai problemi ambientali, soprattutto quando com-
binate con polimeri sostenibili. La nuova applicazione della tecnolo-
gia laser allo stampaggio ha sollevato numerose opportunità e inter-
rogativi. In questo contesto, la progettazione delle superfici degli
stampi rappresenta la congiuntura strategica per potenziare le inno-
vazioni di processo e le nuove funzionalità di prodotto.

In questo lavoro, la generazione di tessiture per indurre nuovi flussi
polimerici nella cavità è stata studiata per ottenere flussi da requi-
siti energetici inferiori, progettando e realizzando tessiture per il pro-
cesso dei polimeri. Micro e nano tessiture regolari, rivestimenti su-
perficiali e la loro combinazione sono state introdotte sullo stampo
ad iniezione per modificare le proprietà morfologiche, chimiche e ter-
miche della superficie. Le campagne sperimentali mirano a caratter-
izzare gli effetti sul riempimento della cavità e sulle prestazioni di
replicazione del processo. Gli studi sul riempimento si concentrano
sui fenomeni che si verificano durante il flusso per ridurre la caduta
di pressione in cavità. Gli studi sulla capacità di replicazione del
polimero si concentrano sulle interazioni che avvengono in superficie
per ottimizzare l’accuratezza nella replicazione.

Durante le indagini sperimentali sono state implementate avan-
zate apparecchiature di caratterizzazione e di monitoraggio del pro-
cesso in linea. I risultati sperimentali dimostrano che le strutture
dello stampo e i rivestimenti superficiali riducono la caduta di pres-
sione in cavità. Calibrando un modello numerico e modellando un
caso studio con il rivestimento dello stampo proposto, il risultato è
stato tradotto in termini di riduzione dell’intensità del materiale, otte-
nendo una riduzione del volume del componente dell’8%. I risultati
mostrano che, in relazione all’accuratezza nella replicazione, le parti
in plastica possono essere funzionalizzate, aumentando l’angolo di
contatto con l’acqua. Uno strumento di progettazione del processo
per funzionalizzare parti in plastica è stato implementato con un mod-
ello multi-scala che prevede il grado di replicazione, composto da un
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modello numerico che risolve il macro flusso in cavità e alimenta
il modello analitico per il micro flusso del polimero nelle strutture,
sviluppato in questo lavoro. Il modello multi-scala risulta sensibile
alle variazioni del polimero e del processo, con un errore massimo
dell’8%.

I risultati di questo lavoro possono aprire nuove opportunità e mer-
cati per i settori della testurizzazione laser e dello stampaggio, for-
nendo strumenti di progettazione più consapevole di parti e stampi
verso le richieste del mercato. Le tessiture indotte dai laser ultraveloci
per applicazioni di stampaggio a iniezione possono introdurre nuove
funzionalità su parti stampate ad iniezione come proprietà autopu-
lenti. Il modello multi-scala ha fornito un contributo significativo alla
comprensione dei fenomeni che controllano il processo di stampag-
gio a iniezione su scala micro e nanometrica, fornendo strumenti per
la progettazione del processo e delle strutture sullo stampo. Gli sforzi
verso la modellazione dell’effetto dei rivestimenti consentiranno una
progettazione di parti in plastica più sostenibili, riducendo il con-
sumo di materiale specifico.



A B S T R A C T

Ultrafast laser micro and nanotexturing are among the most active
and promising fields of research that have recently boomed and can
advance the plastics manufacturing industry. The integration of laser
texturing in thermoplastic injection molding can enable the technical
and environmental sustainability of the mass manufacturing of plas-
tics products. Engineered mold surfaces have effects on the cavity
filling performances and the replicated topography of the part. Parts
with a reduced material intensity that embed a wider number of func-
tionalities may offer new technological answers to the environmental
issues, especially when combined with sustainable polymers. The ap-
plication of ultrafast laser technology to the injection molding market
is new and there are a wide number of open points related to the
technologies’ integration. In this context, the design of mold surfaces
represents the strategic juncture to boost processing innovations and
new product functionalities.

In this work, the generation of novel engineered mold surfaces was
studied to enable novel polymer flows in the cavity, characterized by
lower energy requirements. Specific textures have been designed and
manufactured to meet the polymer process requirements. Regular
micro and nano surface textures, surface thin coatings, and the com-
bination of textures and coatings are obtained and introduced into the
injection mold to modify the morphological, chemical, and thermal
properties of the surface. Experimental campaigns were carried out
to characterize the effects of the modifications onto the cavity filling
and the replication performances of the process. Filling studies focus
on the flow phenomena happening during the filling phase and aim
at reducing the pressure drop yielded by the polymer to completely
fill the cavity. Replication studies focus on the interactions that af-
fect the mold surface morphology replica and aim to optimize the
replication fidelity.

In-line process monitoring and advanced characterization equip-
ment have been implemented in the experimental investigations. The
experimental results show that mold textures and surface coatings
effectively reduce the pressure drop inside the mold cavity. The re-
sult has been translated in terms of material intensity reduction by
calibrating a numerical model and modeling a case study with the
proposed mold coating, obtaining a part volume reduction of 8%.
The results of the experimental campaign on replication show that,
depending on the replication grade of the mold micro- and nano-
structures, the plastic parts can be functionalized, increasing the wa-
ter contact angle. A process design tool for part functionalization was
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implemented through a multi-scale model predicting the replication
of the mold texture. A numerical model solves the macro flow in the
cavity and feeds the proposed analytical model for the micro poly-
mer flow into the structures. The multi-scale model is sensitive to the
variations of the polymer and process, with a maximum error of 8%.

In general, the findings of this work can open new opportunities
and markets for the laser texturing and injection molding sectors, pro-
viding tools for a more aware design of parts and molds towards the
new market demands. Ultrafast laser-induced textures are specifi-
cally designed and manufactured for injection molding applications
to introduce new functionalities as self-cleaning properties on injec-
tion molded parts in a cost-effective way. The multi-scale model re-
sulted in a significant contribution to the understanding of the phe-
nomena that control the injection molding process at the micro and
nanoscale, providing tools for texture and process design. The efforts
towards the modeling of the effect of coatings will allow for a more
sustainable plastic part design, reducing their material intensity.
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1 O V E R V I E W O F T H E I N J E C T I O N

M O L D I N G M A N U FA C T U R I N G

Over the last century, plastic products and components have offered
innovative solutions to society’s permanently evolving needs. The
high versatility and adaptability to always increasing applications
fields match the fast innovation typical of such products. Plastics
surely improve the quality of life of people across the globe, meet-
ing functional and aesthetic demands, from drinking clean water to
attractive LED car lighting systems. Plastics will continue shaping
our future, however, we have to address the global changes relative
to their negative impact on the environment, unlocking the full po-
tential of these materials.

Plastic waste is unacceptable in any habitat. This is the plastics in-
dustry’s top priority of all time. The global problem of plastic waste
demands a global approach to the solution. The European guidelines
stress the creation of strong relations between all stakeholders to de-
velop, improve and reinforce circular management of plastic materi-
als. Still today, most plastic materials are fossil-based. In the future,
plastic production should decouple from fossil feedstock, introduc-
ing always higher amounts of alternative raw materials, like recy-
cled plastics, chemically recycled polymers, and plastics produced by
alternative feedstocks as bio-derived oils from responsibly sourced
biomass. In addition to material management, there is also a need of
addressing energy and emission savings. The plastic industry is still a
poorly engineered industrial system, generating low-efficiency man-
ufacturing processes, which grow into a crucial issue when applied
to a large-scale process as polymer processing is.

Research in the field of plastics manufacturing processes has the re-
sponsibility to lead the engineering improvements of the technology,
the plastic processes, and products. Increased technologic culture
will result in higher global competitiveness triggering technological
and economical growth, conjugated to a reduction of the environmen-
tal impact of the products and the process. New fit for purpose and
resource-efficient products will be developed. New workforce will be
needed to sustain this process, increasing the availability of higher-
quality jobs and ultimately increasing the prosperity of the society
we live in.
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4 overview of the injection molding manufacturing

1.1 the eu plastics market

Since the 1950s, the importance of the plastic market has been rapidly
growing and still is getting more and more important in the world.
In 2004, the global plastics production was reported 225 million tons
[1] and, despite the restrictions applied by several states, increased by
143 million tons in 15 years, to 368 million tons produced in 2019 (cf.
Figure 1.1 (a)). Due to the severe EU regulations, plastic production
in Europe is slightly decreasing over the last three years. The result of
such politics is shifting plastics production and manufacturing out of
the European borders. Indeed, as the plastic worldwide production
increases by 64% in 15 years (cf. Figure 1.1 (b)), the plastic imports
from extra-UE countries have increased by 33% from 2014 to 2019

and the European plastic production share has contracted from 27%
to 16% in 15 years. A lot has still to be done to effectively reducing
and regulating the number of plastics and plastics products being
used in Europe and worldwide.

The tremendous growth that the plastic market has experienced
closely correlates with the difficulties that the world is facing in reduc-
ing and finding new alternatives to polymers. These new challenges
arise from strong drivers that pertain to plastics.

• Many types of polymers have been developed to face effectively
a large variety of specific functionalities.

• Polymers are often characterized by high specific material prop-
erties which favored replacements of conventional materials.

• Polymers are characterized by ease of processability, reducing
the equipment and processing costs, thus facilitating both the
technological growth and development of polymer processing
technologies.

• Being easy to form, polymers can be successfully employed in
net-shape or near-net-shape processes even if the part geometry
has a certain level of complexity, satisfying close geometrical
and aesthetic requirements.

The plastics manufacturing industry is mainly driven by three seg-
ments: (i) the packaging industry, (ii) the building and construction
industry, and (iii) the automotive industry. The first two market seg-
ments are way dominating the plastic consumption, with overall con-
sumption of 60% of the plastic produced in Europe in 2019 (cf. Fig-
ure 1.2). Different from the first two sectors, which mainly produce
goods characterized by low-added value, the automotive sector ex-
ploits plastics for costly applications.

By selecting the most appropriate resin type, plastics could meet
the needs of a large variety of markets. Consequently, the resin selec-
tion typically is firstly related to the market value of the good to be
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Figure 1.1: Global plastics production in million tons as reported by the
last Plastics Europe Surveys (a) and World plastic production
increase and the European share of the overall production (b)
[1] [2] [3] [4]
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Figure 1.2: Plastics demand by segment and polymer type in 2019 [4]

produced. ‘Commodity plastics’ are resins that are widely employed
for low-cost products, that are typical of the packaging, the construc-
tions and buildings, and the agriculture sector. To those resins belong
the major production share. Commodity plastics are:

• Polyethylene (PE): used for the major part in the packaging and
building and constructions sectors.

• Polypropylene (PP): an incredibly versatile resin, widely exploited
in almost all market sectors. PP is the most utilized resin reach-
ing almost 20% of the total resin demand in Europe in 2019 [4].

• Polyvinyl Chloride (PVC): Largely used in the building and con-
struction sector for pipes and electrical housings due to its ther-
mal and mechanical properties.

• Polystyrene (PS): Mainly used in the packaging industry due to
its high transparency.

• Polyethylene Terephthalate (PET): Used almost exclusively in the
packaging industry for water and drinks bottles, due to its high
transparency and high mechanical properties.

1.1.1 Environmental impact

The plastic market enormous growth and the increasing number of
practical applications fulfilled by polymers had arose several environ-
mental issues. The main problem linked to plastic production is the
product end-of-life management. It is possible to observe that the
major issue linked to plastic waste emerges by the much higher de-
velopment speed of the plastic manufacturing sector in contrast to the
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plastic waste collecting sector. The European Union is indeed push-
ing the plastics world to be circular. The circular economy of plas-
tics’ first objective is the continuous increase of the amount of plastic
post-consumer waste collected and sent to a disposal treatment. To
address the environmental issue, this first objective is needed for the
effectiveness of the following ones. Three are the main waste treat-
ments for plastic products:

• Recycling: It is the preferred treatment for plastic post-consumer
waste and comprises mechanical and chemical recycling.

• Energy recovery: The treatment converts the high energy content
of plastic waste into electricity, synthetic gas, and fuels.

• Land f ill: it is the to-be-minimized treatment, as it does not
close the circular management of the material. Several Euro-
pean countries are applying restrictions to the amount of plastic
waste sent to landfills.

Zero landfilling is needed to achieve the circular economy of plas-
tics. Over the last 12 years, the European countries strongly improve
the end-of-life management of plastic products, simultaneously in-
creasing the amount of collected plastic post-consumer waste and the
number of plastics sent to circular treatments (cf. Figure 1.3). Me-
chanical recycling of post-consumer plastic products is today’s most
favored end-of-life treatment, as it closes the feedstock circularity
within the short cycle. It typically comprises 5 steps: (i) collection, (ii)
first sorting, (iii) shredding, (iv) washing, (v) second sorting, and (vi)
extrusion for ready-to-use material for manufacture new products.

1.1.2 Outlooks

In the last three years in Europe, we can observe a decline in plas-
tics production. The Covid-19 impact on the plastics market caused
a big drop in primary material production, which will not be recov-
ered before 2022. Post-consumer recycled plastics are finding more
and more applications in the market. The building and construction
sector is the most receptive one, handling almost half of the total re-
cycled volume of plastics (cf. Figure 1.4). A lot has still to be done for
other sectors, as the automotive, and the packaging ones.

In this context, the development of more sustainable plastics and
new sustainable plastics manufacturing technologies is important in
order to aim at reducing the environmental impact of the whole sec-
tor. The plastics engineering production technologies have a crucial
role in these processes, aiming at designing new manufacturing solu-
tions for lighter products, enhanced recycling approaches, and new
processing solutions for sustainable and bio-derived plastics feed-
stocks.
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Figure 1.3: 2006-2018 evolution of plastic post-consumer waste treatment
[4]

Figure 1.4: Plastic recyclates used in new products in Europe in 2018 [4]
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1.2 injection molding

Nowadays, more than a third of the world’s produced plastic prod-
ucts are manufactured with the use of injection molding [5]. The
major strengths of the process can be individuated in the capability
of manufacturing complex parts within a short cycle time, thus be-
ing highly suited for mass production applications [6]. Furthermore,
the process is flexible to the employed resin and has an intrinsic high
reliability. The injection molding process includes four major stages.
Firstly, the reciprocating metering screw and the cylinder melt the
polymer pellets exploiting the simultaneous mechanical and thermal
action of the screw and the hot cylinder. Then, the polymer melt is in-
jected into the colder metal mold. The third and fourth stages consist
of cooling the molded part down into the mold and finally ejecting
the final cold part.

Each of those stages presents its peculiar aspects, through which
engineers and designers can elaborate to improve the final outcome
of the part, in terms of part functionality, aesthetic quality, cost, and
environmental impact [5]. Following these ambitions, the proper de-
sign of the features of the process will improve the following:

• Achievement of the desired shape and features of the part.

• Optimization of the outcome of the part surfaces.

• Establishment of process repeatability, control, and stability.

• Minimization of the material volume for the desired functional-
ity.

Among the various ways to address the previous ambitions, this
work puts the attention into two categories of injection molding prod-
ucts, linked to the part characteristics:

• Micro injection molding.

• Thin wall injection molding.

1.2.1 Machines and processing steps

Injection molding is a thermal and mechanical process of transferring
the raw resins (which are in the form of pellets) into a part. Following
the path of a single plastic pellet, it is possible to describe the thermal
and mechanical evolutions through the process.

• Drying: The resin is firstly conditioned to get the most appro-
priate pellets environment for molding. Typically, in this stage,
the pellets are dried from the moisture that can be present on
their surface or even inside the pellet volume.
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• Plasticizing: As the pellets got the required conditions it is
melted and plasticized inside the plasticizing cylinder (barrel).
The energy required for melting is mainly delivered to the resin
by the screw, which shears the pellets increasing their temper-
ature through viscous dissipations and friction. The cylinder’s
heating element’s role is mainly setting and maintaining the de-
sired temperature, to improve the consistency of the process.

• Injection: The screw movement accumulates the molten plastic
on the front of the screw, ready to be injected. Once the mold
is closed, the melt gets pressurized by the screw and is injected
into the mold cavity.

• Packing and cooling: At the switchover point, the machine ap-
plies the packing pressure, in order to compensate for the poly-
mer shrinking. Thus, as it gets inside the cold mold cavity, the
melt immediately starts to cool down and shrink.

• Ejection: As the plastic inside the mold cavity has sufficiently
solidified, the machine opens the mold and the ejectors demold
the part.

The above-mentioned process is a typical injection molding pro-
cess, which is carried out inside an injection molding machine. It is
possible to individuate three different units that compose an injection
molding machine:

• The metering unit: the major task of this unit is melting and
plasticizing the resin, fed into the front of the screw, inject it
into the cavity and maintain the holding pressure through the
packing phase.

• The clamping unit: its role is to control the mold opening and
closing, and tightly hold the two haves of the mold during mold
closing to avoid flash formation.

• The mold: the mold is the heart of the injection molding machine,
its cost can easily be higher than the cost of all the other parts
of an injection molding machine together. The functions are to
distribute the melt into the cavity, give the part its shape, and
cooling it.

• The auxiliaries: To successfully operate an injection molding ma-
chine, auxiliaries are always required. Depending on the ap-
plication, different auxiliaries have to be considered, but typi-
cally the machines need a drying unit for polymer conditioning
before processing and a thermoregulator to control the mold
temperature.
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1.2.2 Micro injection molding

The miniaturization of parts is an escapable step for the evolution of
technologies, where more functions would be integrated into a lower
space. The miniaturization goal has continuously pushed the tech-
nologies to a lower scale, trying to match the mass-production goals
to small components. From the 1980s microsystem technologies have
grown in importance and nowadays play a central role in the mar-
ket [7]. Micro injection molding can be considered as miniaturization
of the injection molding process and aims at meeting the low-cost
mass-production identity of injection molding to the request of small
components and tight tolerances. Moreover, a large variety of poly-
mers can be processed through micro injection molding to obtain the
required application-related properties. In this context, micro injec-
tion molding can be assessed as a key enabling technology, with the
capacity of producing micro components at a low cost.

Micro injection molding can be defined as the modification of the
injection molding technology to produce micro parts. In this sense,
the definition of what injection molding is can be translated into the
definition of what a micro-molded product is. A micro molded prod-
uct can be defined as [8]:

• Parts possessing weight in the range of few milligrams.

• Parts that show features with dimensions in the micrometer
range.

• Parts possessing micrometer dimensional tolerances, which have
not a dimension limit.

1.2.2.1 Downscaling injection molding

The micro injection molding process raises new processing challenges
with respect to conventional injection molding. The small features
that have to be replicated typically require higher forces and pres-
sures which need to be tightly controlled. To accomplish these major
requirements, the equipment typically includes a modified metering
unit, where the plasticization and the injection are separated (cf. Fig-
ure 1.5). The plasticization takes place in a dedicated functional part
of the machine, where the screw melts and ultimately delivers the
melt into an intermediate hot chamber. An injection plunger (which
can be as small as 5 mm in diameter) is exploited to inject and dose
the desired volume of material in the cavity. By splitting the plasti-
cization and injection phases, it is possible to overcome the limitation
on the screw diameters (typically min 12 mm). In such a way the
injection system can suitably answer the processing requirements of
micro injection molding:

• Accurate melt dosing of small volumes.
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Figure 1.5: Typical modified metering unit for microinjection molding ap-
plications.

• Precise high-speed injection.

• Resistant to high injection pressures.

1.2.2.2 Applications

A broad range of micro molded parts are already in the market, and
many are going to arise in the future. Micro injection molding is
one of the most promising technology for high volume production of
micro components with high dimensional accuracy and replication
fidelity. Those capabilities, combined with the wide variety of pro-
cessable thermoplastic polymers, opens the possibility of producing
high-volume and low-cost parts for many diverse stakeholders. Mar-
kets in which microparts are already applied are:

• Medical technology (e.g. micro-fluidic devices with micro-channels
hearing aids, implants, devices for DNA analysis, bio-MEMS,
tissue scaffolds, vascular clamp).

• Micro-structured micro-parts (lab on the chip, data carrier, self-
cleaning surfaces, sensor disk structure).

• Sensors (e.g. airbag sensors, sensor disk, bio-sensors).
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• Automotive (e.g. micro-switch, sensors, ABS-Systems).

• Computer (e.g. head of an ink-jet printer).

• Telecommunication (e.g. mobile phone, SIM card connector).

• Micro-equipment (e.g. valve technology).

• Glass fiber conductors (ferrules, connectors).

• Connectors (e.g. plug connectors, couplers).

• Electronics micro parts on circuit boards.

• Sensors (e.g. airbag sensors, sensor disk, bio-sensors).

• Micro-mechanics (e.g. micro-motor, rotor, micro-gears, microswitch,
locking lever, catch wheel, operating pins, sleeve).

• Optics (e.g. lenses, displays).

• Precise suppliers.

• Watches (e.g. gear wheels, latches, micro-transmissions).

• Patterned adhesives.

• Special materials (e.g. PIM (MIM/CIM), PTFE).

• Institutes, Universities (e.g. material, technology for research).

The miniaturization trend has been reinforced by the successful
realization of micro components, and now new parts with sub-micro
and nano features are in the process to enter the market. New techno-
logical challenges are set, both regarding the microinjection molding
process and mold-making technologies.

1.2.3 Thin wall injection molding

The product’s environmental impact reduction is now one of the most
demanding objectives during product design, especially in the pack-
aging and automotive sectors. Two are the strategies that are com-
monly applied in those sectors, the reduction of the amount of ma-
terial per functionality and the substitution of the product material
with a more green one, which may be recycled or simply more sus-
tainable (e.g. bioderived polymers). Often, the two strategies are
applied together to multiply the effectiveness of the engineering solu-
tion.

In this context, thin-wall injection molding is a specialized applica-
tion of the process which focuses on the production of thin and light
parts. The definition of a thin wall refers to the nominal thickness and
surface area of the part (they have to be less than 1 mm and at least
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50 cm2, respectively), thus to the flow/thickness ratio (typically above
100) [9]. In general, the major benefits of thin-wall injection molding
are linked to the reduction of the part volume, which translates into:

• Reduced material consumption: less material hat to be employed,
leading to a decrease of material costs and environmental im-
pact.

• Faster cycle times: thinner parts cool quicker, triggering a faster
process which reduces production costs and energy consump-
tion.

• Reduced weight: when considering parts that travel a lot during
their use phase, lighter parts become less energy-intensive (typ-
ical for products of the packaging and automotive industry).

Thus, thin wall injection molding can be considered an environ-
mentally oriented modification of the conventional injection molding
process.

1.2.3.1 Issues

The part nominal thickness is the leading parameter that determines
the manufacturability of a plastic part. Indeed, despite all the efforts
towards miniaturization, the thickness of an injection molded plastic
part is often constrained by the manufacturing technology, oversizing
the thickness required for the product functionality. The thin wall
has been recognized as a major manufacturing constraint [10]. The
difficulty lies in the fast cooling of a thin section during cavity filling.
As the polymer melt is pushed into the cold cavity, a frozen layer
immediately develops in contact with the mold. This layer (called the
skin layer) has an increased effect as the cavity thickness is reduced,
leading to incomplete replication of the cavity or even short shots.
Moreover, the stabilization of the process becomes hard to develop,
as the processing window shrinks. For these reasons, highly skilled
technicians are typically required to manage the process effectively.
A reduced cavity thickness mainly leads to:

• Faster cooling of the melt: the amount of heat carried by the melt
is lower, triggering fast freezing which may cause short shots or
incomplete replication. In addition to that, polymer cooling is
much more sensitive to mold temperature, thus well-designed
cooling systems are needed to achieve good parts.

• Increased resistance to the melt flow: higher injection pressures are
required to fill small sections, ultimately increasing the pres-
sures and forces acting on the mold tool, which has to be de-
signed accordingly.
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• Reduced processing window: the fast freezing of the melt and the
high resistance to the melt flow narrows the processing window
down, requiring highly skilled technicians and more sophisti-
cated technologies.

The processing issues are even more severe when the two envi-
ronmentally friendly strategies (i.e. material volume reduction and
selection of recycled or bio-derived materials). Indeed, often those
polymers suffer from other issues as fast degradation or increased
viscosity [11]. More sophisticated processing and technologies are
then required to accurately run those materials.

1.2.3.2 Applications

The economic (i.e. lower material and processing costs) and environ-
mental (i.e. reduced material and energy intensity of the product)
convenience in producing thin-walled parts are attracting more and
more stakeholders to the manufacturing technology. Above all, the
industrial sector that dominates are:

• Food packaging

• Medical

• Automotive

• Computing equipment

• Electronics

• Mobile telecommunications

An iconic application of the thin wall injection molding for pack-
aging is certainly the polyethylene terephthalate (PET) bottle. The
thickness of the (to be blown) preform is set by processing constraints.
Both fast melt cooling and high-injection pressure constraints apply
to this application. Indeed, the mass-production characteristic of the
product pushes molders to set low mold temperatures (even lower
than 15°C) which brings to filling issues. In addition, huge molds
with many cavities (it is not strange to find molds with 56 cavities)
highly increase the required injection pressure.

In bio-medical applications, thin wall designs often coincide with
the presence of micro and even mano features of the part surface. A
typical example is the lab-on-a-chip devices, which integrate several
functionalities into a single plastic part. The functionalities are mainly
activated by the surface topography, which alters the part response
to liquids and micro-organisms.
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1.2.4 State of the art of micro- and thin wall injection molding

Considering the context described in this chapter, micro-and thin wall
injection molding has shown the potential to mass-produce complex
and environmentally optimized plastic parts and can be considered
as key enabling technologies. However, the market and the increasing
strictness of international environmental regulations are setting new
goals. Following this trend, the market is requiring always thinner
and more complex parts, arising severe technological issues.

Sub-micro and nano part features are now required to match the
functional and aesthetic requirements of new high-tech products, push-
ing to the limit on one side the mold making technologies, and on
the other side the replication technologies. The material ablation
techniques employed for the conventional injection molding are not
suitable for features on the microscale (and even smaller) [7]. New
technologies have to be explored, aiming at achieving the desired to-
pography at a competitive cost.

The injection molding of such innovative parts and features trig-
gers new challenges. In particular, the filling phase [12], the repli-
cation effectiveness [13] and the part ejection [14] are critical steps
for the positive outcome of the process. The understanding of the
physical mechanisms involved in the process steps and the process-
ing constraints for the production is essential to improve both the
design and manufacturing stages.
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Nowadays, it is difficult to imagine a world without plastics. How-
ever, its increasing use has been leading to enormous burdens for en-
vironmental sustainability. The massive commercial growth of plastic
components has not been accompanied by the efficient development
of the plastics manufacturing industry. This has been leading to the
‘demise‘ of manufacturing in developed countries due to industrial
inefficiencies and low global competitiveness [15]. According to the
European waste management hierarchy, which indicates an order of
preference for action to reduce and manage waste, preventing plas-
tic waste generation is the most effective way to reduce the environ-
mental impact of plastics [16]. Waste prevention (or minimization)
includes a series of processes and practices that aim to reduce or elim-
inate the amount of harmful and persistent waste generated. Waste
minimization supports efforts to promote a more sustainable society
[17]. Plastic waste minimization involves redesigning products and
processes as well as changing societal patterns of consumption and
production.

Plastic parts are widely produced by injection molding, which is
the most cost-effective manufacturing technology for mass produc-
tion of complex geometries. Injection-molded parts are designed to
maintain a uniform thickness because it will allow for the most bal-
anced flow of the plastic through the mold cavity and the uniform
cooling and shrinkage of the part. The decision to establish a nominal
wall thickness is dictated by the functional performance requirements
of the part, considering the mechanical and physical properties of the
selected plastic. For example, refrigerator drawers can be molded us-
ing polypropylene (PP), which has a flexural modulus of 1600 MPa,
or a compound of PP filled with 30% by weight of talc, which has
a flexural modulus of 3300 MPa. Due to the significant difference
in mechanical properties, a drawer made of PP and designed with a
wall thickness of 2 mm has the equivalent bending stiffness of a 1.6
mm thick drawer made of PP filled with 30% talc. Plastic waste min-
imization through product redesign can be achieved by exploiting
the higher mechanical properties of compounds, engineering plastics,
and high molecular weight polymers compared to commodity plas-
tics. The reduction of the main wall thickness generally results in a
smaller part volume and, therefore, in lower material intensity. Injec-
tion molding a thinner wall part also results in a shorter cycle time,
decreasing the economic and environmental burdens related to the

17
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Figure 2.1: Fountain flow of polymer melt.

process [18]. However, the filling of narrower cavities requires higher
injection pressure, thus limiting the manufacturing capabilities [19].

2.1 in-cavity flow mechanisms

2.1.1 Fountain flow

In conventional injection molding, the hot polymer melt is pushed
inside the cold cavity to allow for polymer solidification in a short
time. Therefore, the mold temperature is set below (frequently it is
set well below) the freezing temperature of the selected resin. Hence,
when the polymer melt enters the cavity, during the injection phase,
the outer skin in contact with the wall freezes. The core remains in
a fluid state and it moves forward towards the melt front area and
out to the wall surface (c.f. Figure 2.1). This is known as the fountain

flow and is characterized by a so-called skin − core morphology. The
skin formed along the surface of the main cavity generates two major
effects:

• Reduced flow section: the skin formation along the cavity wall re-
duces the flow section of the moving melt, increasing the pres-
sure requirement;

• Hesitation effect: the skin formation opposes the filling of fea-
tures placed on the surface, reducing the effect of the packing
pressure [20].
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2.1.2 Heat Transfer Coefficient

The heat convection between the filling polymer and the mold is gen-
erally described using the Heat Transfer Coefficient (HTC). The HTC
is defined as the ratio between the heat flux and the temperature dif-
ference, which acts as the driving force of the heat flux.

HTC =
q

∆T
(2.1)

Where:

• q is the heat flux (W/m2);

• HTC is the heat transfer coefficient W/(m2°C);

• ∆ T is difference in temperature between the mold surface and
the polymer melt.

The HTC changes along the molding cycle, being higher during the
injection phase and progressively lowering its value. Typical values
for the HTC range between 2000 and 5000 W/(m2°C). A physical ex-
planation of the phenomena can be qualitatively addressed through
the molding phases:

• In the filling phase, high cavity pressures, and high melt speed
promote a high HTC;

• In the packing phase, the cavity pressure is still high, but the
melt has no or very limited speed, causing a reduction in HTC;

• In the cooling stage, the holding pressure is released, and the
part shrinks, eventually forming an air gap between the yet so-
lidified polymer and the mold.

2.1.3 Polymer flow in thin-wall cavities

Thin-wall injection molding is characterized by the high flow length-
to-thickness ratio, which requires high injection pressure to drive the
Poiseuille flow and achieve complete replication of the mold geom-
etry [9]. A smaller cavity thickness can cause shear rates to be an
order of magnitude higher than those experienced in conventional
injection molding [21, 22]. Indeed, shear stress and shear rate are
inversely proportional to cavity dimension:

τ, η ∝
1
h

(2.2)

The flow of polymer melts in cavities with reduced dimensions are
characterized by different filling behavior compared to conventional
cavities [23, 24]. For instance, viscosity was found to increase as cav-
ity size decreases to micrometers [25]. In order to reduce polymer
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flow resistance, possible solutions involve the adjustment and opti-
mization of critical process parameters - such as the temperature of
the mold and injection speed [26] - and of the mold and gate design
[27].

2.2 solutions for reducing polymer flow

resistance

The reduction of the polymer flow resistance brings to several pro-
cessing advantages:

• The reduction of the required injection pressure to fill the cav-
ity, lowering both the requirements for the injection molding
machine and the forces acting on the mold tool.

• The reduction of the pressure gradient along the cavity during
the filling phase.

• The reduction of the shear stresses of the injected melt along the
fill path.

In the literature, several authors have been focusing on strategies
to reduce the melt flow resistance by optimizing the most impactful
process parameters [26]. By increasing the process thermal boundary
condition (i.e. the mold temperature) it is possible to control and
ultimately delay the development of the skin layer. The skin layer of
frozen polymer effectively reduces the flow area of the injected melt.
This has been achieved through rapid heat cycle molding (RCHM)
(also known as Variotherm), which consists of rapid heating of the
mold temperature before injection and subsequent fast cooling of the
tool to allow for freezing of the polymer and ejection of the part. The
approach is capable of heating the mold above the glass temperature
of the polymer, avoiding the formation of the skin layer [28, 29]. The
benefits that the RHCM technology offers are not only linked to the
drag reduction but comprises also better surface quality and a more
uniform packing of the part. Despite those advantages, RCHM is
characterized by high initial investments for the fabrication of the tool,
and it significantly increases the cycle time and energy consumption,
increasing the processing costs [30].

One alternative to RCHM is high-speed injection molding. The
technology requires a high initial investment for the mold tool and
complex process optimization. The fast melt injection counteracts the
skin layer formation to allow for the complete filling of the cavity. The
typical application of the technology is thin wall cavities that suffer
from short shots. High speed injection molding typically does not
reduce the injection pressure but is exploited to fill cavities that the
conventional process is not able to fill.
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Following the thermal concept of RCHM, one other melt flow drag
reduction strategy uses insulating mold coatings to delaying the heat
transfer between the hot polymer and the melt. This technology,
known as ‘passive variotherm’, delaying the polymer freezing during
the injection phase, reduces the skin layer thickness and the cross-
section freezing and ultimately the melt resistance [31]. Similar to
the RCHM, improvements in the superficial characteristics have been
found for ABS components produced using TiN and PTFE-coated
molds [32]. The reduction of the melt flow resistance associated with
the thermal insulation effect of the ceramic mold surface coatings can
be described by modifying the HTC between the melt and the mold.
However, few investigations are still present in the literature, espe-
cially when considering the rheology of the polymer melt and the
contribution of the processing conditions on the HTC value.

2.3 wall slip

Polymer resistance builds up during cavity filling as a result of the
stresses which form due to shear. The polymer in contact with the
mold is generally assumed as perfectly adhered to the mold surface.
The no-slip boundary condition is typical in fluid systems. However,
polymer melts slip over solid surfaces when the shear stress exceeds
a certain threshold [33]. Understanding the wall slip phenomenon is
of primary importance in determining the polymer behavior during
polymer (typically high-speed) manufacturing processes [34].

An interface rheological law was proposed by Brochard and de
Gennes, describing the wall slip phenomenon in terms of an extrapo-
lation length called slippage length b [35]:

us = b
[du

dy

]

y=0
= bγ̇w =

[ b

η

]

σw (2.3)

where us is the slip velocity, γ̇w is the shear rate at the wall (i.e. the
slope of the velocity profile at the interface, cf. Figure 2.2) and η is
the viscosity of the melt at γ̇w.

2.3.1 Macromolecular interactions during flow

Considering a polymer melt flowing in contact with a solid surface, a
certain level of diffusion between the atoms of the polymer inside the
solid wall is present. It is generally assumed that this phenomenon
only involves few atoms of the long macromolecular polymer chains.
The diffused atoms create attachment sites for the polymer macro-
molecules to the wall [36].

The polymer molecules that are attached (or adsorbed) to the solid
wall are connected to those of the bulk of the flowing melt through
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Figure 2.2: Speed profile for a polymer melt subjected to Couette and
Poiseuille flows in no-wall slip and wall slip conditions.

entanglements with the neighbor ones. Considering the interaction of
the polymer macromolecules at the solid-melt interface, it is possible
to categorize three types of wall slip phenomena (c.f. Figure 2.3) [33]:

i. Weak slip regime: under relatively low shear regimes, the adsorp-
tion sites fail and detachment/desorption of the macromolecu-
lar chains from the wall occurs, leading to weak slip. In this flow
regime, small deviations from a no-slip boundary condition can
be detected.

ii. Stick-slip regime – under intermediate shear stresses, partial dis-
entanglement and subsequent re-linking of the bulk macromolec-
ular chains from chains adsorbed at the wall leads to the onset
of periodic oscillations in slip velocity and shear stresses.

iii. Strong slip regime - under strong flow conditions the macro-
molecular chains adsorbed at the wall orientate along the flow
direction, causing a sudden disentanglement and impeding the
relinking of the polymer molecules. Thus, the mechanism of
slip is a relative motion of the chains in the bulk over those in
the monolayer of polymer chains adsorbed at the wall [37]. In
such conditions, the velocity profile of the polymer melt flow
approaches that of a plug flow.

Wall slip is a complex phenomenon which depends on several pa-
rameters linked to the physical conditions in which the process is
carried out and the properties of the processed polymer and the solid
surface. The most important parameters affecting wall slip are:

• The processing temperatures [38];
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• The pressure and shear imposed by the process [39];

• The surface energy and the topography of the solid wall [40];

• The molecular weight and stiffness of the polymer chains [41,
42].

2.3.2 Wall slip in injection molding

Despite the relatively large research efforts, the vast majority of the
investigations on wall slip were performed under isothermal condi-
tions. The intrinsic high non-isothermal conditions of the injection
molding process put severe complications on the modeling and un-
derstanding of the mechanisms of the wall slip. Despite these con-
siderations, often the wall slip phenomenon is evocated for thin-wall
injection molding applications [43].

Open-flow silt die cavities were exploited to evaluate the reduction
of the apparent viscosity due to wall slip for processing conditions
that want to approach those of injection molding [44, 45]. Ebrahimi et
al. studied the wall slip in a slit die for different solid surface topogra-
phies and surfaces energies [46]. However, the experiments were al-
ways carried out in isothermal conditions, keeping the mold (or die)
temperature equal to those of the polymer melt, which does not ap-
ply to injection molding. More recently, wall slip on non-isothermal
conditions was experimentally studied with polystyrene using coated
mold cavities. Correlations with the wetting behavior of the wall and
the wall slip velocities were found, with a negative correlation be-
tween the two [47]. A numerical model was calibrated on the exper-
imental results of wall slip in non-isothermal molding conditions us-
ing patterned mold surfaces [48]. The results show that the presence
of certain patterns can increase the slip velocity. However, those ex-
periments were carried out using ultra-thin cavity thicknesses, which
can be hardly translated in industrial applications.

2.4 mold coatings

Polymer resistance to flow results from the shear stresses that the
melt is experiencing during the injection. Assuming a no-wall slip
condition, the shear rates are only determined by the polymer flow
rate and the cavity geometry. In thin-wall applications, the polymer
resistance can invalidate the outcome, causing short shots, inhomoge-
neous packing, and low mold replication. Shear stresses can be low-
ered by increasing the temperature on the polymer, especially in the
volumes affected by high shear rates (i.e. close to the mold surface).
The use of insulating coating can be seen as a modification of RHCM
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Figure 2.3: Wall Slip regimes and the interactions between the mold wall,
the chains at the wall, and the chains in the bulk.
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(cf. section 2.2) and is known as ‘passive variotherm’ [31]. The tech-
nology is passive as no further energy consumption is required. The
insulating coating acts delaying the heat transfer between the poly-
mer melt and the mold surface. The thermal delay effect is limited to
the filling phase.

ABS components molded into a TiN (i.e. titanium nitride) and
PTFE (i.e. polytetrafluoroethylene) coated mold showed enhanced
surface characteristics [32]. Other researchers demonstrate how mold
surface coatings modify the interfacial tension between polymer and
mold, affecting the friction during the injection phase [29]. Therefore,
mold surface coatings improve the thermal and tribological proper-
ties of the polymer-mold interface, unaffecting the resin properties.
Moreover, the process-related benefit, namely the reduction of the
melt flow resistance, could be translated into an improvement of the
processability of the part or could have an impact on the thickness
of the cavity. Indeed, by lowering the polymer resistance to flow, it
is possible to fill narrower cavities at the same injection pressure, en-
abling material savings. Concluding, mold coatings can both improve
the mold tribological and thermal properties, extending the mold life
and enabling the processing of thinner parts.

2.4.1 Skin layer reduction

During injection, the hot polymer melt develops the so-called foun-
tain flow [49]. The melt layer that touches the cold mold quickly cools
down steel and freezes creating the skin layer. The frozen polymer
layer buildup on the mold walls progressively reduces the flow sec-
tion, increasing the melt resistance to flow and ultimately triggering
part defects as short shots. The mold surface coatings act delaying
the heat transfer at the fluid/solid interface, by reducing the HTC (cf.
subsection 2.1.2). Therefore, the amount of heat drawn by the mold
walls is lower, reducing the skin layer thickness and maintaining a
more open flow section. In Figure 2.4 the effect of mold coatings on
polymer flow is schematized. The reduced section of the uncoated
setup causes a steeper melt speed profile, which origin higher shear
rates and stresses.

2.4.2 Shear induced-crystallization

The outcome of the molded part and the process derive largely from
the nature of the selected resin. When considering semi-crystalline
polymers such as polypropylene (PP), polyethylene (PET), or polyamide
(PA), the crystallization phenomena that occur during molding have
to be considered [50]. The crystals’ nucleation and growth kinetics
is a function of material, process, and thermal variables. As the
molten polymer enters the cold cavity, it experiences a complex non-
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Figure 2.4: Schematics of the effects of mold surface coatings on the skin
layer thickness growth and cavity velocity profiles.

isothermal shearing flow, which ultimately affects the crystallization
phenomena [51]. The crystallization behavior may influence the vis-
cosity and therefore the process dynamics more than a decrease in
temperature [52].

Polymer crystallization kinetics was deeply investigated for resins
subjected to cooling or shear. During injection molding, the two
phenomena occur simultaneously, increasing the complexity of the
macromolecules’ behavior. Polymer crystallization rate (with respect
to cooling) is extensively studied, in order to engineer optimized
resins for easier processing or improved product qualities [50]. Crys-
tallization rate studies are typically carried out in static and slow
cooling conditions, to successfully control and describe the physical
process mechanisms.

The crystallization thermodynamic barrier for the crystal formation
decreases by applying deformation [53]. The phenomenon is known
as flow-induced crystallization (FIC) or shear-induced crystallization
(SIC). Parallel plate [54], rotational [55], and channel flow [56] ge-
ometries have been extensively exploited to study the crystallization
dynamics under shear in the literature. However, those studies are
typically carried out in isothermal or slowly cooling systems.

A glass fiber was used to generate shear onto an isothermal poly-
mer volume [57]. The molecular structure of the polymers was found
relevant in the crystal formation process. Crystals’ growth rate was
studied by Duplay et al. [58] as a function of the molecular weight of
the resin. The growth rate was observed to increase when the poly-
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mer is subjected to shear. A 10-fold increase in growth speed was
found as a function of the molecular structure. In particular, an in-
creasing the average molecular weight of the macromolecules results
in a higher crystal growth rate. D’Haese et al. [59] found that an
increase in the shear rate stretches and orients the macromolecules
for quicker nucleation. Interestingly, the trend was observed only at
low and high shear rates. In between, a plateau was found. Farah
and Bertas [60] studied the shear-induced crystallization of isotactic
polypropylene exploiting a rotational rheometer and a slit die finding
that there is a sudden steep increase in shear stress, which is corre-
lated to melt crystallization. The time between the starting of external
input and the crystallization onset (i.e. induction time) was found de-
pendent on polymer and environmental variables and, in particular,
on the shear rate and temperature of the melt [50]. The induction
of FIC was found to be triggered by a certain level of strain accumu-
lated by the polymer melt [61]. Interestingly, the threshold strain was
found to increase for increasing shear rates. Scelsi et al. [62] experi-
mentally validated a numerical model of the FIC and propose that the
nucleation begins when a critical value of specific work is undergone
by the polymer. Beyond the strain levels, the temperature has a pri-
mary role in FIC. Derakhshandeh et al. [61] found that temperature
controls the decrease of the thermodynamic barrier for crystal for-
mation. Indeed, the results show that a few degrees of temperature
variation alter the induction times by an order of magnitude.

Polymer crystallization during cooling or shear has been explored
thoughtfully. Generally, crystallization is facilitated when an increase
in strain and strain rate or decrease of temperature is found. How-
ever, the typical non-isothermal shearing flow conditions of the injec-
tion molding process are still far from the studied conditions. New
approaches for investigating the nucleation and growth of the crys-
tals are required for a better understanding of the viscosity evolution
in the cavity. In this context, the filling phase is of particular inter-
est since steep changes in viscosity would alter the cavity pressure
distribution and ultimately the part quality.





3 R E P L I C AT I O N

In the last decade, submicron-structured surfaces have attracted con-
siderable attention in the medical, automotive, aerospace, and me-
chanical industries. The modification of the surface morphology can
improve the surface properties, adding value to the product. In the
medical field, such structures are applied to tissue engineering, an-
timicrobial surfaces, and other functional devices.

Recent advances in regenerative medicine and tissue engineering
often depend on the use of temporary scaffolds made of biocompati-
ble and resorbable polymers to drive and optimize tissue growth [63].
A range of synthetic bio-based polymers has been developed for this
purpose [64]. Among these, polylactic acid (PLA) and its copolymers
are the most widely utilized. In the automotive, aerospace, and me-
chanical industry applications of micron and submicron-structured
surfaces comprehend self-cleaning surfaces [65, 66], optical gratings
[67], anti-icing surfaces [68, 69], and friction reduction [70, 71]. Simi-
lar textures have also been applied to injection molding tools, specifi-
cally to cavity vents [72] and surfaces [73].

3.1 in-cavity replication mechanisms

One of the most cost-effective technology for the mass-production of
plastic parts featuring submicron-structured surfaces is to replicate a
master geometry by microinjection molding [74]. Polymer replication
at the submicron scale is challenging since the injected molten poly-
mer tends to hesitate and solidify at the entrance of the submicron fea-
tures [10]. The replication quality is influenced mainly by mold tem-
perature, melt temperature [75], injection velocity [76], and packing
pressure [77]. Replication of the submicron mold structures occurs
either during the filling phase or the packing phase of microinjection
molding [78]. The replication phenomenon is mainly controlled by
the temperature of the outermost layer of the melt, which ultimately
controls the polymer local viscosity.

3.2 filling phase replication

Replication of the submicron mold structures occurs in the filling
phase when relatively low mold temperatures are set. Low mold tem-
peratures allow for fast cooling and ejection of the part, thus short-
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ening the cooling time and ultimately the process impact on the part
cost. At low mold temperatures, the outermost layer of the polymer
melt in the vicinity of the structures solidifies (or vitrifies) in less than
a millisecond [79].

3.2.1 Role of injection speed

During the filling phase, the maximum cavity pressure is reached
at the very end of the injection stroke, when the flow front reaches
the end of the cavity. The sharp increase in pressure can drive more
material into the mold micro structures [76]. By increasing the injec-
tion speed, it is possible to achieve a faster filling of the cavity that
promotes:

• Higher increase of the cavity pressure at the end of fill;

• Faster filling translates in less time for the polymer in contact
with the mold to freeze before the cavity pressure increase.

• Higher shear rates at the wall which promotes lower polymer
viscosities;

• Higher temperature of the polymer in contact with the mold,
thanks to shear heating effects.

The scheme proposed in Figure 3.1 compares the conventional in-
jection speed and high injection speed pressure and temperature pro-
files along with the filling phase. Thanks to high injection speed, the
melt in contact with the mold has less time to cool down, thus its tem-
perature is higher. Moreover, the increase in cavity pressure along the
filling flow further promotes the filling of the microcavities. At the
end of fill, the sharp increase in cavity pressure is more pronounced
for high injection speed. The higher local temperature and pressure
at the end of fill promote a high replication of mold microstructures.

Increasing the injection speed requires special tools to provide ad-
equate mold strength and cavity venting. Common issues are linked
to flash formation, burn marks on the part, and overpacking. More-
over, the complete replication throughout the whole part’s surface is
hard to achieve when the part is long. Indeed, the time required for
cavity filling may still be too long for replicating the mold structures
close to the gate, which typically suffer from the hesitation effect.

3.2.2 Role of cavity thickness

The part geometry can influence the melt filling and in particular
the replication of surface structures, by directly affecting the pres-
sure profile in the macro cavity. In particular, the cavity thickness,
which is much larger compared to the microfeatures, changes the
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Figure 3.1: Comparison of the cavity filling profiles between conventional
and high-speed injection.



32 replication

evolution of the cavity pressure generated during the injection phase
[80]. Moreover, cavity thickness is critical because it determines the
cavity filling time for a given injection speed [81]. A decrease in part
thickness could enhance the filling of micro-features by decreasing
the filling time and increasing the shear rates at wall. This affects the
local temperature of the melt in contact with the mold, counteract-
ing the rapid cooling [82]. However, some authors indicated that the
reduction of part thickness declines the filling capability of the melt
[83]. The reduction of the part thickness causes a severe increase in re-
quired pressure to fill the cavity, eventually leading to short shots and
premature freezing of the flow section. Due to rheological reasons, it
was suggested that injection molded parts with a sufficient replica-
tion quality need a minimum thickness of approximately 2 mm [84].
To obtain sufficient replication, careful considerations of the value of
the thickness of the main flow region should take into account both
aspects of the problem [85].

3.2.3 Role of mold venting

The forced evacuation of the air from the cavity has been exploited
in micro injection molding to remove the air pockets trapped in the
micro features. The air pockets can resist the approaching melt front
causing incomplete replication of the mold surface features. Vacuum
venting of the mold consists of removing the air trapped inside the
cavity just after mold closing. The application of the technology on in-
creasing polymer replication has reported controversial results. Pos-
itive results [86, 87] and irrelevant or even negative results [88, 89]
have been addressed to forced air evacuation of the cavity.

The positive results of removing the air inside the microcavities
are counteracted by the decrease of the mold surface temperature
during the vacuum process. Indeed, positive results have been re-
ported for high mold temperatures, thus compensating for the mold
surface cooling before injection. Moreover, interactions between the
effect of the effectiveness of the vacuum venting and the viscosity
and wetting properties of the selected resin are reported [90]. By
comparing cyclic olefin copolymer and low-viscosity polystyrene the
authors found that the polymer viscosity sensibility to temperature
around the glass transition temperature positively affects the effec-
tiveness of the vacuum venting. High wetting properties were found
to positively correlate to the application of air evacuation as well.

3.2.4 Role of mold/polymer wettability

Wetting is the ability of a liquid to maintain contact with a solid sur-
face, resulting from the intermolecular interactions when they are
brought together [91]. The microinjection molding process, especially
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when considering replication of small mold features, can be consid-
ered as a wetting process. The injected hot melt interfacial effects
over the cold mold have been already found critical as the mold struc-
tures approach the micro-size [92]. Therefore, the wetting behavior
of the polymer melt at the mold interface contributes to the filling
of submicron structures, especially in the very first milliseconds, be-
fore the formation of a frozen layer. Matschuk and Larsen [93] re-
ported improved nanostructure replication using fluorocarbon films.
Mosaddegh and Angstadt [94] reported the importance of interfacial
wetting by showing differences in the filling behavior of submicron
silicon structures for three different polymers.

Mold surface coatings can be used to modify polymer/mold wet-
ting interactions [95], and improve the replication of high aspect ratio
nanostructures [96] up to 20:1 [97]. In particular, when replicating
micro-features by injection molding, high wetting properties facilitate
the flow of the melt polymer into the micro-features. High wetting
is the condition in which the fluid easily spreads over the surface,
showing low contact angles. Indeed, mold surface coatings modify
the thermal and rheological [47] interactions at the interface with the
melt polymer during filling reducing the flow resistance. The surface
coatings can contribute also to the demolding of small structures, an
anti-adhesion treatment was used to minimize the risk of failure of
high-aspect-ratio nanopillars [98].

3.3 packing phase replication

Replication of micro and sub-micro surface structures can be achieved
also during the packing phase. The high pressure held during pack-
ing can drive additional material into the submicron structures [81].
The pressure present inside the cavity has to overcome the local forces
inhibiting the polymer flow inside the small cavities. Therefore there
is the need of increasing the mold temperature near or above the glass
transition temperature of the resing during filling and packing. In
such a way, the reduced mold/polymer thermal gradient inhibits the
skin layer formation and lowers the local forces. To allow for ejection
of the part, the resin preset inside the cavity has to be cooled down
well below the transition temperature. Therefore, fast control and
variation of the mold temperature are needed to perform the injection
at high temperatures. Zhang et al. [99] reduced the mold/polymer
thermal gradient exploiting the RHCM approach, which consists of
rapid heating of the mold during the filling phase, and rapid cooling
before ejection. Kim et al. [100] produced nanoscale polymer gratings
using induction heating of the mold surface.
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Figure 3.2: Processing steps of the micro injection compression molding.

3.3.1 Injection-compression molding

Injection compression molding is a variant of the injection molding
process (microinjection compression molding is the one for micro in-
jection molding). Different from the conventional process, during
injection, the mold is kept slightly open. The mold closing is per-
formed as a certain shot volume has already been pushed into the
cavity. In this way, the pressure inside the cavity reaches high and
uniform values. The process is often exploited for molding optical
components, allowing a reduction of the differential packing of the
part. A uniform replication grade can in theory be achieved even for
relatively large parts, as the pressure at mold closing should reach
higher and constant distribution throughout the cavity [101]. High
replication grades of sub-micrometric features have been achieved us-
ing this process [102]. However, microinjection compression molding
requires specific tooling and highly-trained operators, as the process-
ing variables grow in number.

The quality of structure replication is indeed not only controlled
by the parameters affecting it for the conventional process. It was re-
posted how the replication is affected by different selections of com-
pression parameters [103]. The compression stroke, delay, and speed
have to be controlled closely [104]. As for the conventional process,
the process parameters have to be selected to optimize the thermal
and rheological conditions of the polymer close to the mold wall.
High compression strokes [105] and long compression delays [106]
negatively affect the replication. These results have been correlated
to the thermal condition of the skin layer. Indeed, both high compres-
sion strokes and long delays lengthen the time before compression,
allowing the thickening of the skin layer. The following compres-
sion phase is found to be insufficient to drive the material into the
micro features. Conversely, quick injection and fast mold closing
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were found to positively affect the replication grade [107]. The ef-
fectiveness of the compression phase was also found dependent on
the viscosity of the flash formed around the cavity, which allowed the
growth of the cavity pressure [108].

3.4 replication modeling

When considering micro- and nano-scale polymer replication, the
flow of the melt is characterized by the onset of scaling issues that
are still hindering the modeling efforts [24]. Analytical, numerical,
and combined models have been proposed for polymer replication to
overcome the difficulties linked to the down-sizing of the mold fea-
tures. Approaching the micro and nanoscale a more robust descrip-
tion of the input data has to be considered, especially with respect
to the description of the structure geometry, the polymer properties,
and the nature of the interaction happening at such a small scale.

Zhiltsova et al. [43] reported that rheological models do not predict
well the polymer properties at a small scale, affecting the accuracy of
numerical models. Lin et al. [88] develop an analytical model imple-
menting the strong assumption that the micro-cavities fill only during
the packing phase. Different authors suggested the use of multi-scale
models, to decouple the macro filling from the micro filling. In those
types of models, the analysis of the macro-cavity defines the bound-
ary conditions for the micro- or nano-scale polymer flow [109]. Kim
and Turng [110] proposed the use of a two-step numerical model to
overcome the limitations linked to the small mesh size required for
simulating microflow. Recently, Loaldi et al. [111] exploited the same
approach and demonstrated that their numerical multiscale approach
well predicts injection pressure and filling time for different case stud-
ies.

Scaling the polymer flow down to the microscale enhances the con-
tribution of interactions that are typically neglected in conventional
injection molding simulations. Yao and Kim [112] observed that the
relative contribution of the surface tension at the melt front should
be taken into consideration when the wall thickness of the part de-
creases. The contribution of the surface tension was implemented by
Rytka et al. [113] by modifying the linear momentum equation with
the addition of a capillary force.

Overall, the proposed models well predict the polymer flow be-
havior but also present some strong limitations for the analysis of
submicron-scale systems. A comprehensive characterization of the
polymer properties at the microscale flow conditions is still lacking.
Indeed, current polymer micro-scale replication models lack accuracy,
and they do not provide a comprehensive description of polymer/-
mold interface interactions.





4 U LT R A FA S T L A S E R T E X T U R I N G

The broad range of properties that characterize polymers has made
texturing a significant segment of the plastics industry. Surface tex-
turing has been widely used in the plastic injection molding industry
to functionalize plastic parts. The value of a textured plastic part can
be very high thanks to its added functionalities. Consumer products
with surface textures are widespread, and they offer the user a wide
array of looks and feels. The surface texture design and the feeling
associated with it profoundly influence the customer quality percep-
tion. Texturing of plastic parts finds applications for both consumer
and high-end engineering products. The functionalities introduced
by surface texturing range from simple aesthetics (e.g., rigid plastic
packaging) to advanced biomedical applications (e.g., scaffolds for
tissue engineering). More recently, texturing has been used to func-
tionalize injection molds to improve both the process’s filling and
ejection phases.

4.1 laser working principle

Ultrafast laser texturing exploits electromagnetic energy to melt and
vaporize the material on the surface, creating a texture. LASER (Light
Amplification by Stimulated Emission of Radiation) generates a mono-
chromatic and coherent light beam (i.e., light waves with the same
wavelength and phase). The laser beam usually has low divergence
(i.e., it can travel for long distances), thus focusing on small spots
with high irradiance.

4.1.1 Stimulated emission of light

Under specific conditions, as hypothesized by Einstein, light energy
with a defined frequency can stimulate an atom’s electrons to emit
light, which has the same characteristics as the stimulating light [114].
As an atom is hit by light with the right frequency (photon) or heat
(phonon) with a specific energy value, it gets excited (i.e., it goes to
a higher energy level). The phenomenon of atom excitation is called
absorption. On the other hand, the movement to a lower energy level
is called emission. However, the atom does not remain excited; thus,
the energy is absorbed end emitted by the atom electrons, which can
occupy defined energy levels. These energy levels are fixed for each
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Figure 4.1: (a) Spontaneous emission of light, and (b) stimulated emission
of light.

atom; therefore, each particle can generate just a specific wavelength.
This process is called spontaneous emission (Figure 4.1 (a)): the gener-
ated light has a random phase and direction, but a fixed wavelength.
Lasers exploit one slightly different process called stimulated emis-
sion (Figure 4.1 (b)).

4.1.2 Optical amplifiers

In stimulated emission, the emission is stimulated by an incident pho-
ton, and the atom is already in the excited state. These excited atoms
belong to the so-called gain medium. The gain medium is the heart of
the laser and consists of a material of controlled purity, size, concen-
tration, and shape. The atoms of the gain medium are continuously
excited by an external energy source, causing a population inversion
(i.e., when the number of excited atoms exceeds the one on lower
energy levels). When a photon hits an excited atom, one other pho-
ton is emitted with the same wavelength, phase, and direction. This
stimulated emission is the working principle of the optical amplifiers.
The gain medium is set between two mirrors placed at a resonance
frequency for the particular laser wavelength utilized (i.e., at a mul-
tiple of the wavelength). One of the two mirrors is fully reflective
(high reflector), the other (the output coupler) allows some light to
go through (Figure 4.2). The light confined in the system maintains
the amplification process through stimulated emission. On the other
hand, the light that goes out from the system generates a laser beam
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Figure 4.2: Scheme of a resonator system for the generation of a laser beam.

with photons that have the same wavelength and phase. With these
properties, the beam can easily be focused in tiny spots to obtain
incredibly high intensities [115].

The wavelength of commonly used laser systems is between 0.2
and 11 µm (Ruby = 0.7 µm, Nd:YAG = 1.0 µm, CO = 2.7 µm, CO2 =
10.6 µm, and Ti:Sapphire = 0.78 µm). Depending on the gain medium
being used, two types of lasers can be found: solid-state lasers and
gas lasers. Typically gas lasers can reach higher powers. Indeed, in-
dustrial lasers can also be divided into continuous-wave lasers and
pulsed lasers. Continuous-wave lasers are used for welding or sur-
face hardening, which requires an uninterrupted supply of energy
for a full thermal process. Pulsed lasers are preferable for machining
purposes because the controlled pulse energy can enhance the MRR
containing the extension of the Heat-Affected Zone (HAZ). Shorter
pulse durations lead to smaller HAZ, but typically lasers with short
pulse duration are substantially more expensive.

4.2 laser texturing technology

4.2.1 Laser Writing

Laser writing uses the entire laser beam spot size to ablate and texture
the surface of the workpiece. The light irradiation is focused on the
metal surface, melting and vaporizing the metal in controlled areas.
The heat generated by the laser beam creates a Heat-Affected Zone
(HAZ), which could have micro-cracks or nano-bubbles, depending
on the processing parameters. The minimum texture size that can be
machined depends on the laser beam divergence, which is a function
of the laser light quality. For some applications, a laser spot diameter
– and consequently feature dimensions – of some tens of micrometers
can be machined [116]. In a laser writing process, either the laser
source or the workpiece can be moved using a CNC system to texture
a complex surface. However, the maximum surface area that can be
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textured is limited by moving the system over a large area. Moreover,
for complex three-dimensional geometries, texturing might not be
possible for areas that are not optically accessible, or for areas on
which the laser beam cannot be properly focused.

Fibre laser systems exploit a glass fiber to deliver the laser light
from the resonant chamber to the optical head. This laser allows
for smaller and more compact laser equipment, which guarantees
increased flexibility for moving the optical head around the work-
piece. When using a fiber laser, the workpiece is set in the moving
stage to increase the machining degrees of freedom. The laser beam’s
high stability and flexible configuration allow texturing of complex
geometries with good accuracy and precision. High-aspect ratio dim-
ples (i.e., blind holes) are the most common texture machined by laser
writing. However, many different textures can be produced, with the
main limitation being the minimum laser spot size. The texturing
speed is limited by the need to ablate individual features using the
laser beam directly.

4.2.2 Trough mask laser texturing

Through mask laser texturing guarantees higher productivity than di-
rect writing by interposing a mask between the laser beam and the
focus region. Along the laser path, the irradiance (power per unit
area), or the fluence (energy for units of area), is weaker than in the
focus area; thus, the mask is not damaged by the laser. The beam is
homogenized before hitting the mask to flatten the laser beam’s Gaus-
sian energy profile, allowing for homogenous texturing (Figure 4.3).
The laser beam’s low divergence allows for accurate projection of the
shapes of the mask onto the workpiece surface. Texturing is obtained
by selective irradiation of the workpiece surface, which results in se-
lective ablation [117].

Pattern characterized by various shapes can be engraved with this
technique. However, limitations on the minimum size achievable
should be taken into consideration. Indeed, the minimum size of the
structures has to be higher than the laser light wavelength to avoid
diffraction effects. In general, features as big as few microns can be
machined using through mask laser texturing.

4.2.3 Ultrafast Laser Texturing

Ultrafast texturing is a recent development in laser technologies, which
has many peculiarities and allows machining of different textures. Ul-
trafast lasers are pulsed lasers characterized by a duration that goes
from few nanoseconds to femtoseconds and frequency ranging be-
tween one to several hundreds of kHz. Ultrafast laser systems are
characterized by low power characteristics (i.e., units of Watts); how-
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Figure 4.3: Working principle of through mask laser texturing.

Figure 4.4: (a) Pulsing power typical shape, and (b) representation of the
ultrafast texturing process.

ever, the use of high power light pulses allows for high values of
pulse energies being focused on the workpiece surface. In general,
pulse powers exceed the gigawatts range (Figure 4.4 (a)).

The extremely powerful pulses have a complex interaction with the
workpiece surface that results in various types of textures [118]. The
high power ablates the material, which absorbs most of the energy
delivered to the surface, limiting the HAZ dimension. Indeed, a thin
layer (approximately 1 micron) of the bulk material is affected by the
texturing process.

Ultrafast laser texturing exploits the complex interaction between
the light pulse and the workpiece surface to machine textures with
features that can be much smaller than the laser spot size and even
smaller than the laser light wavelength [119]. The laser pulsing on the
workpiece leaves a fingerprint of its nature in the form of a texture
(Figure 4.4 (b)). The ablation mechanism involves the interference be-
tween the laser wavelength and the surface-associated wave. Ultrafast
texturing is a complex phenomenon that occurs for a narrow range of
laser fluence. The ablation threshold is specific for each material and
should be controlled and identified for the designed optical setup.
The texturing process is affected by the characteristics of the beam
and the process parameters. The textures’ main characteristics that
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can be controlled are features dimensions, shape, pitch distance, di-
rectionality, and regularity. Typical sizes of the structures range from
several tens of nanometers to hundreds of microns. The structures’
size is strongly linked to the energy delivered to the surface (i.e., flu-
ence) and the light wavelength. In particular, shorter wavelengths
typically lead to smaller textures. The pitch and directionality of the
pattern are controlled by the polarization and the wavelength of the
laser beam. Good homogeneity of the texture can be obtained by
optimizing the surface scanning parameters [120].

4.2.4 Direct Laser Interface Patterning

Direct Laser Interference Patterning (DLIP) exploits two or more laser
beams to create an interference pattern on the workpiece surface,
which ablates the workpiece surface, creating a texture. The devel-
opment of small optical heads offers the possibility to process pla-
nar surfaces and complex three-dimensional products. The primary
beam is split into two or more beams using beam splitters. Each gen-
erated beam is then sized and shaped to achieve the desired intensity
(Figure 4.5). DLIP does not require deep focusing on the workpiece
since the energy is sharpened in the desired areas by the interference
field. The number of the interfering laser beams and its intercepting
angle determines the shape and the spatial period of the intensity
distribution pattern on the workpiece. The interference field results
in high-temperature gradients, which ablate the material producing
a surface pattern.

DLIP can produce tiny textures, which can have the size of the
laser beam wavelength. A large variety of pattern geometries can
be engraved by tailoring the interference pattern as a function of the
number of beams and their properties (e.g., polarization, intensity).
With the use of ultrafast laser, hierarchical patterns can be machined
with high control over the pitch. Hierarchical patterns are textures
that present two or more patterns one over the other. The laser beam
interference field machines the structures with the bigger pitch. Pat-
terns with smaller pitches are obtained exploiting the phenomena
discussed for the ultrafast laser patterning [121].

4.3 texturing technologies comparison

Many techniques have been developed to address the texturing needs
of a large variety of stakeholders. Mechanical machining, electro-
chemical etching, thermo-electric, and additive processes have been
applied in different fields due to their unique advantages. The se-
lection of the most appropriate texturing process depends on the ap-
plication and requires combining different engineering skills in mate-
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Figure 4.5: Schematic diagram of the DLIP process setup.

rials, manufacturing processes, product design, quality control, and
more. Texturing of a plastic product affects the customer perception,
and thus changes its market value.

Depending on the primary working principle, texturing processes
can be classified as mechanical, thermo-electric, electro-chemical, and
additive. Each one of these processes can be further divided into
processes that exploit a mask to work on the surface selectively, or
processes that concentrate the energy on a small spot of the surface
(cf. Figure 4.6).

• Mechanical machining technologies involve physical contact between
the tool and the workpiece to remove material from the surface.
Downsizing milling technologies is tricky but possible. This par-
ticular process (also called micro-milling) can machine complex
textures, but at a very low rate. Considerable improvements
are achieved by employing a diamond tool or by vibrating the
tool at ultrasonic frequencies. Besides micro-milling, one other
crucial texturing technology that exploits mechanical energy to
machine the surface is abrasive jet machining. Typically, the
workpiece surface is masked, and many variations of the pro-
cess capabilities can be obtained depending on the size and type
of abrasive particles used and the type of fluid that carries the
abrasive.

• Chemical and electrochemical technologies are often exploited to
etch texture on steels. Chemical etching uses a particular chem-
ical to etch the unmasked parts of the workpiece surface. This
process is widely used for texturing big surfaces but can only
obtain low aspect ratio structures (i.e., it is difficult to etch deep
textures accurately). Electrochemical etching is suitable for both
masked and unmasked texturing, depending on the particular
application. Typically, the electrodes employed for masked elec-
trochemical etching are larger and have much simpler geome-
tries than those for the unmasked process, which may directly
present the texture to transfer it to the workpiece. Micro electric
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Figure 4.6: Classification of the texturing processes.
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discharge machining (µEDM) engraves the surface by applying
a voltage between the workpiece and the tool and shooting a
spark. A texture can either be obtained by moving a simple tool
along the surface or exploiting a larger textured tool. A large
variety of tool shapes is employed to machine diverse textures.

• Thermoelectric engraving processes exploit thermal energy to ab-
late the texture by melting or vaporizing the workpiece surface
material. The thermal energy can be delivered to the surface
by different energy vectors. Laser techniques exploit a laser
source’s monochromatic and coherent light to heat the surface
material quickly and ablate it. The laser light’s unique prop-
erties allow the selective irradiation of a surface portion by in-
terposing a mask between the light source and the workpiece.
Furthermore, the laser light can be focused onto the surface
to achieve high irradiances at the light spot. The spot is then
quickly scanned along the surface to achieve the desired texture.
Laser writing exploits this principle to engrave an enormous va-
riety of patterns. The introduction of ultrafast pulsed lasers
enabled the development of the other two processes, namely
ultrafast laser texturing and direct laser interference patterning
(DLIP). These processes are capable of engraving much smaller
textures (compared to laser writing) by exploiting the actual
laser light properties such as wavelength and polarization and,
in the case of DLIP, by creating a sort of virtual mask with the
induced interference pattern. Electron beam machining (EBM)
and focused ion beam machining (FIBM) exploit a high energy
flux of electrons or ions to remove material from the workpiece.
EBM and FIBM are between the most accurate processes and
can machine incredibly small features, but they turn to be slow
and expensive.

• Additive technologies can be divided into lithography technolo-
gies and 3D printing technologies. The first typically exploits
masks while the latter does not. Lithography was first devel-
oped for materials and electronics applications, but it was trans-
ported into a metal application. The pattern transcription is typ-
ically done by selective irradiation of a resist material. Lithog-
raphy is typically exploited in mask production to enable all
the other mask-assisted texturing processes. However, there are
some exceptions as the LIGA technique in which lithography is
followed by electroplating to build textured mold inserts. 3D
printing techniques for texturing exploit a laser beam’s thermal
energy to melt stainless steel powders together. In selective laser
melting (SLM), a laser beam scans in certain areas the powder
bed to build, layer by layer, 3D structures. Direct energy depo-
sition (DED) exploits a powder jet that delivers particles onto
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the surface where a laser beam heats them and melts them. The
first process is way more precise than the latter, but it can only
be done on flat surfaces.

4.3.1 Texture geometric parameters

The most critical parameter to consider when selecting texturing tech-
nologies is the dimensions of the surface features. Different scale
features within the texture result in a wide range of diverse function-
alities. Depending on the desired product properties, texture dimen-
sions can range from millimeters (10−3 m) to nanometers (10−9 m).
The successful manufacturing of textures at different scales requires
considering different technologies. In fact, not all texturing technolo-
gies can be used to manufacture a specific scale texture. However,
each technology is characterized by its dimensional range.

Textures are also divided into random and patterns. The former
refers to surface features that are not regularly disposed over the
product surface. The latter defines textures that have specific features
orientation, location, and reciprocal distance. The ability to generate
an accurate pattern rather than random structures is a specific char-
acteristic of the different texturing technologies. The characterization
methods for the two types are also different. The topography of ran-
dom textures is well characterized using surface roughness values. In-
stead, regular patterns require more accurate and broad characteriza-
tion, which might require the quality analysis of individual features.
In general, patterns tend to be bigger than random textures because
of the need for regularity and the more stringent quality criteria.

Different geometrical parameters can be defined to describe a tex-
ture. The most important are:

• The spatial pitch of the pattern, i.e., the distance between con-
secutive features.

• The features cross-section geometry, such as their diameter or
their width.

• The feature height or depth, i.e., the distance from the substrate
to the top or bottom of the features.

• The aspect ratio, i.e., the ratio between the feature height or
depth and its width.

Among all dimensional parameters, the aspect ratio of the texture
is the most significant when considering the manufacturing of a tex-
tured plastic product. For most applications, aspect ratio correlates
with surface functionality, thus being crucial for selecting and com-
paring texturing technologies. The aspect ratio is one of the most
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Figure 4.7: Schematic of (a) finite geometries pattern, and (b) infinite ge-
ometries pattern.

critical texturing characteristics and constitutes a manufacturing con-
straint in applying the specific texturing technology to a broader
range of applications [74].

4.3.1.1 Pattern geometries

The feature geometries can be divided into two main categories: fi-
nite and infinite geometries. Finite geometries are defined by distinct
features that all have dimensions in the same order of magnitude. Ex-
amples are distinct pillars, holes, bumps, and more (Figure 4.7 (a)).
Infinite geometries are texture features characterized by a dimension
being substantially larger than the others (Figure 4.7 (b)).

Some texturing technologies can allow the manufacturing of hier-
archical surface features. Hierarchical textures are characterized by
overlapping two textures, one on the other (Figure 4.8) [122]. This
type of texture allows different product functionalities due to the pres-
ence of features at different scales. Typically, the larger and smaller
features have dimensions in different order of magnitude.

The functionality of a textured surface is inherently linked to its
quality. Quality criteria for textures include features, shape, dimen-
sional, and positioning accuracy. Shape accuracy is typically limited
by the presence of burrs, undercuts, and recasts. Even if such defects
do not compromise the texture, they may trigger undesired optical
effects which affects the aesthetic outcome of the surface.

4.3.2 Mechanical machining technologies

4.3.2.1 Feature dimensions

Micro-milling technologies are used to machine 3-dimensional tex-
tures with features that may be as small as 10 microns, and an aspect
ratio of 3÷4 [123]. The CNC control guarantees high shape consis-
tency (i.e., the capability to produce the same shape) across the tex-
ture. However, the shape accuracy (i.e., the capability of producing
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Figure 4.8: Schematic of (a) a texture with structures of the same order of
magnitude, and (b) of a hierarchical texture.

the desired shape) is affected by the material grain size and the pres-
ence of burrs. The latter being very difficult to remove at the micro-
scale. Machining of smaller grain size steel showed much higher
shape accuracies [124]. Process modifications, such as diamond tool
micro-milling or ultrasonic-assisted machining, were introduced to
limit burrs formation.

In the AJM process, the mask defines the minimum feature dimen-
sion, typically in the order of 100 micrometers. The mask material
has to be tough enough to withstand the erosion of the abrasive jet.
Aspect ratios for this process are usually low (around 0.5). The shape
accuracy can be enhanced by choosing different abrasive particles.
The size, the shape, and the material hardness of the abrasive have a
substantial effect on the shape accuracy [125]. Smaller particles with
few sharp edges and relatively low hardness can produce better tex-
tures.

4.3.2.2 Geometrical flexibility

In mechanical machining technologies, the tool movements are CNC
controlled along multiple axes. Thus, the equipment is highly flexible
and can be used to texture complex surfaces. However, milling-based
technologies are limited by the length-to-diameter ratio of the cutting
tool [123, 126]. Abrasive jet machining is more flexible when textur-
ing hard-to-approach areas, as the jet can be optimized to travel a
longer distance on the workpiece [125]. However, the generation of
regular patterns requires a mask, limiting the ability to work on com-
plex free-form surfaces. In comparison, abrasive jet machining can be
used to obtain random textures on complex products.

4.3.2.3 Process related material modifications

Textures obtained with mechanical machining processes are charac-
terized by residual stresses, affecting the texture strength and wear
resistance. The tool contacts create these defects as a result of the ab-
lation and material removal. Textures can be micro-milled on a wide
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range of materials, and the quality is mainly affected by the grain
size. The edge radius of cutting tools can be as small as the grain size,
and machining instabilities can occur [127]. Hence, for high-accuracy
applications, materials with finer grain sizes are preferred. Similar
phenomena are also crucial in abrasive jet machining, in which the
particle size, shape, and hardness are selected to avoid the inclusion
of particles inside the workpiece [126].

4.3.3 Electrochemical etching technologies

4.3.3.1 Feature dimensions

A large variety of structures shapes can be obtained using µEDM with
dimensions down to tenths of microns. The aspect ratio is mainly con-
strained by the flushing efficiency [128], and the maximum values are
about 2. Indeed, flushing is increasingly challenging for a higher as-
pect ratio, and the adequate electrical conditions for the spark may
not be reached. Flushing can also affect the stability of slender elec-
trodes when the flushing velocity is increased. The feature shape
accuracy is mainly linked to the spark crater and tool wear, which
can be minimized by reducing the spark energy. Tool wear is avoided
in ECMM (Electro Chemical Micro Machining), resulting in higher
texture consistency. The machinable features and aspect ratios are
comparable to µEDM for the conventional process, and they depend
on process parameters like voltage and electrolyte purity. Ultrasound-
assisted ECMM was introduced to push the feature dimensions down
to 1 µm and the aspect ratio to 3 [129]. The tool vibration enhances
the electrolyte flushing and heat removal.

Masked processes as TMECM (Through Mask Electrochemical Ma-
chining) or chemical etching are used to manufacture 2.5-dimensional
textures. The achievable aspect ratio is about 1, but textures with
lower aspect ratios are usually machined with these processes [130].
The electrolyte or the etchant are flushed over the surface to maintain
a homogenous material ablation and obtain better structure consis-
tency throughout the entire surface. In both processes, etching can
create undesired undercuts by removing material under the mask.
Hence, larger masks are used to consider this effect.

4.3.3.2 Geometrical flexibility

The use of a mask introduces geometrical limitations for electro-chemical
etching processes, such as chemical etching and through mask electro-
chemical machining. Mask-less technologies, such as micro electro-
discharge machining and electro-chemical micromachining, can be
used for more complex geometries [129]. These processes can exploit
either simple shape tools or pre-patterned ones to texture different
workpiece geometries [71]. In this case, the effective flush of the de-
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bris from the working area is crucial, which defines the limits for
geometrical complexity.

4.3.3.3 Process related material modifications

Electro-chemical etching techniques result in stress-free textures. How-
ever, selecting the appropriate etchant for a specific substrate material
is crucial to avoid chemical damage to the workpiece surface. Chem-
ical modifications of the exposed surface are evident even after rins-
ing, but they are a concern only for specific applications (e.g., clean
room tools). The chemical modifications of the surface are minor with
ECMM. However, if the presence of inclusions characterizes the metal
substrate, those can affect the resulting properties.

In the EDM process, the texture is generated by thermal phenom-
ena, such as localized melting and vaporization. Thermal stresses on
a superficial layer characterize textures obtained with this technology.
However, structure and crystallinity can be modified further down
in the workpiece, thus defining the Heat-Affected Zone (HAZ) [131].
Thermo-electric processes are always characterized by the presence
of a HAZ on the textured surface.

4.3.4 Thermoelectric engraving technologies

4.3.4.1 Feature dimensions

Laser-based technologies generate different features based on how
the beam light is delivered and focused on the surface. In laser writ-
ing, a large variety of features as small as 20 µm can be obtained, with
an aspect ratio up to 3 [116]. The interference phenomena that char-
acterize ultrafast laser texturing and DLIP result in smaller feature
dimensions, down to 100 nanometers. For these technologies, the tex-
ture dimensions depend on the light properties (i.e., wavelength) and
process conditions (i.e., irradiance and scanning speed). The upper
limit on feature size is around 100 µm for ultrafast laser texturing,
and 500 µm for DLIP [121]. The shapes obtained with these technolo-
gies are limited due to the tight correlation with laser light proper-
ties, such as polarization and wavelength. Ultrafast laser texturing
and DLIP can be used to generate hierarchical textures. The primary
shape defects of laser-based texturing technologies are recasts around
the engraved area and thermal micro-cracks. As a consequence, tex-
ture consistency and shape accuracy are the main challenges.

When a mask is used for laser texturing, the minimum feature di-
mension is constrained by the diffraction effects when the laser light
crosses the mask. Features dimensions as small as 5 µm can be en-
graved with aspect ratios smaller than 0.5. The texture consistency
along the surface is typically high, but the shape accuracy is limited
by recast and thermal micro-cracks. High-energy beam techniques
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are used to generate three-dimensional structures with small dimen-
sions (i.e., down to 100 nm for FIBM [132]) with an aspect ratio not
bigger than 1. The machined features are typically accurate and pre-
cise.

4.3.4.2 Geometrical flexibility

Laser-based thermo-electric engraving technologies allow good geo-
metrical flexibility. Laser writing is the most flexible technology since
the optical head is mounted on a 5-axis CNC machine. When using
an ultrafast pulsed laser, issues related to the beam handling reduce
the flexibility for ULT and DLIP. These technologies cannot exploit
CNC machines because of the high pulse power. Hence, they use
mirror systems to re-direct the laser beam to specific surface loca-
tions. However, the need to deliver an unchanged laser beam to the
workpiece surface makes this approach complex and limited. Indeed,
ultrafast pulsed laser technologies exploit the laser beam’s lightwave
characteristics, not just its thermal energy. Similarly, high-energy
beam machining techniques (i.e., EBM and FIBM) require advanced
equipment to handle the beam, limiting the workpiece dimension and
allowing texturing of 2D surfaces only [130].

4.3.4.3 Process related material modifications

Laser-based texturing technologies typically show thermal micro-cracks
and recasts. The fast cooling of the melted material over the surface
that is not ablated produces the micro-cracks. The condensation of va-
porized material over the surface produces the recasts. Pulsed lasers
were specifically introduced to reduce the HAZ and enhance machin-
ing accuracy. Ultrafast pulsed laser processing is defined as a ‘cold
process‘ because the HAZ can be neglected [118]. However, surface
oxidation can be a problem with these technologies. The HAZ is also
minimal for high-energy beam machining, but EBM and FIBM are
executed in a vacuum environment to avoid oxidation.

4.3.5 Additive technologies

4.3.5.1 Feature dimensions

A wide range of three-dimensional surface features with dimensions
as small as 100 µm can be manufactured using additive manufac-
turing technologies. DED’s working principle makes the achievable
features bigger and less accurate than those that can be obtained us-
ing SLM. SLM offers the possibility of achieving higher aspect ratios
(i.e., up to 4 for SLM, and up to 2 for DED). The minimum feature
dimensions and the shape accuracy are affected by the powder par-
ticle dimensions, which are typically not smaller than a few tens of



52 ultrafast laser texturing

microns [133]. Typical defects are the bridging between different sur-
face features, balling, non-evacuated powders, or internal voids.

Lithographic techniques manufacture 2.5-dimensional features with
high aspect ratios, with dimensions as small as few nanometers [134].
Simple 3-dimensional features can be manufactured using the LIGA
technique. However, features cannot be smaller than 500 nm. These
techniques result in textures characterized by high consistency and
accuracy.

4.3.5.2 Geometrical flexibility

Lithography and LIGA technologies allow texturing of planar sur-
faces only. Additive manufacturing texturing technologies have higher
flexibility. For example, DED nozzles are often mounted on multi-
axis CNC machines [135]. However, substantial limitations should be
considered for concave geometries’ texturing, due to the dimensions
of the nozzle and the short powder jet length. The SLM process al-
lows texturing of free-form surfaces only when the product and the
texture are realized in the same process. However, the processing
times can be very long. Conversely, if SLM is used to texture an exist-
ing product, only planar surfaces are allowed, but the texturing time
is significantly shorter.

4.3.5.3 Process related material modifications

Additive manufacturing texturing can only be carried out with mate-
rials that are not prone to oxidation, such as stainless steel [133]. The
oxidizing of the powders ultimately compromise the texturing pro-
cess. Residual thermal stresses, micro-cracks, and internal porosities
are the most common defects for this process. Porosities, inclusions,
and residual stresses are common in the LIGA process because of the
electroplating with nickel.

4.3.6 State of the art of texturing technologies

The different texturing technologies presented are here summarized
in the feature size - texturing speed plot (c.f. Figure 4.9). The plot
quickly assesses the capabilities of each technique. The most interest-
ing technology should be flexible to the feature size (i.e. the cloud
should horizontally cover the whole plot) and should be fast (i.e. the
cloud should be at the top of the plot). The main trend that can
be captured is a decrease of the texturing speed as the main feature
dimensions decrease.

Laser-induced periodic surface structures (LIPPS) creation through
ultrafast laser texturing is a single-process step that has gained re-
markable attention in the last decades, developing into a scientific
evergreen. From 1982 more than 1100 peer-reviewed papers have
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been published and the trend is constantly growing [136]. The re-
search is dynamic both for the development of new powerful laser
systems and for the more precise control of the light beam for new
applications. New developments are likely to quickly arise from the
research. In addition to that, the laser writing process can be carried
out within the same setup as ultrafast laser texturing. Historically,
the main limitation was the limited power of ultrafast lasers, which
limits the material removal rate. Nowadays, powerful ultrafast laser
systems are available in the market and can be exploited for both laser
writing and ultrafast laser texturing. In such a way, it is possible to
merge the two clouds in Figure 4.9.

The obtained cloud demonstrates outstanding flexibility to the fea-
ture size, with an unmatched texturing speed. However, the texturing
speed is still low for texturing applications for the mass manufactur-
ing market. The texturing cost is nowadays only acceptable for high-
level parts for niche markets. In this context, coupling a replication
process with the laser texturing of the master may be an ideal appli-
cation for laser texturing technologies. In this work, the process chain
involving laser texturing of the mold and replication of the laser struc-
tures is studied taking into account the challenges and opportunities
of both technologies.

4.4 applications of texturing in injection

molding

Texturing finds different applications in injection molding technolo-
gies, ranging from plastic products to mold functionalization. Tex-
tures have been used to improve both the appearance and the func-
tionality of plastic products, allowing significant opportunities for
plastic manufacturers. The increased availability of texturing tech-
nologies has opened up opportunities for mold surface functional-
ization. The generation of micro- and nano-scale features on tool
surfaces has improved both the filling and ejection in plastic injection
molding.

4.4.1 Aestetic texturing

A plastic product’s aesthetic appearance can be modified with the
addition of textures in the sub-millimeter on the micro-scale range.
Smaller features, not visible by the human eye, are typically used
for other applications. The texture design process is often based on
creativity and marketing. Examples range from the interior surfaces
of different vehicles to PET soda bottles. However, these surfaces’
applications are limitless and have been successfully implemented in
automotive, electronics, packaging, and more industries [137].
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Figure 4.9: Feature size and texturing speed capabilities of surface texturing
technologies. Multi-step technologies are indicated with a star
(*).
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Figure 4.10: (a) Micro-lens array and (b) branding with an iridescent tex-
ture.

Precise texturing can introduce specific optical properties to the
part. Optics applications require replicating mold textures using trans-
parent polymers, allowing the manufacturing of different optical com-
ponents. Examples of micro- and nano-textured optical components
(cf. Figure 4.10 (a)) include lenses, diffractive optical elements, diffrac-
tion gratings, blazed gratings, slanted gratings, diffractive diffusers,
optical diffusers, beam splitters. In the automotive and electronics
industry, semiconductors for illumination and sensing systems led to
the development of micro-lenses, which are used as diffractive ele-
ments.

Branding with appealing logos or artistic textures is widely used
for both consumer and high-end products. By engraving a brand
name, serial number, or other legal marks on a product, a company
not only reinforces its brand image but also protects its name (cf. Fig-
ure 4.10 (b)). Counterfeiting can be a challenge to a company’s ability
to protect its name and brand identity. An engraved serial number
or a complex geometry on a mold ensures a level of security for the
company [138]. Moreover, engravings are used to report information
regarding the polymer grade, recyclability, and end-of-life strategies.

Submicron scale patterns create light diffraction effects when their
pitches dimension is close to the visible light wavelength (i.e., 380-740

nm). Depending on the size and orientation of the structures and the
angle of orientation of the incident light, different shiny shades of col-
ors are visible throughout the entire visible spectrum (cf. Figure 4.10

(b)) [118, 139]. Homogenous textures with long ripples are required
to show structural colors, and they may be alternated by smooth areas
to increase the shiny effect [138].

4.4.2 Part functionalization

Textures with micro- and nano-scale features are used to modify and
control a surface’s wetting properties. The most famous example of
the effect of texturing on surface wettability is found in nature on
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Figure 4.11: (a) scheme of the wetting performance of textures based on the
magnitude and geometry of the pattern, (b) micro-scale pillars
that improve cell growth [143].

lotus leaves, which easily repel water. Engineering applications that
exploit this phenomenon include hydrophobic, hydrophilic, icepho-
bic, anti-fogging, self-cleaning, anti-fouling, and more functional sur-
faces [140]. Oleophobicity (i.e., the ability of a surface to repel oils)
and amphiphobicity (i.e., the surface’s ability to repel both water and
oil) of the surface can also be controlled and enhanced using tex-
turing. Hierarchical textures are commonly exploited to obtain high
performances in terms of wetting properties (cf. Figure 4.11 (a)). It
should be noted that the polymer-texture interaction is also signifi-
cant in these applications because the effect of patterning the surface
is that of enhancing the intrinsic surface properties of the polymer.
Typically, polymers show a low wetting with water that can be fur-
ther improved, obtaining a more hydrophobic behavior (i.e., reduc-
ing its surface energy) [141]. Moreover, the polymer rheological and
thermal properties influence the ability to achieve complete replica-
tion when using a specific polymer processing technology [142]. The
topography modification can also significantly impact the biological
response of the surface (cf. Figure 4.11 (b)). Textured surfaces have
been used to improve the interrelation between implants (e.g., pins,
screws, rods, clips, etc.) and the surrounding tissue. Other exam-
ples include scaffolds for tissues and cell engineering, microfluidic
devices, organ-on-chip, and surgical tools.

4.4.3 Mold functionalization

The tool surface represents the boundary that controls the polymer/-
tool interactions. Modifications of tool topography can be used to
control the polymer replication, achieving significant processing ben-
efits. Different strategies have been used to achieve that, particularly
surface modification using coatings [144] and surface texturing [73].
The most significant benefits of surface engineering were observed
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for the filling of the micro- or nano-scale features and the ejection of
the replicated texture from the tool.

Micro- and nano-scale texturing can affect the filling flow by chang-
ing the thermal boundary condition at the polymer/mold interface
[145]. The air pockets trapped in the troughs in the texture have low
thermal conductivity, thus they delay the heat transfer to the mold
and keep the polymer warmer during filling. However, this effect is
relevant only for thin-wall plastic parts, an experimental threshold at
150 µm was identified [146, 147]. Moreover, the wall slip phenomenon
can be facilitated by reducing the interactions between the melt and
the mold [46].

The effect of surface roughness during part ejection has been widely
studied and exploited [148]. The force required to separate a plastic
part from the mold generally increases with a rougher surface. How-
ever, highly polished tool surfaces also lead to high forces due to the
vacuum generated at the interface. The optimization of the mold to-
pography through texturing has been demonstrated as an effective
solution to solve demolding issues [149].

4.5 state of the art of ultrafast laser tex-

turing for injection molding applica-

tions

Ultrafast laser texturing is a fast and inexpensive alternative to other
micro-and nano-technologies available in the market (cf. section 4.3).
From the first observation by Birnbaum in 1965 [150], the research
and industrial stakeholders’ interest is always increasing as the tech-
nology is improving and boosting new applications. This is based on
the high levels of robustness and simplicity of the single-step char-
acteristic of the process. The obtainable types of surface structures
and functionalities depend on the irradiation conditions and the ma-
terials involved in the process. Therefore, different feature sizes and
shapes can be obtained by tweaking inputs as the laser light pulse
characteristics and energy, the laser wavelength, the polarization di-
rection, and the texturing procedure and environment. This section
describes strategies for obtaining various textures geometries on steel
using ultrafast laser sources.

4.5.1 LIPSS formation

The spatial periods and arrangement of the quasi-periodic ridges
show a strong dependence on the light properties and on the pro-
cessing conditions:

• Laser light wavelength [151]
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• Laser light polarization [152]

• energy delivered per area [153]

• beam incidence angle [142]

The LIPSS formation has been studied in relation to those param-
eters, but a complete understanding of the phenomena taking place
at the interface is still missing [154]. In the literature, four ablation
mechanisms have been proposed:

• Spallation: happens when the material fails due to tensile stresses
arose by sudden changes in volume and pressure after irradia-
tion [155].

• Phase explosion: refers to a metastable liquid reaching the mas-
sive nucleation thermodynamic point, which occurs suddenly
breaking the liquid down into droplets and gas [156].

• Fragmentation: refers to the process of desegregation of the su-
perficial material due to the strain caused by the relaxation of
the thermoelastic stresses [157].

• Vaporization: happens when the whole surface layer is com-
pletely atomized as the deposited energy gets higher than the
cohesive energy of the target material [158].

LIPSS are generally classified into two types, depending on the spa-
tial period of their pattern. (i) Low spatial frequency LIPSS (LSFL)
are structures with a period comprised between λ (laser wavelength)
and λ/2. (ii) High spatial frequency LIPSS (HSFL) have a lower pe-
riod, below λ/2 [118]. The first is aligned perpendicular to the laser
light polarization, hence they are orthogonal to the electric field vec-
tor [159]. The latter is instead parallel to the laser light polarization,
and it appears only for ultrashort (i.e. pico or femtosecond) laser
pulses [160]. The two types of surface structures differ by the forma-
tion mechanism.

LSFL and/or HSFL can be generated by modifying the laser fluence
(i.e. energy delivered per unit area) deposited over the surface [160].
The formation of LSFL has been attributed to the interference between
the Surface Plasmons Polaritons (SPPs) and the incident laser light
[161] [19]. The formation mechanism of HSFL is still controversial.
Recent approaches attribute the HSFL formation to the interference
between the incident laser light and the scattered radiation [162].

4.5.2 LIPSS pitch

The LIPSS pitch can be modified by changing the laser setup or the
scanning strategy. Moreover, by controlling the laser spot motion
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on the steel surface and the light fluence (i.e., energy delivered on a
specific area) it is possible to optimize the regularity of the structures.
The pitch between consecutive structures is strongly linked to the
wavelength of the laser light. In particular, the studies report that the
pitch is typically slightly smaller than the laser wavelength [118]). For
a Transverse Magnetic (TM) wave, it can be found that the period of
the structures is [163, 164]:

Λ ≤
λ

n(1 ± sinθ)
(4.1)

Where Λ is the LIPSS pitch, λ is the laser light wavelength, n is the
refractive index of the medium through the irradiation is performed,
and θ is the incidence angle of the laser beam over the working sur-
face. Materials irradiation is typically carried out perpendicularly
and in air environment, which has a refractive index close to 1. In
these conditions, the obtained pitch turns out close to the laser wave-
length.

• Laser wavelength ( λ ). The most direct way to affect the pitch of
the induced structures is by setting the desired laser wavelength.
However, tunable laser systems are more expensive than single
wavelength ones. Moreover, the frequency splitting typically
limits the output power and only a few more wavelengths can
be provided. The surface structures are impressed over the steel
surface if the lifetime of the wave of molten material is lower
than the lifetime of the melt pool left by the pulse [165]. De-
spite those drawbacks, the modification of the beam frequency
is often exploited as it is controllable. Figure 4.12 shows lin-
ear ripples obtained on polished steel using infrared and green
laser light. The effect of the different wavelengths is clear. A
periodicity ( ΛIR ) of 980 nm is found for the infrared irradia-
tion ( λIR = 1064 nm ) (cf. Figure 4.12 (a) ). The pitch divides
approximately to a half ( ΛGR = 460 nm ) with the green beam
( λGR = 532 nm ) (cf. Figure 4.12 (b) ).

• Irradiation environment ( n ). The properties of the LIPSS pat-
tern are influenced by the environment around the irradiated
surface. The refraction index role on the LIPSS pitch can be
followed by other impacts as thermal effects. The vast major-
ity of the works irradiates silicon through different liquids such
as water, oil, and acetone, showing modified periodicities [166–
168]. The effect of the irradiation environment does not show
a difference in the obtained LIPSS when variating the substrate
material between metals and dielectrics [164]. By irradiating
steel underwater, the liquid refraction index impact is evident.
Figure 4.13 shows how the regular ripples pattern obtained in
air ( Figure 4.13 (a) ) gets shrunk and disturbed by the presence
of water ( Figure 4.13 (b) ).
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Figure 4.12: Linear ripples obtained through laser irradiation at different
wavelengths: (a) infrared irradiation, (b) green irradiation.

Beam

Incident

Angle

First

Periodicity

Second

Periodicity

Reference

° nm nm

0 800 ± 80 Figure 4.14 (a)
10 930 ± 90 670 ± 50 Figure 4.14 (b)
20 1060 ± 110 570 ± 80 Figure 4.14 (c)
30 1530 ± 250 550 ± 70 Figure 4.14 (d)

Table 4.1: Periodicities obtained for the laser irradiation at different beam
incident angles.

• Light beam incidence angle ( θ ). The periodicity of the LIPSS can
be also varied by introducing an angle between the laser beam
and the working surface. The laser Beam Incident Angle (BIA)

controls the energy interference pattern between the incident
wave and the one excited over the surface (i.e. surface electro-
magnetic wave) [142]. Tilting the laser beam, the pattern shows
structures with two periods, one representing the solution with
the positive sinus (i.e. the lower period) and the latter the neg-
ative solution (i.e. the higher period). Figure 4.14 shows a steel
surface irradiated with different BIAs. Normal incidence is the
most common case and a regular pattern with a single 800 nm
pitch can be seen. As the incidence angle increases, the two
pattern periodicities deviate to higher or lower values from the
first normal one (cf. Table 4.1).
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Figure 4.13: Linear ripples obtained through laser irradiation in different
environments: (a) through-air irradiation, (b) through-water
irradiation.

Figure 4.14: Linear ripples obtained through laser irradiation at different
laser beam inclinations: (a) BIA = 0°, (b) BIA = 10°, (c) BIA =
20°, (d) BIA = 30°.
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4.5.3 LIPSS geometry

Similar to what was previously discussed for the pattern periodicities,
the geometry of the surface structures shows a large dependence on
the laser light properties. The major contributions to the structure’s
shape can be related to three factors.

4.5.3.1 The accumulated fluence

As the pulsed laser light is scanned over the target surface, the sub-
sequent pulses may overlap in a certain area. The pulse overlapping
is controlled through the repetition rate of the laser source, which
may also be tunable, and through the scanning velocity. In addition
to this first source of overlapping, there is also lateral overlapping.
An area is typically patterned scanning multiple lines one next to the
other and introducing a certain overlap. In Figure 4.15 it is reported
a scheme of a laser patterning strategy. The scheme is not to scale for
clarity, but it shows the pulse step size ( L ) and the lateral step size (
H ), which control the pulse and the lateral overlap respectively.

The surface structures shapes are sensible to the number of pulses
that the surface receives [169]. Therefore, the structure geometry is
sensible to the sum of the energies delivered by each hitting pulse,
showing a sort of memory effect. The parameter which is commonly
used in the literature to count for this effect is the accumulated flu-
ence [170]. The fluence is the energetic parameter that is used to
describe the light deposition, and it is expressed in energy above area
dimensions. Therefore, the accumulated fluence ( Φ ) is:

Φ = φ · N (4.2)

Where φ is the fluence and N is the number of superimposed laser
pulses:

N =
πω2

0
H · L

(4.3)

φ =
P

πω2
0 f

(4.4)

Where ω0
2 is the laser spot radius, P is the average power of the

laser, and f is the pulse repetition rate. Figure 4.16 shows LIPSS
patterns obtained at different accumulated fluences. The laser spot
diameter is 12 µm. The right balance between the scanning and en-
ergy parameters is needed to achieve the most regular texture (cf.
Figure 4.16 (d) ). Excessive values of fluence cause a distortion of
the pattern (cf. Figure 4.16 (b) with Figure 4.16 (a) ). Following the
same ratio, an excessive density of pulses also causes an increase in
accumulated fluence and a distortion of the pattern (cf. Figure 4.16

(c) with Figure 4.16 (d) ).
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Figure 4.15: Laser scanning path for surface patterning, the consecutive
pulses are schematized as circles. (Dimensions are not to scale
for clarity)

Figure 4.16: LIPSS textures obtained at different accumulated fluences mod-
ifying the scanning method and the laser fluence on the sur-
face.
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4.5.3.2 The light polarization

.
LIPSS induced over materials surfaces impress the laser light prop-

erties over the surface. The polarization of the laser light has a dom-
inant effect on the structure shapes and orientation. By modifying
the polarization through surface processing, it is possible to directly
tailor the micro and nano- surface structures [171]. Linear polariza-
tion creates long parallel ripples (cf. Figure 4.16 (d) ), aligned per-
pendicularly to the polarization direction (known as LSFL – cf. sub-
section 4.5.2). Nanodots, hexagonal, and triangular structures have
been found through laser irradiation with circularly polarized light
[160, 172]. Elliptical, radial, and azimuthal polarization have been
exploited to obtain complex ripples arrangements as spirals and con-
centric circles. However, such complex structures may be damaged
by pulse overlapping [159].

4.5.3.3 The irradiation environment

. The irradiation environment has a fundamental role in the ther-
mal behavior of the melt induced by the pulses. The comparison
presented in Figure 4.13 already shows a fundamental effect of the
surrounding fluid onto the surface structures geometries.

During the selective ablation of the surface, the removed material
forms a plasma plume (i.e. a cloud of vapor and atom and ions
gas) over the exposed material. The plume behavior, size, and tem-
perature depend on the laser fluence [173] and on the nature of the
surrounding environment, [160]. When irradiating the surface at low
fluences, the plasma plume has low energy and experiences small dis-
placements from the ablated spot. In such conditions, the surround-
ing fluid can play a major role in the recast process of the vapor in
the vicinity of the surface. Figure 4.17 show the effect of through
water laser irradiation on steel, compared to conventional air irradi-
ation. The schemes at the top translate the concept of plume dis-
placement after material irradiation, highlighting the smaller height
reached by the water-immersed cloud. The water irradiation forms
unique crystal-like lamellae exhibiting thicknesses below 100 nm (Fig-
ure 4.17 (b).

4.5.4 Hierarchical

Hierarchical textures show outstanding performances in wetting ap-
plications (cf. subsection 4.4.2). For manufacturing purposes, two
contrasting needs have to be addressed. Fast (and inexpensive) hi-
erarchical surface texturing requires a minimum number of process-
ing steps to obtain the outcome. On the other hand, precise (and
more performant) hierarchical texturing requires more steps. By opti-
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Figure 4.17: LIPSS textures obtained at low fluence in air and water environ-
ment. On the top, schemes of the plasma plume displacement
picture the laser beam (red) hitting the steel surface (grey).

mizing the processing conditions, it is possible to obtain hierarchical
textures through both approaches.

4.5.4.1 One-step hierarchical textures

By increasing the amount of laser energy deposited onto the surface,
it is possible to generate hierarchical textures [174]. The two textures
are generated on the microlevel (typically with pitches higher than
10 µm) and on the nanoscale (down to pitches of some hundreds of
nanometers). In Figure 4.18 (a) an example of a hierarchical texture
obtained in one-step is proposed. The first texture is constituted by
a pillar pattern. The latter one comprises LIPSS generated over the
pillars. The one-step fabrication method is quick, but the texture ge-
ometries, pattern pitches, and features depths that can be generated
are limited and are both linked to the properties of the light and of the
process. Therefore, it is tricky to obtain two regular patterns, as the
process optimization for the regularity of one level pattern weakens
the other’s one.

4.5.4.2 Multiple-step hierarchical textures

The other approach to obtain hierarchical textures has the advantage
of controlling the structuring of the two textures separately. The
micro-texture is generated first, as the process is characterized by
high energy levels and will erase whatever small feature present on
the surface. In terms of process classification, the first step can be
considered a laser writing technique (cf. subsection 4.2.1). The small



66 ultrafast laser texturing

Figure 4.18: Example of hierarchical textures obtained in (a) one-step and
(b) multiple-step laser processing.

texture is then created over the micro-texture [175]. The multi-step ap-
proach has the advantage of optimizing each step, for precise surface
structuring. In Figure 4.18 (b) an example of a hierarchical texture ob-
tained in multiple-step is proposed. The laser writing technique used
in this case is laser drilling of a pattern of deep holes. Next, linear
ripples were obtained over the top surface. More than two steps may
be required when the first laser writing process forms large quanti-
ties of recasts (it is the case of picosecond laser writing). Between the
two steps for texture formation, a laser-polishing step can be added
to prepare the surface for LIPSS formation.
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M AT E R I A L S A N D M E T H O D S





5 U LT R A FA S T L A S E R T E X T U R I N G

Mold surfaces are realized employing a wide variety of machining
processes, among with (cf. section 4.3) milling and electro-discharge
machining are the most common. Each machining process has its
peculiar effect on surface finish, being a result of the exploited physi-
cal mechanism. As the cavity dimensions shrink, either for thin-wall
injection molding or in micro injection molding applications, the ef-
fects of the surface properties can gain importance and cannot be
neglected. In this work, ultrafast laser-based technologies were ex-
ploited to modify the mold surface, generating periodic textures. The
effects of such surfaces were investigated onto different aspects of the
injection molding process, namely the filling flow and the replication
process.

5.1 picosecond laser system

The ultrafast laser texturing process has been thoughtfully studied to
widen the structuring capabilities in terms of achievable geometries
and the regularity of the patterns (cf. section 4.5). The laser utilized
for the experiments is an Atlantic IR5-GR2-UV1 picosecond laser
source, produced by Ekspla. The laser source emits on three different
wavelengths 10 ps laser pulses. The fundamental laser beam, which
has a wavelength of 1064 nm, is frequency-doubled and frequency-
tripled by inserting non-linear crystals. The beam output specifica-
tions, as stated by the producer of the laser source, are provided in
Table 5.1. The laser source computer control allows for the manag-
ing of the emitted laser wavelength, the beam power, and the pulse
repetition rate.

The emitted laser beams are treated and carried over the working
area using three distinct optical paths to optimize the beam handling.
In Figure 5.1 a simplified example of the optical path is provided. The
laser beam emitted by the laser source is expanded through a beam
expander and delivered to the Galvo scanner through mirrors and
an optical polarizer (cf. Figure 5.2). The 2-axis Galvanometer scan-
ner (SUPERSCAN V-15 Raylase) is characterized by a digital encoder
technology, which achieves high positioning resolution, minimal drift,
and low noise to obtain sharp corners. The 2-axis deflection unit is
fully computer-controlled. In Figure 5.3 (a) a schematic of the work-
ing principle of the unit is provided. After the controlled deflections
onto the two motor-controlled mirrors, the laser beam passes through
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Parameter Value Unit

IR 1064 nm
Wavelength GR 532 nm

UV 355 nm

Pulse repetition rate (range) 100 – 1000 kHz

Maximal average output IR > 3 W
power at lowest GR > 1.8 W
pulse repetition rate UV > 1.0 W

IR 30 µJ

Pulse energy at lowest pulse repetition rate GR > 18 µJ

UV 8 µJ

IR > 100 : 1
Pulse contrast GR > 1000 : 1

UV > 1000 : 1

IR < 0.8 %
Pulse energy stability GR < 1.5 %

UV < 1.5 %

Pulse duration 10 ± 3 ps

Polarization Linear, vertical 100:1

M2 <1.3

Beam circularity (far field) >0.85

IR < 2.0 mrad
Beam divergence GR < 1.5 mrad

UV < 1.5 mrad

Beam diameter (1/e2) IR 1.4 ± 0.2 mm
at 50 cm distance GR 1.2 ± 0.2 mm
from laser aperture UV 1.1 ± 0.2 mm

Table 5.1: Beam output specification of the Atlantic IR5-GR2-UV1 laser
source as stated by the producer, Ekspla.
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Figure 5.1: Simplified schematic showing the utilized optical path for the
texturing experiments.

Figure 5.2: Green (wavelength 532 nm) laser beam directed from the beam
expander to the Galvanometer sacnner.

an f-theta objective, which focuses the light over the working area.
The focal length of the f-theta objective is 80 mm, 74 mm, and 137

mm for the IR, GR, and UV wavelengths respectively. The computer-
controlled Galvanometer scanners are exploited to precisely move the
laser spot over the surface. The optical system has the capability of
moving the light spot at velocities up to 3 m/s with repeatability be-
low 1 µm. A computer-controlled three-axis translation stage was
exploited to precisely locate the mold inserts on the focal plane of the
laser. The laser light power emitted by the laser has been measured
through a power meter (Gentec-EO MAESTRO Single Channel Laser
Power equipped with a XLP12-3S-H2-D0 sensor) cf. Figure 5.3 (b).
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Figure 5.3: (a) Schematic representation of the working principle of the uti-
lized Galvanometer sacnner. (b) Laser power meter exploited
during the laser texturing experiments.

Figure 5.4: Mirror polished H11 steel samples for the ultrafast laser textur-
ing operations.
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5.2 samples and inserts preparation

The objective of the study regarding ultrafast laser processing is to
achieve highly controlled and regular surface structures on mold steel.
The roughness level of the surface irradiated by the pulsed light has
shown an influence on the achieved textures, leading to undesired
pattern defects and inaccuracies. The presence of random asperities
over the surface scatters the laser light, modifying the local energy
distribution and locally orientating the direction of the induced sur-
face structures. With the aim of reducing the noise associated with
the pre-existing surface roughness, all the testing samples and the
mold inserts were mirror-polished to a value of Sa lower than 50 nm
(cf. Figure 5.4 (a)). The polishing operations were carried out us-
ing a grinder - polisher (FORCIPOL 1V, Metkon Figure 5.4 (b)). The
obtained surface finish is evaluated through interferometric optical
microscopy (cf. section 7.1).

The samples utilized for the optimization of the laser-induced tex-
ture outcome and the injection mold inserts are constitutes by the
same steels, namely stainless steel and common mold steel for injec-
tion molding applications. The first is Stavax ®(X40CrV14) and the
latter is H11 (X37CrMoV5-1).

5.3 scanning and energy deposition meth-

ods

The mechanism of LIPSS formation is strongly dependent on the de-
sign of the surface scanning and the amount of energy delivered to
the working material. A parameter that is often exploited to control
the total amount of energy delivered per unit area is the accumu-
lated fluence (cf. subsubsection 4.5.3.1). The experimental campaign
explores a wide range of accumulated fluences by tailoring both ener-
getical (i.e. settings of the laser source) and scanning (i.e. settings of
the Galanometers scanners) parameters. The laser pulse energy and
repetition rate were changed through the experiments. The scanning
velocity, pulse step size, and lateral step size were varied to achieve
a wide range of of superimposed pulses number over the working
surface.





6 I N J E C T I O N M O L D I N G S E T U P

In this work, the objective of injection molding part is characteriz-
ing the filling and the replication phenomena occurring in the mold
cavity varying the mold surface properties. These experimental inves-
tigations require dedicated experimental setups and an accurate and
precise injection molding machine. The experimental approach does
take into account the application-driven characteristic of the study
and the accurate understanding of the occurring phenomena. There-
fore, the designed mold cavities are designed to represent the typical
feature of the industrial products and minimize the cavity complexity
to distinguish the effects of the mold surface. Moreover, the identifi-
cation of simple mold designs facilitates the numerical and analytical
description of the polymer flow.

6.1 injection molding machine

The state-of-the-art micro injection molding machine (Wittmann Bat-
tenfeld, MicroPower 15) used for the experiments is characterized by
the separation of the metering (14 mm plasticizing screw) and injec-
tion (5 mm injection plunger) units (cf. Figure 6.1). The clamping unit
is characterized by a maximum closing force of 150 kN. The machine
can reach a maximum injection speed of 750 mm/s and a maximum
injection pressure of 2700 bar. The main characteristics of the micro-
injection molding machine are reported in Table 6.1. The machine is
controlled through the Unilog B6 control unit, which also allows for
the evaluation of the quality of the process by plotting actual value
graphs cycle by cycle.

6.1.1 Injection molding auxiliaries

Injection molding auxiliaries were exploited to maintain and control
the process within the desired tolerances. In particular, during the
experimental investigations, a polymer pellets dryer (Moretto X Dry
Air) was used to conditionate the resins before molding (cf. Figure 6.2
(a)). The double chamber technology allows for high drying reliabil-
ity. The dryer can maintain temperatures as high as 180 °C.

The mold temperature control was achieved using a thermoregula-
tor (Wittmann Battenfeld Tempro plus D Micro 100) (cf. Figure 6.2
(b)). The water temperature controller is equipped with powerful
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Properties Unit Value

Clamping unit

Clamping force kN 150
Opening stroke / Opening force mm/kN 100/15
Ejector stroke / Ejector force mm/kN 40/5

Injection unit

Dosing screw diameter mm 14
Dosing screw stroke mm 9
Screw L/D ratio 20
Injection plunger diameter mm 5
Max injection volume cm3 1.4
Specific injection pressure bar 2, 500
Max. screw speed min−1 200
Max. plasticizing rate g/s 1.7
Max. screw torque Nm 90
Nozzle stroke b / Contact force mm/kN 230/40
Injection speed mm/s 750
Injection rate into air cm3/s 38
Barrel heating power, nozzle inc. kW 2.45

Drive

Electrical power supply kVA 9

Table 6.1: Wittmann Battenfeld Micropower 15t technical data sheet.
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Figure 6.1: Micro injection molding machined utilized through the experi-
mental campaign.
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Figure 6.2: Auxiliaries utilized during the experimental campaign: (a) poly-
mer pellets dryer and (b) water temperature controller for mold
conditioning.

pumps (the pressures can go up to 5 bar with flow rates up to 30

l/min) and a sensible microprocessor controller with an accuracy of
0.2 °C.

6.2 cavity design

Different mold setups were exploited to study the effect of surface
modifications on filling flow and on replication. The mold assembly
was based on a Hasco K-standard modular system; several centering
elements and coupling units were introduced to guarantee the accu-
rate coupling of the two mold halves upon closing. For all the mold
assembly, the temperature was set using an external thermoregulator
(cf. subsection 6.1.1) pumping water into a hexagonal cooling circuit
and two electrical cartridge heaters for each mold side. The diameter
of the heaters is 6.5 mm. The mold temperature was controlled us-
ing a single thermocouple placed just below the insert in each of the
mold fixed and moving halves.

6.2.1 Filling characterization setup

The analysis of the surface engineering effects on the polymer filling
flow was carried out using a slit die open-flow channel. The mold
is specifically designed to allow for the fast mounting of inserts to
test their different surface properties on both fix and moving plates
(cf. Figure 6.3). The length of the rectangular cavity is 50.5 mm, the
width is 6 mm and the thicknesses can be easily changed thanks to
the intermediate mold plate. Through the experiments, five differ-
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Figure 6.3: Design of the mold inserts for the moving and fixed halves.

ent intermediate mold plates characterized by different thicknesses
were exploited to modify the cavity geometries. The considered slit
die thicknesses, depending on the particular surface functionality ex-
plored, are 1, 1.5, 1.9, 2.1, and 2.5 mm.

The design of the moving half comprises a pressure transducer
to monitor the cavity pressure. The sensor is flush-mounted at a
distance of 42.5 mm from the end of the cavity. The mold temperature
is set and controlled using two different thermocouples placed close
to the mold cavity. The cooling channels are hexagonally arranged
below the interchangeable inserts to perform a uniform cooling of
the mold halves. The layout of the channels is symmetrical in the fix
and moving halves and it is presented in Figure 6.4.

The open-flow slit die mold cavity has been designed to study the
phenomena occurring during the filling phase of the injection mold-
ing cycle. By having different thickness intermediate mold plates, it
is possible to characterize the polymer flow at a broad range of flow
regimes. In other words, such a design allows for the study of flows
characterized by very different shear rates. By having an open cav-
ity, it is possible to separate between the cavity filling flow and the
free flow of the polymer out of the mold. The distinction is executed
through the analysis of the acquired pressure signal.

6.2.1.1 Cavity pressure measurement

The moving half of the mold is equipped with a piezoelectric pressure
sensor (Kistler typer 5039 A). The signal from the sensor is collected
by a Kistler CoMo control unit, which can collect the data from differ-
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Figure 6.4: Arrangement of the cooling channels on the fix and moving
halves of the mold.

ent channels and automatically organizes the data for data processing.
The typical pressure curve (cf. Figure 6.5) exhibits a first quasi-linear
pressure growth, which characterizes the filling of the cavity, and a
plateau region, which characterizes the polymer flow through the slit
die on open atmosphere. The pressure signals were acquired after
process stabilization (after 15 molding cycles) and 10 signals were col-
lected for each molding condition (cf. Figure 6.6 (a)). The acquired
pressure signals were then processed in MS Excel to align them at the
beginning of the injection phase. The alignment of the signals allows
for the precise evaluation of the replicability of the pressure measure-
ment. In Figure 6.6 (b) the standard deviation between the molding
cycles plot shows the tool used during the experimental campaign to
evaluate the quality of the data.

6.2.2 Replication characterization setup

The plastic part designed for the replication studies is a disc with a
diameter of 18 mm and a depth of 1.5 mm (cf. Figure 6.7 (a)). The cav-
ity was machined in the B-plate of the Hasco modular mold assembly
at the end of a 7 mm long semi-cylindrical cold runner. Interchange-
able cylindrical mold inserts were designed to study different surface
properties and facilitate the polishing and laser structuring phases
(cf. Figure 6.7 (b)). The mold insert carrier was designed to mount
cylindrical inserts with the different surface properties object of the
works (cf. Figure 6.8 (a)). Part ejection was achieved through three
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Figure 6.5: Example of an acquired pressure signal. The dashed line repre-
sents the cavity pressure drop between the sensor and the end
of the open flow slit die.

Figure 6.6: (a) Example of the pressure data obtained with 10 repeated mea-
sures for one molding condition. From the comparison of the
pressure signals it is possible to calculate the mean and the stan-
dard deviation (b) of the pressure for each time step.
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Figure 6.7: Design of (a) the molded part and of (b) the mold insert.

Figure 6.8: (a) Design of the mold cavity. (b) Design of the textured insert
and alignment features. (All dimensions are in millimeters).

ejector pins uniformly distributed at the part circumference (i.e. at
120° distance). The cylindrical inserts bases were machined to ob-
tain a reference for the alignment of the LIPSS texture (cf. Figure 6.8
(b)). The ripples on the mold surface were orthogonally aligned to
the polymer flow direction, to perform the injection molding trials on
the worst conditions for replication.

During the experiments, the mold temperature was widely var-
ied, even above the glass transition temperature of the selected resin.
Therefore, the mold temperature was set and controlled using a rapid
heat cycle molding unit. The heating phase was carried out through
electrical cartridges and the cooling one through water pumping on
the hexagonally arranged cooling channels. To ensure the stability of
the process, 20 molding cycles were performed before the first part
was collected. For each condition, 15 parts were sampled.
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6.3 mold inserts coating

Mold surface coatings are commonly used in industrial applications
to improve hardness and wear resistance, ultimately improving the
mold life. Ceramic mold surface coatings were exploited in this work
to passively modify the thermal boundary condition between the melt
and the mold (cf. section 2.4). The aim of the work is to characterize
the insulative and chemical effect of the coating on the polymer flow,
on the replication of the structure, and on the structure of the very
first layer of the molded plastic part.

Coating selection was carried out considering the target mold sur-
face which has to be treated. In particular, micro and nanotextured
surfaces coating need to be carried out taking into account possible
structure clogging due to the coating deposition. For those reasons,
the coatings selected for the studies that comprise smooth surfaces
differ from the others.

6.3.1 Coating of smooth surfaces

The work focuses on the correlations between the surface coating and
the substrate steel, considering the effects of the substrate thermal
conductivity change. Four different mold inserts were selected ac-
cording to their tribology, hardness, and thermal properties. Two dif-
ferent substrate steels were selected: (i) Stavax ®steel (X40CrV14) and
(ii) H11 steel (X37CrMoV5-1). The steels were employed in the experi-
mental campaign in the uncoated form and coated with (i) chromium
nitride (CrN) and (ii) diamond-like carbon (DLC) respectively. The
coatings were deposited over the steel substrates by Plasma Assisted
– Chemical Vapor Deposition (PA-CVD). The achieved thickness is 2.0
± 0.5 µm. The lifetime of the selected coatings does not constitute an
issue since they are designed to increase surface hardness and thus
wear resistance of mold surface.

6.3.2 Coating of textured surfaces

The geometry of the surface structures induced by ultrafast laser pro-
cessing have dimensions ranging from few hundreds of nanometers
to few microns. To avoid major texture geometric modifications, the
coating process needs to form extremely thin ceramic layers. There-
fore, the selected coating process was ALD. A 10 nm layer of Al2O3

was deposited over the mold structures. The deposition process was
carried out at a temperature of 180°C, performing 100 cycles, using
argon to purge after each cycle.
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6.4 injection molding polymers

Different types of polymer materials have been used during the exper-
imental investigations of this work. The different resins were selected
according to the specific aim of each work, considering the indus-
trial application related to the work objective. Filling and replication
phenomena are highly affected by the polymer rheological properties.
Therefore, the rheological characterization of the resin and control of
the polymer conditions are essential for comparing the properties of
different polymers in a wide range of shearing conditions and for a
deep understanding of the injection molding results and an effective
injection molding process modeling.

6.4.1 Rheological characterization setup

The rheological characterization of the polymers utilized in this study
was carried out using a rotational rheometer (Ta Instruments, ARES)
and two capillary rheometer (Ceast, Rheo 2500 and Dynisco, LCR
7000). The rheometers allows for the determination of the depen-
dence of the polymer viscosity to shear at a given temperature. By
performing the tests at different temperatures, it is possible to charac-
terize the viscosity dependence to the temperature.

The rotational and the capillary rheometers material information
are complementary in the sense that the first allows for the measure-
ment of the material properties at low shears (typically between 0.1 to
100 s−1) and the latter is well suited for higher shears (between 50 to
5000 s−1). The rotational measurements were carried out with a cone
and plate setup, using 25 mm diameter discs. The capillary measure-
ments were carried out exploiting two different dies to perform the
Bagley correction. To substitute the hypothesis of Newtonian fluid,
the Rabinowitch correction was applied to the raw data.

The corrected rheological data were exploited to fit the Cross-WLF
(William-Landel-Ferry) model. The model is commonly coded in the
simulation software to describe the polymer viscosity behavior. The
Cross model describes the dependence of polymer melt viscosity on
the shear rate:

η(γ̇) =
η0

1 +
( η0

τ∗ γ̇
)1−n

(6.1)

where η(γ̇) is the the viscosity as a function of the shear rate, and
η0, τ∗, n are coefficients.

The WLF model describes the effect of the temperature onto the
polymer viscosity:

η0 = D1 exp
(

−A1(T − T∗)

A2 + (T − T∗)

)

(6.2)
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T∗ = D2 + D3 · P (6.3)

A2 = Ã2 + D3 · P (6.4)

where D1, D2, D3, A1 and Ã2 are constants to be determined, while
T∗ is a reference temperature and P is the polymer pressure.

6.4.2 Thermal characterization setup

The thermal properties of polymers that are taken under consider-
ation in this work are mainly correlated to the melting, solidifica-
tion, and crystallization phenomena. Differential scanning calorime-
try (DSC – TA instruments, Discovery DSC) was exploited to achieve
the characterization of the polymer thermal properties. The resulting
heat flow curve has been exploited to characterize the no-flow temper-
ature (NFT). The NFT is one important parameter used by simulation
software in combination with the Cross-WLF model to describe the
local polymer properties during the non-isothermal shearing flow of
the melt inside the mold cavity.

6.4.3 Polymer wetting characterization setup

The wetting properties of the different polymers over coated and un-
coated mold surfaces were characterized to model the effect of coat-
ings on replication. The contact angle between the molten polymer
and coated and uncoated smooth mold inserts was measured using
a drop shape analyzer (Kruss, DSA100), which was equipped with a
high-temperature syringe dosing unit (Kruss, TC21) and measuring
cell (Kruss, TC3213). The tests were performed for all polymers at
the injection molding melt temperature selected for the resins.

The drop shape was analyzed using the software developed by the
Kruss company and integrated with the instrument.

6.4.4 Polymer selection

6.4.4.1 Filling characterization

The characterization of the filling flow inside the open flow mold
cavity was carried out using a commercial PET (Cepsa, PET SR08).
Table 6.2 reports the main polymer properties. PET is a widespread
polymer due to its use for plastic bottles, which are low-cost applica-
tions. Cost reasons push the process to adopt extremely low thickness
cavities at severe thermal conditions. Therefore, particular attention
is given to this polymer and its processability. Before the injection
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Property Unit Test Method PET

Density g/cm3 ISO 1183-2:2004 1.33

Melt Flow Index (200 °C – 5 kg) g/10min ISO 1133-1:2011 6

Tg (10 °C/min) °C ISO 11357-2:2013 80

Table 6.2: Main properties of PET.

Polymer Structure Density Melt Flow Rate

g/cm3 g/10 min

PS Amorphous 1.05 12 (200°C – 5.0 kg)
PMMA Amorphous 1.18 21 (230°C – 3.8 kg)
PS Crystalline 0.90 35 (230°C – 5.0 kg)
PS Crystalline 1.24 14 (220°C – 5.0 kg)
PS Crystalline 1.49 11 (190°C – 5.0 kg)

Table 6.3: Main properties of the polymers selected for the replication stud-
ies.

molding experiments, a drying cycle at 180 °C for 8 hours was per-
formed, with a dew point of -45 °C.

6.4.4.2 Replication characterization

A variety of polymer materials were exploited to study the effects of
the mold surface engineering and of the injection molding process
on the replication of micro and nanostructures. Both common petrol-
based polymers and biopolymers are considered in the study. The
mail polymer properties are summarized in Table 6.3.

• Polystyrene (PS) – Total Petrochemicals & Refining

• Poly-methyl methacrylate (PMMA) – Polycasa Acryl G55

• Isotactic polypropylene (PP) – Pro-fax 702 LyondellBasell

• Polylactic acid (PLA) – Ingeo NW3052D, Natureworks

• Polylactic acid and polybutylene adipate terephthalate blend
(PBAT-PLA) – M-Vera BF MV GP1025 Biofed

Before either the injection molding or the rheological experiments,
the polymers were dried at 80°C for 4h using the dryer described in
subsection 6.1.1.
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The surface generated either through on the mold or by replication on
the plastic part was thoroughly characterized using different charac-
terization techniques and instrumentations. Both laser-textured and
coated insert surfaces were inspected to extract information for the
modeling phase.

7.1 optical profilometry

Optical profilometry has been exploited to assess the overall proper-
ties of the surface. While the coated smooth inserts can be effectively
characterized by this technique, optical imaging cannot inspect sur-
face features that are around the small micro scale. The 3D optical
profiler (Sensofar, Plu Neox) was exploited in both the interferomet-
ric and confocal mode, depending on the surface properties of the
measuring sample. In Table 7.1 the main properties of the 3D optical
profiler (shown in Figure 7.1) are reported.

7.1.1 Roughness measurements

Roughness measurements were performed basically with two objec-
tives. The first is to measure the obtained surface roughness after
polishing operations. The latter is characterizing the roughness of
the surface which will be interested in the polymer contact. The sur-
face roughness was measured in three different locations along the
area relative to the cavity (cf. Figure 7.2). The measurements were
performed on uncoated smooth and coated smooth inserts. Depend-
ing on the surface reflectivity, the roughness measurements were per-

5X 20X 100X

Numerical aperture 0.13 0.45 0.90
Maximum slope (deg.) 7 21 51
Field of view (µm) 3378 x 2826 636 x 477 127 x 95
Spatial sampling (µm) 1.38 0.83 0.17
Optical resolution (µm) 1.08 0.31 0.15

Table 7.1: Main characteristics of the 3D optical profiler.
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Figure 7.1: Sensofar Plu Neox 3D optical profiler used during surface in-
spection.

formed both in confocal mode with the 20X objective and in interfer-
ometric mode with the 5X objective.

7.1.2 Texture measurements

Optical profilometry was also exploited to characterize the micro-
sized pitch of the hierarchical texture. As previously said, the charac-
terization of smaller features required different approaches. However,
the confocal measurements offer a relatively fast characterization of
the 3D structure of the big pattern. those morphological measure-
ments were performed in confocal mode, using the 100X objective.
The 3D profiler allows for the selection of the inspection light. It is
possible to select red (characterized by a central wavelength of 630

nm), green (530 nm), blue (460 nm), and white light. Although the
producer suggests using the green one for the vast majority of the
measurements, in this case, the blue one has been used. As it is stated
in the product descriptions, the shorter the wavelength the higher the
optical resolution. In Figure 7.3 an example of the acquired and re-
constructed 3D morphology is presented.

7.2 scanning electron microscopy

Scanning electron microscopy (SEM – Quanta FEI 400 and JEOL, 7401F
FESEM) allows for the fast inspection of the treated surfaces. 2D mea-
surements and only qualitative information of the mold topography
are obtainable. Therefore, the SEM characterization has been widely
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Figure 7.2: Schematic of the measured areas on the mold inserts and sample
topography acquired for a sampling area.

Figure 7.3: Example of an acquired 3D morphology of a laser-induced mi-
crotexture.
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exploited to assess the geometrical properties along the surface. The
measurements were carried out using a secondary and back-scattered
electron detector (ETD) and with an acceleration voltage of 20 kV and
a spot size of 4 /mum.

The structure periodicity was carried out using 2D Fast Fourier
Transform (2D FFT) analysis of the entire measured surface. The main
peaks of the spectrum can be correlated to surface periodicities [176].
Two parameters were considered to describe the pattern quality, (i)
regularity (R), and (ii) homogeneity.

7.2.1 Pattern regularity

Pattern regularity refers to the uniformity of the pitch distance be-
tween consecutive structures. This parameter was evaluated from
the 2D FFT analysis of the topographies acquired using AFM. The
regularity is represented by the standard deviation of the normal dis-
tribution associated with the peak of the considered ripple periodic-
ity. Since the pitch variation was within the direction of the ripples,
a horizontal profile of the 2D FFT analysis was extracted (cf. Fig-
ure 7.4). The regularity of the pattern was evaluated considering the
ratio between the standard deviation (σ) of the normal distribution
associated with each pitch (Λ) present along with the pattern and the
pitch itself:

R = 1 −
n

∑
i=1

2σi

Λi
(7.1)

7.2.2 Pattern homogeneity

The homogeneity of the texture was analyzed considering the rip-
ple dispersion angle γ (i.e., the angle deviation of the ripples from
the straight parallel configuration). This dispersion angle can be ade-
quately described considering the angle γ that encloses the areal 2D
FFT peak dispersion of the ripple frequency (cf. Figure 7.5).

7.3 atomic force microscopy

Atomic force microscopy (AFM - Veeco Digital Instruments and PSIA,
XE-100) was exploited to acquire 3D point clouds describing the mi-
cro and nano morphology of the textured surfaces and of the repli-
cated parts. The AFM setup is described in Table 7.2. The measure-
ments were performed in non-contact tapping mode onto 20 x 20 µm

and 10 x 10 µm areas were acquired. The scan direction was orien-
tated perpendicularly to the mold or part structures to obtain the
highest contrast. Both the forward and backward signal that is given
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Figure 7.4: Example of a 2D FFT extraction from an SEM micrograph
of a laser-induced pattern and Full Width at Half Maximum
(FWHM) evaluation by the horizontal profile extracted from the
2D representative 2D FFT micrographs describing the dispersion
angle.

Figure 7.5: Example and magnification of a 2D FFT extracted form a SEM
micrograph describing the dispersion angle.
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Property Insert Part Units

Tip material Silicon Gold
Tip curvature radius 6 10 nm
Cantilever length 180 125 µm

Cantilever width 18 30 µm

Cantilever thickness 0.6 3 µm

Force constant 0.05 1.45 N/m
Resonant frequency 22 87 kHz

Table 7.2: AFM measuring setup for the texture topography of the mold
and of the replicated plastic parts.

by the tip was exploited to reconstruct the surface. The scanning was
performed in the high voltage mode, with a resolution lower than
0.15 nm. The line width was 0.078 µm.

The AFM measurements were carried out onto mold inserts and
molded parts of the works on replication (cf. subsection 6.2.2). The
topography was evaluated in three locations along the symmetry axis
of the polymer flow inside the cavity. By defining such locations, it
is possible to study the effect of the flow length on the replication
effectiveness.

The definition of robust texture parameters is especially critical for
femtosecond laser ablation, in which the ablating beam size is signif-
icantly larger than the generated LIPSS. The quantitative analysis of
the acquired point clouds was carried out from the Abbott-Firestone
curves according to standard DS/EN ISO 25178-2 [177]. The material
ratio curve describes the increase of the material portion of the sur-
face with increasing roughness depth. For each topography, the core
surface roughness Sk was determined from the representation of the
curve. The use of Sk allows the description of the surface roughness
yielded by the submicron surface texture in the mold. The use of an
area parameter that considers material height distribution meets the
objective of having a reliable way of characterizing a texture whose
dimensions are not directly correlated to tooling size.

The obtained AFM points clouds were all subjected to the same
image processing steps. The image processing was carried out using
the software Gwyddion.

• The tool scar removal was exploited to eventually eliminate arti-
facts of the acquired point clouds.

• The tool level data was used to remove sample tilting effects.

• The Abbott-Finestone curve was then obtained from the pro-
cessed data cloud.
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7.4 wetting characterization

The wetting properties of the textured plastic surface were evalu-
ated through sessile contact angle measurements and benchmarked
against those of a smooth plastic surface. The equipment used for the
measurements consisted of (cf. Figure 7.6 (a)):

• Horizontally aligned stage

• Motor-driven micrometer syringe (UMP3) with a needle diame-
ter of 0.21 mm

• Two background illumination sources (LED Pholox)

• Two cameras (MANTA G-146) with a telecentric 2X lens (VS-
TC2-110)

The measurements were carried out using water droplets with a
total drop volume of 500 nL.

The contact angle was measured along two directions at 90° to ac-
count for the effect of ripple directionality on the drop shape (cf. Fig-
ure 7.6 (b)). The acquired images were elaborated by fitting the shape
of each droplet to calculate the contact angle, as shown in Figure 7.6
(c). a custom LabVIEW program fits the high contrast pictures bound-
aries on the drop and calculates the angle. The green box marks the
area of the picture considered by the LabVIEW algorithm. The wet-
ting characterization was performed on three parts made with each
polymer for each combination of processing parameters. On each
plastic part, six water droplets were deposited and their contact an-
gles acquired. This allowed for the acquisition of 36 contact angle
measurements per experimental condition.
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Figure 7.6: (a) double cameras layout for the wetting tests. (b) Droplet
behavior over anisotropic surfaces and observation direction
nomenclature for the water droplets angles measurement on the
textures surface. (c) Estimation of the contact angles through
the fitting of the droplet shape. The green square defines the
searching area for the software.
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Outstanding wetting properties can be achieved by inducing hierar-
chical textures over surfaces (cf. subsection 4.5.4). Ultrafast laser
texturing can be exploited to achieve such textures over a wide range
of materials. Hierarchical textures can be obtained either by a one-
step process or a multiple-step approach. In this work, a more pre-
cise approach was followed, even if it requires more processing time.
The high cost typical of injection molding tools supports this choice.
Therefore, the cost related to the longer processing time may not have
a great impact. On the other hand, the multi-step process ensures
control over both the pattern sizes and higher structure definition
and regularity.

Given the three wavelengths available from the picosecond laser
sources, the study focuses on the infrared and the green ones. The
UV laser beam has not been exploited for the tests because it suffers
from some drawbacks.

• The UV is the third harmonics of the laser source and it has the
least power, which correlates to a substantially lower material
removal rate.

• The wavelength is too short to induce LIPSS on steel. This ef-
fect is dependent on the complex phenomena occurring during
and just after the pulse stroke over the surface. In brief, the
duration of the surface plasmons induced by the laser pulse on
the working surface lasts for a certain amount of time, which is
dependent on the laser wavelength. The lower the wavelength,
the lower the surface plasmons duration. UV light surface plas-
mons may last less than the duration of the melt induced on the
first layer of material. Therefore, the ripples have already faint
out and no structure can be achieved onto the surface.

The infrared light was exploited to obtain LIPSS. Being the longer
wavelength, it produces the most regular structures. The green light
was exploited to achieve both the microstructures and nano LIPSS.
The second harmonics was selected for the micro structuring process
since it allows for a tighter focusing and more narrow and precise
microstructures. Table 8.1 schematizes the way the different laser
beams were used.
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Wavelength UV GR IR

Microstructuring No Yes No
LIPSS No Yes Yes

Table 8.1: Utilized wavelengths for each fabrication phase.

8.1 experimental approach

The laser parameters optimization towards hierarchical structuring
did consider the properties of the laser source, the characteristics of
the optical path, and the possibilities given by the Galvanoscanners.
The hierarchical texture process study consists of the following steps.

• First, a characterization of the laser properties was carried out.
The laser power was measured for a wide range of power atten-
uation to characterize the effect of the automatic power selector.
The laser pulses of the GR and IR light were separated over the
surface to obtain single ablated spot and directly measure the ef-
fective laser spot on the steel. The ablated spots were measured
using SEM.

• Second, the GR light was exploited to achieve regular and deep
trenches. A DoE (Design of Experiments) was designed to study
the effect of the laser process parameters and maximize the
trench depth and the trench regularity. In parallel, the same
laser beam was used to optimize the polishing step, required to
remove the burrs left by the previous micro texturing step.

• Third, two DoEs were designed for both the GR and IR light for
LIPSS induction. The objective of this study was to maximize
the structure regularity and processing speed.

• The last step consists of superimposing the selected process-
ing steps and create the hierarchical structure onto the injection
molding inserts.

8.2 laser beam characterization

The preliminary characterization results described in this section have
been attained to gain more meaningful and quantitative design tools
for the laser parameters optimization DoEs. Indeed, the laser power
and the geometrical properties of the laser spot at focus are two fun-
damental inputs for the calculation of the laser fluence and the accu-
mulated fluence (cf. subsubsection 4.5.3.1).
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Figure 8.1: First harmonics laser power trend for different attenuations and
repetition rates.

8.2.1 Laser power

The laser source controlling system allows for the regulation of the
emitted power through the attenuation factor, which is a parameter
of the control software. Due to the intrinsic non-linear phenomena
occurring during laser stimulation, the attenuation factor may have a
non-obvious effect on the emitted laser power. Therefore, a prelim-
inary characterization of the emitted laser power for different laser
repetition rates was carried out. The laser power was measured at
the end of the optical path, in order to characterize the actual light
power that strikes over the working piece. The result of the power
characterization (cf. Table 8.2) shows that the emitted laser power is
higher for higher repetition rates (i.e. 500 kHz). The response of the
laser power of the IR beam against the variation of the attenuation is
highly linear (cf. Figure 8.1).

The GR beam shows much less regularity than the first harmonics.
The effect is linked to the crystal that splits the wavelength. In Fig-
ure 8.2 an example of the trend of the power emitted by the second
harmonics is presented.

In order to account for the sensed nonlinearities, the laser power
was always characterized before each texturing experiment.

8.2.2 Laser spot diameter

The characterization of the engraving laser spot diameter onto the
steel surface was carried out for the first and the second laser har-
monics. Before the experimental trials, the sample was accurately
placed on the focal plane. The objective of the characterization is to
identify the spot area irradiated by the pulse to calculate the actual
laser fluence. Moreover, by having the size of the spot diameter at
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Selected Rep Rate Rep Rate Rep Rate

Attenuation 100 kHz 300 kHz 500 kHz

[W] [W] [W]

3% 0.09 0.13 0.15

4% 0.13 0.19 0.21

5% 0.16 0.23 0.25

6% 0.19 0.27 0.30

9% 0.29 0.39 0.46

10% 0.33 0.47 0.52

12% 0.39 0.55 0.61

13% 0.41 0.59 0.65

15% 0.49 0.68 0.75

18% 0.57 0.83 0.92

20% 0.67 0.93 1.03

25% 0.81 1.16 1.28

30% 0.99 1.40 1.55

40% 1.35 1.90 2.09

50% 1.68 2.30 2.54

60% 2.00 2.73 3.01

70% 2.32 3.21 3.58

80% 2.63 3.66 4.06

100% 3.31 4.64 5.15

Table 8.2: Laser powers for the IR laser beam at three different laser repeti-
tion rates.

Figure 8.2: Second harmonics laser power trend at 100 kHz.
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focus, it is possible to have a quantitative design tool to determine
the scanning parameters (i.e. the lateral step size and the pulse step).

The single spots were separated by using high pulse step and lat-
eral step sizes. A lateral step and a pulse step of 30 µm was used.
A scanning speed of 1.5 m/s and a repetition rate of 50 kHz was
selected to achieve the desired pulse step. For each wavelength, 12

energy levels were selected. The SEM micrographs in Figure 8.3 show
how the engraved spot area increases for increasing laser powers. The
effect is linked to the quasi-gaussian irradiance (i.e. specific amount
of power) distribution of the laser pulse. By measuring the spot di-
ameters at various laser powers, it is possible to estimate the laser
spot diameter. The results of the spot diameter measurements are re-
ported in Table 8.4 for the first harmonic and Table 8.3 for the second
harmonic.

8.2.2.1 Calculation of the spot radius

Gaussian distribution was assumed for the laser irradiance. The laser
spot diameter was found to fit the fluence distribution and the mea-
sured engraved diameters. When the laser pulse hits the surface, it
only engraves the areas that have a fluence higher than the threshold
one. Therefore, the fluence at the engraved diameter is the threshold
one. Since the experiments were performed at the same height (i.e.
with the sample on the focal plane), the spot diameter is always the
same. During the experiments, only the pulse energy was changed.
Thus, the Gaussian distributions for increasing pulse energies show
larger integrals and a higher peak (cf. Figure 8.4).

The Gaussian distribution of fluences is:

F(x) = F0 · e
− 2·x2

w2
0 (8.1)

F0 =
2 · PE

π · w2
0

(8.2)

Where F(x) is the fluence level at a certain distance from the laser
beam axis (x), F0 is the peak fluence, PE is the pulse energy and
w0 is the spot radius at 1/e intensity. The Gaussian distribution of
fluences encounters the threshold fluence (that is unique) at an in-
creasing distance from the beam center for increasing pulse energies.
The property was exploited to calculate the beam radius (w0).

A spot radius of 6 and 4.5 µm was found for the IR and GR laser
beams, respectively.

8.2.3 Calculation of the accumulated fluence

In the introduction, a simple formula for the calculation of the laser
accumulated fluence was introduced (cf. subsubsection 4.5.3.1). The
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Figure 8.3: SEM micrographs of the single spots engraved by the IR and
GR laser beams. The pulse energy is reported on the left of each
picture.

Figure 8.4: Gaussina distribution of the laser fluence for increasing pulse
energies.
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Attenuation Power Pulse energy Engraved Diameter

mW µJ µm

5% 1.3 0.004 -
10% 4.9 0.016 -
15% 9.0 0.030 -
20% 14.9 0.050 4.5
25% 21.6 0.072 6

30% 30.0 0.100 6.7
40% 46.7 0.156 8.2
50% 71.8 0.239 9

60% 96.7 0.322 9.5
70% 125.3 0.418 10

80% 152.7 0.509 11

100% 212.3 0.708 11.5

Table 8.3: Energy levels and spot diameter measurement results for the sin-
gle spot irradiation using the GR beam.

Attenuation Power Pulse energy Engraved Diameter

mW µJ µm

5% 102 1.0 9.5
10% 205 2.0 11

15% 279 2.8 12

20% 364 3.6 13

25% 445 4.5 14

30% 532 5.3 15

40% 678 6.8 16.5
50% 862 8.6 17.5
60% 1020 10.2 18

70% 1183 11.8 18

80% 1322 13.2 18.5
100% 1600 16.0 20

Table 8.4: Energy levels and spot diameter measurement results for the sin-
gle spot irradiation using the IR beam.
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relation has the advantage of being simple, but it neglects the effect of
the gaussian distribution of the laser energy. Coming back to the con-
cept of accumulated fluence, it accounts for the whole amount of laser
energy that hits a certain area. Therefore, it actually accounts for the
sum of the Gaussian distributed fluences along and perpendicularly
to the scanning direction. The model for the calculation of the accu-
mulated fluence distribution first calculates the fluence accumulation
along the scanning direction, then it considers the perpendicular di-
rection (along with the hatch).

In Figure 8.5, the calculated distribution of the accumulated flu-
ence is compared to the relative patterns. The laser and scanning
process parameters relative to the three presented configurations are
presented in Table 8.5. The gray and black gaussian curves represent
the accumulated fluence along the scan direction, the orange ones
represent the total distribution of the accumulated fluence. In the fig-
ure, the first accumulation phenomena are omitted, since the plot is
similar to those presenting the total accumulated fluence distribution.
However, it has to be noted that the peak fluences of the gray and
black curves are higher than the peak fluence of the laser pulse. This
is the result of the first accumulation along the scan direction.

Comparing the SEM micrographs and the corresponding accumu-
lated fluence plot it is possible to capture the effect of the specific
energy onto the LIPSS formation (cf. Figure 8.5).

• Constant accumulated fluence is necessary for homogeneous
LIPSS creation on the irradiated surface. The SEM micrograph
reported in Setup 2 highlights a pattern showing a horizontal
and vertical pitch of 10 µm. The pattern is linked to the fluc-
tuation of the accumulated fluence, which is calculated on the
corresponding plot.

• Single-pulse irradiation does not show any linear structure (i.e.
ripple), even if at the center of the spot a decent fluence has been
obtained. A central role in the formation of regular ripples may
be played by the pulse superimposition. Indeed, single pulse
irradiation does not show ripples, while Setup 2 shows ripples
only in a certain area, which may be interpreted as the areas
where pulse superimposition occurs. Setup 1 confirms this hy-
pothesis, showing a regular ripples pattern as a consequence of
omnipresent pulse overlapping.

Similar conclusions can be drawn using the GR laser source (cf.
Figure 8.6 and Table 8.5). It is interesting to see the effect of the
smaller spot diameter on the pulse step dimension that brings to an
even accumulated fluence distribution. At 5 x 5 µm irradiation, the
IR pattern has already achieved homogeneous structures, whilst the
GR one still shows important discontinuities. Indeed, for this setup,
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Property Setup 1 Setup 2 Setup 3 Unit

Wavelength 1064 nm

Spot diameter 12 µm

Power 0.194 0.485 0.491 W

Peak fluence 1.93 4.82 4.88 J/cm2

Pulse step 5 10 30 µm

Hatch distance 5 10 30 µm

Accumulated fluence scan
direction MAX

2.91 4.86 4.88 J/cm2

Accumulated fluence MAX 4.37 4.89 4.88 J/cm2

Accumulated fluence MIN 4.37 2.42 0 J/cm2

Table 8.5: Selected laser and scanning process parameters for the three con-
figurations of Figure 8.5.

Property Setup 1 Setup 2 Setup 3 Unit

Wavelength 532 nm

Spot diameter 9 µm

Power 57.2 226 323 mW

Peak fluence 0.60 3.60 5.20 J/cm2

Pulse step 2 5 30 µm

Hatch distance 2 5 30 µm

Accumulated fluence scan
direction MAX

1.69 4.21 5.20 J/cm2

Accumulated fluence MAX 4.77 4.92 5.20 J/cm2

Accumulated fluence MIN 4.77 4.57 0 J/cm2

Table 8.6: Selected laser and scanning process parameters for the three con-
figurations of Figure 8.6.

both the IR and GR irradiations induce regular structures when the
accumulated fluence reaches a stable value around 5 J/cm2.

The model for the prediction of the accumulated fluence has shown
the capabilities of predicting the final texture outcome. Therefore, the
model has been exploited to determine the energetical and scanning
levels for the following DoEs.

8.3 microstructuring optimization

GR light was exploited to achieve a linear parallel pattern of trenches.
A DoE was designed to study the effect of the laser process param-
eters and maximize the trench depth and the trench regularity. The
material removal rate is dependent on the amount of energy delivered
onto the surface. A 3 factors 3x3x4 levels full factorial DoE was set (cf.
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Figure 8.5: Effect of the scanning parameters on the achieved surface struc-
tures and modeling of the accumulated fluence. The three irra-
diations were performed with the IR beam. The three setups
share a similar level of maximum accumulated fluence. The
black curves represent the fluence accumulated along the scan-
ning direction, the orange curve represents the total accumu-
lated fluence.
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Figure 8.6: Effect of the scanning parameters on the achieved surface struc-
tures and modeling of the accumulated fluence. The three irra-
diations were performed with the GR beam. The three setups
share a similar level of maximum accumulated fluence. The
black curves represent the fluence accumulated along the scan-
ning direction, the orange curve represents the total accumu-
lated fluence.
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Factors Level 1 Level 2 Level 3 Level 4 Unit

Repetition rate 100 200 250 kHz

Scan N 30 60 90

Scan velocity 500 1500 2500 3500 mm/s

Table 8.7: DoE table for the experimental campaign for the optimization of
the microstructures.

Table 8.7). The pulse repetition rate, scan number, and scan velocity
were varied through the experiments. Therefore, the pulse step size
and the laser power varied through the experiments (cf. Table 8.8).

8.3.1 Accumulated energy

Different from the patterning operations, the microstructure that is
the object of the study does not require overlapping in two directions.
Thus, the accumulated fluence parameter, which shows a close corre-
lation to the achieved patterns, is less suited to describe this process.
Instead, the calculation of the accumulated energy (E) is proposed.

E = PE · N ·
πw0

PS
(8.3)

Where PE is the pulse energy, N is the scan number (i.e. number
of times the laser scans the same trench), w0 is the laser spot radius,
and PS is the pulse step.

8.3.2 Microstructures optimization

The analysis of the obtained microstructures was carried out by SEM
and confocal profilometry. Interestingly, some runs show an array
of deep holes on the bottom of the ablated trenches. The obtained
textures were divided into three different classes of microstructures
(cf. Figure 8.8).

• Textures that do not show the presence of the holes (1).

• Textures that show the holes on the bottom of the trench (3).

• Transition textures, which show only some sited where the holes
are forming (2).

The formation mechanism of the holes is not completely clear. The
induction of the holes is random, as can be seen by the overview
micrograph of the class 2 microstructure (cf. Figure 8.8). The phe-
nomenon seems to be independent of the pulse step, thus the holes
cannot be regarded as the marks left by the laser pulses. Indeed, the
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Rep.

Rate

Scan

N

Scan

Speed

Pulse

step

Laser

Power

FluencePulse

En-

ergy

Acc.

En-

ergy

Micro

struc-

ture

kHz mm/s µm W J/cm2 µJ µJ

100 30 500 5 1.37 21.5 13.7 581 1

100 30 1500 15 1.37 21.5 13.7 194 3

100 30 2500 25 1.37 21.5 13.7 116 3

100 30 3500 35 1.28 20.1 12.8 78 3

100 60 500 5 1.37 21.5 13.7 1162 1

100 60 1500 15 1.37 21.5 13.7 387 3

100 60 2500 25 1.37 21.5 13.7 232 3

100 60 3500 35 1.28 20.1 12.8 155 3

100 90 500 5 1.37 21.5 13.7 1743 1

100 90 1500 15 1.37 21.5 13.7 581 1

100 90 2500 25 1.37 21.5 13.7 349 2

100 90 3500 35 1.28 20.1 12.8 233 3

200 30 500 2.5 1.34 10.5 6.7 568 2

200 30 1500 7.5 1.34 10.5 6.7 189 3

200 30 2500 12.5 1.34 10.5 6.7 114 3

200 30 3500 17.5 1.28 10.1 6.4 78 3

200 60 500 2.5 1.34 10.5 6.7 1137 1

200 60 1500 7.5 1.34 10.5 6.7 379 3

200 60 2500 12.5 1.34 10.5 6.7 227 3

200 60 3500 17.5 1.28 10.1 6.4 155 3

200 90 500 2.5 1.34 10.5 6.7 1705 1

200 90 1500 7.5 1.34 10.5 6.7 568 2

Table 8.8: Laser and scanning parameters for the microstructuring DoE.
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Figure 8.7: SEM micrographs of the selected microstructure.

Rep.

Rate

Scan

N

Scan

Speed

Pulse

step

Laser

Power

Fluence Pulse

En-

ergy

Acc.

En-

ergy

kHz mm/s µm W J/cm2 µJ µJ

100 60 1500 15 1.37 21.5 13.7 387

Table 8.9: Laser and scanning parameters for selected microstructure.

spacing between the holes is just below 10 microns, regardless of the
pulse step of the scanning operation.

Instead, a close correlation with the accumulated energy can be
found. The boxplot showed in Figure 8.9 readily demonstrates the
effect of the accumulated energy onto the formation of the holes. The
purpose of this work is to achieve a regular trench geometry. There-
fore, the presence of holes needs to be avoided.

The selected microstructure is reported in Figure 8.7. The laser pat-
terning was characterized by accumulated energy of 387 µJ. The com-
plete set of process parameters is reported in Table 8.9. The selected
microstructure presents a medium depth of about 8 µm Figure 8.10.
The walls of the trenches have inclinations ranging between 20 and
25 degrees with respect to the normal at the surface. This effect is
linked to partial light reflection at the trench walls.

8.4 polishing optimization

The polishing operations were carried out using the GR light. The
DoE for the polishing operations was designed to reduce the steel
deposits over the surface. A 3 factors 3x3x4 levels full factorial DoE
was set (cf. Table 8.11). The laser fluence, scan number, and scan
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Figure 8.8: SEM micrographs of the three classes of microstructures
achieved during the experiments. An overview of the transition
textures is reported to further display the random induction of
the holes phenomenon.

Figure 8.9: Boxplot showing the effect of the accumulated energy onto the
holes phenomenon induction.
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Figure 8.10: Profile of the laser-machined trenches for the selected process
parameters. Depth and wall inclination measurements are re-
ported in the profile.

velocity were varied through the experiments. Therefore, the pulse
step size and the laser power varied, but a high pulse repetition rate
(1 MHz) was kept constant (cf. Table 8.12). The high pulse repetition
rate allows for the fast deposition of low-energy pulses, with the aim
of interacting with just the first layer of material.

The steel surface for the polishing operations was previously micro-
structured using a process parameters set (cf. Table 8.10) that leads to
a significant amount of burrs and recasts over the non-etched surface.
The different runs of the DoE were carried out on 1 x 1 mm squares
over the micro-structured surface.

Figure 8.11 gives an overview of the polishing result obtained through
the DoE. The top left side picture shows the status of the surface prior
to the polishing operations. On the top right and bottom right side
of the figure, there are two examples of a too soft and a too deep pro-
cess respectively. A soft process just modifies the deposits’ surface,
inducing various nanostructures (cf. Figure 8.12 (a)), but it is not
able to smoothen out the surface. Contrarily, a too-deep polishing
process ablates a relatively thick layer of steel, reducing the height
of the previously machined trenches. (cf. Figure 8.12 (b)) shows the
boundary of the 1 x 1 square polished using the deep polishing pro-
cess. The SEM micrograph cannot give a quantitative assessment of
the ablated depth, but the difference in the shape of the holes sug-
gests that the ablated material layer is consistent. The chosen process
parameters for the polishing operations outcome are reported as the
bottom left SEM micrograph in Figure 8.11. A decent amount of de-
posit smoothening has been achieved and the trench dept seems to
be essentially conserved.



8.4 polishing optimization 113

Figure 8.11: SEM micrographs for the polishing process. On the top left, the
pre-polishing surface is shown. On the top and bottom right,
two examples of respectively a too soft and a too deep process
are shown. The bottom left SEM micrograph reports the result
of the chosen process parameters.

Figure 8.12: SEM micrographs of the nanostructures obtained through soft
polishing (a) and through deep polishing (b).
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Rep.

Rate

Scan

N

Scan

Speed

Pulse

step

Laser

Power

Fluence Pulse

En-

ergy

Acc.

En-

ergy

kHz mm/s µm W J/cm2 µJ µJ

100 90 500 5 1.37 21.5 13.7 1743

Table 8.10: Laser and scanning parameters for selected microstructure.

Factors Level 1 Level 2 Level 3 Level 4 Unit

Scan N 1 5 20

Fluence 0.1 0.2 0.3 0.4 µJ

Scan

Speed

1000 2000 3000 mm/s

Table 8.11: DoE table for the experimental campaign for the optimization
of the polishing operations.

8.5 nanostructuring optimization

According to the first laser beam and accumulated fluence effects
characterization (cf. section 8.2), two distinct DoEs were set for the
IR and GR irradiation. The objective of this work is the optimiza-
tion of the LIPSS pattern geometry, regularity, and homogeneity. The
laser and scanning process parameters were varied through the ex-
periments.

8.5.1 GR nanostructuring DoE

The DoE for GR LIPSS optimization was designed as a 3 factors 2x4x3

levels full factorial DoE (cf. Table 8.14). The laser repetition rate, flu-
ence, and pulse step were varied through the experiments. Therefore,
the scanning speed size and the laser power varied (cf. Table 8.15).
The scanning operations were always kept squared, which refers to
the selection of an equal lateral step and pulse step to obtain an even
distribution of the accumulated fluence through the surface.

The comparison of the surface structures obtained at different laser
repetition rates does not show fundamental differences. Therefore,
the processing at 300 kHz was preferred since it achieves higher pat-
terning speeds. The reciprocal effect of fluence and pulse and lateral
steps are linked to the accumulated fluence reflects here on the ripple
shape homogeneity and regularity. The parameters which bring to
the best LIPSS pattern are summarized in Table 8.16.
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Rep.

Rate

Scan N Scan

Speed

Pulse

step

Laser

Power

Fluence Pulse

Energy

MHz mm/s µm W J/cm2 µJ

1 1 1000 1 0.064 0.1 0.064

1 1 2000 2 0.064 0.1 0.064

1 1 3000 3 0.064 0.1 0.064

1 1 1000 1 0.127 0.2 0.127

1 1 2000 2 0.127 0.2 0.127

1 1 3000 3 0.127 0.2 0.127

1 1 1000 1 0.191 0.3 0.191

1 1 2000 2 0.191 0.3 0.191

1 1 3000 3 0.191 0.3 0.191

1 1 1000 1 0.254 0.4 0.254

1 1 2000 2 0.254 0.4 0.254

1 1 3000 3 0.254 0.4 0.254

1 5 1000 1 0.064 0.1 0.064

1 5 2000 2 0.064 0.1 0.064

1 5 3000 3 0.064 0.1 0.064

1 5 1000 1 0.127 0.2 0.127

1 5 2000 2 0.127 0.2 0.127

1 5 3000 3 0.127 0.2 0.127

1 5 1000 1 0.191 0.3 0.191

1 5 2000 2 0.191 0.3 0.191

1 5 3000 3 0.191 0.3 0.191

1 5 1000 1 0.254 0.4 0.254

1 5 2000 2 0.254 0.4 0.254

1 5 3000 3 0.254 0.4 0.254

1 20 1000 1 0.064 0.1 0.064

1 20 2000 2 0.064 0.1 0.064

1 20 3000 3 0.064 0.1 0.064

1 20 1000 1 0.127 0.2 0.127

1 20 2000 2 0.127 0.2 0.127

1 20 3000 3 0.127 0.2 0.127

1 20 1000 1 0.191 0.3 0.191

1 20 2000 2 0.191 0.3 0.191

1 20 3000 3 0.191 0.3 0.191

1 20 1000 1 0.254 0.4 0.254

1 20 2000 2 0.254 0.4 0.254

1 20 3000 3 0.254 0.4 0.254

Table 8.12: Laser and scanning parameters for the polishing DoE.
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8.5.1.1 SEM characterization

Figure 8.13 reports the SEM micrographs of the best LIPSS pattern
obtained with the IR laser beam (at the center of the figure) and two
non-optimal patterns obtained at lower (top of the figure) and higher
(bottom of the figure) energy levels. Next to each SEM micrograph, a
magnification is proposed to further detail the structure’s shape. As
a result of the first study on the accumulated fluence distribution,
the totality of the achieved patterns show a flat accumulated energy
deposition and thus the LIPSS do not show any defect derived from
accumulated energy instabilities. However, low-energy levels show
faint structures that eventually disappear and divide (cf. Figure 8.13

(a)). On the other hand, high-energy irradiation shows ripples defor-
mations and breakage (cf. Figure 8.13 (c)). The selected pattern has
long, straight, and uninterrupted ripples (cf. Figure 8.13 (b)). On all
the showed textures, the long vertical ripples are covered by small hor-
izontal features. Such LIPSS are called high spatial frequency LIPSS
(HSFL), in contrast to the vertical low spatial frequency LIPSS (LSFL).
The presence of HSFL is particularly evident on the magnifications
but is not the object of this study.

8.5.1.2 2D FFT elaboration

To quantitively evaluate the achieved patterns the 2D Fast Fourier
Transform of the SEM micrograph was carried out and the peaks of
the spectrum were studied (cf. section 7.2). The 2D FFT images and
spectra are reported in Figure 8.14. The ripple deformation and break-
age translate in Figure 8.14 (c) in a horizontal and vertical widening
of the peaks, respectively. Figure 8.14 (a) presents peaks that are
only stretched vertically, due to the presence of several features along
the faint ripples. Figure 8.14 (b) is relative to the best pattern and
presents sharply defined peaks. Table 8.14 reports the calculated val-
ues of the measured periodicities (i.e. the structure pitch), the ho-
mogeneities, and the regularities. According to what can be seen by
the SEM micrographs and the 2D FFT characterization, the quantita-
tive evaluation confirms that the selected pattern is the most regular.
The measured peak, according to the literature on LIPSS, is slightly
smaller than the laser wavelength.

8.5.2 GR nanostructuring DoE

Similar to the optimization using the largest wavelength, the DoE
for GR LIPSS optimization was designed as 3 factors 2x4x3 levels
full factorial (cf. Table 8.18). The laser repetition rate, fluence, and
pulse step were varied through the experiments (cf. Table 8.19). The
scanning operations were kept squared also for the GR trials.
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Figure 8.13: SEM micrographs IR beam induced LIPSS patterns. At the fig-
ure center (b) the selected texture is showed. Above and below
the selected pattern, an example of a low-energy texture (a)
and a high-energy texture (c) is proposed. Each SEM micro-
graph is accompanied by a magnification to better assess the
structure shape.
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Figure 8.14: 2D Fast Fourier Transform and spectrum of the chosen SEM
micrographs (cf. Figure 8.13). At the figure center (b) the elab-
oration of the selected texture SEM image is showed. Above
and below the selected pattern elaboration, the 2D FFT and the
spectrum of a low-energy texture (a) and a high-energy texture
(c) are proposed.
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Pattern Parameter Value Error Unit

Pitch 1000 35 nm
Low R 7%

γ 16 1 deg

Pitch 1000 25 nm
Optimum R 5%

γ 10 1 deg

Pitch 950 80 nm
High R 17%

γ 25 1.5 deg

Table 8.13: Pitch, regularity, and homogeneity results for the three patterns
presented in Figure 8.13.

Factors Level 1 Level 2 Level 3 Level 4 Unit

Repetition

rate

100 300 kHz

Fluence 0.5 1 1.5 2 µJ

Pulse

step

4 5 6 µm

Table 8.14: DoE table for the experimental campaign for the nanostructur-
ing operations with the IR laser beam.
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Rep. Pulse Scan Lateral Laser Fluence Pulse

Rate step Speed Step Power Energy

kHz µm mm/s µm W J/cm2 µJ

100 4 400 4 0.057 0.5 0.57

100 5 500 5 0.057 0.5 0.57

100 6 600 6 0.057 0.5 0.57

100 4 400 4 0.113 1 1.13

100 5 500 5 0.113 1 1.13

100 6 600 6 0.113 1 1.13

100 4 400 4 0.170 1.5 1.70

100 5 500 5 0.170 1.5 1.70

100 6 600 6 0.170 1.5 1.70

100 4 400 4 0.226 2 2.26

100 5 500 5 0.226 2 2.26

100 6 600 6 0.226 2 2.26

300 4 1200 4 0.170 0.5 0.57

300 5 1500 5 0.170 0.5 0.57

300 6 1800 6 0.170 0.5 0.57

300 4 1200 4 0.339 1 1.13

300 5 1500 5 0.339 1 1.13

300 6 1800 6 0.339 1 1.13

300 4 1200 4 0.509 1.5 1.70

300 5 1500 5 0.509 1.5 1.70

300 6 1800 6 0.509 1.5 1.70

300 4 1200 4 0.679 2 2.26

300 5 1500 5 0.679 2 2.26

300 6 1800 6 0.679 2 2.26

Table 8.15: Laser and scanning parameters for the IR beam nanostructuring
DoE.

Rep. Pulse Scan Lateral Laser Fluence Pulse

Rate step Speed Step Power Energy

kHz µm mm/s µm W J/cm2 µJ

300 4 1200 4 0.339 1 1.13

Table 8.16: Selected laser and scanning parameters for the IR nanostructur-
ing.
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The comparison of the surface structures obtained at different laser
repetition rates does not show fundamental differences. Therefore,
the processing at 300 kHz was preferred since it achieves higher pat-
terning speeds. The reciprocal effect of fluence and pulse and lateral
steps are linked to the accumulated fluence reflects here on the ripple
shape homogeneity and regularity. The parameters which bring to
the best LIPSS pattern are summarized in Table 8.20. Different from
what was experienced with the IR beam, the processing window (i.e.
the extent of laser process parameters that brings to regular LIPSS) is
substantially smaller.

8.5.2.1 SEM characterization

Figure 8.15 reports the SEM micrographs of the best LIPSS pattern
obtained with the GR laser beam (at the center of the figure) and two
non-optimal patterns obtained at lower (top of the figure) and higher
(bottom of the figure) energy levels. Next to each SEM micrograph, a
magnification is proposed to further detail the structure’s shape. As
a result of the first study on the accumulated fluence distribution,
the totality of the achieved patterns show a flat accumulated energy
deposition and thus the LIPSS do not show any defect derived from
accumulated energy instabilities. However, low-energy levels show
nanobubble covered faint structures (cf. Figure 8.15 (a)). Similar of
the IR irradiation, high-energy irradiation correlates with ripples de-
formations and breakage (cf. Figure 8.15 (c)). The selected pattern has
long, straight, and uninterrupted ripples (cf. Figure 8.15 (b)). Differ-
ent from what arose from the irradiation with the larger wavelength,
the textures do not present HSFL.

8.5.2.2 2D FFT elaboration

The 2D Fast Fourier Transform of the SEM micrograph was carried
out to quantitively evaluate the achieved patterns and the peaks of
the spectrum were studied (cf. section 7.2). The 2D FFT images and
spectra are reported in Figure 8.16. The phenomenologies are analo-
gous to the ones described earlier for the IR irradiation. Nanobubble
presence translates in Figure 8.16 (a) in a widening of the peaks. Fig-
ure 8.16 (c) presents peaks that are clearer than the low energy ones,
but still quite dispersed. Figure 8.16 (b) is relative to the best pattern
and presents sharply defined peaks. It is interesting to note that for
GR irradiation only the most regular patterns show the second-order
peak on the 2D FFT (i.e. the peak at a double spatial frequency than
the principal one). The second peak indicates the tendency of the
ripples to be a square wave, thus gives more information to the struc-
ture shape. IR structures are more likely to show the second peak (cf.
Figure 8.14).
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Pattern Parameter Value Error Unit

Pitch 480 35 nm
Low R 7%

γ 18 2 deg

Pitch 470 30 nm
Optimum R 6%

γ 11 1 deg

Pitch 460 35 nm
High R 8%

γ 25 1.5 deg

Table 8.17: Pitch, regularity, and homogeneity results for the three patterns
presented in Figure 8.15.

Factors Level 1 Level 2 Level 3 Level 4 Unit

Repetition

rate

100 300 kHz

Fluence 0.2 0.3 0.4 0.5 µJ

Pulse

step

1 2 3 µm

Table 8.18: DoE table for the experimental campaign for the nanostructur-
ing operations with the GR laser beam.

Table 8.17 reports the calculated values of the measured periodici-
ties (i.e. the structure pitch), the homogeneities, and the regularities
for GR irradiation. According to what can be seen by the SEM micro-
graphs and the 2D FFT characterization, the quantitative evaluation
confirms that the selected pattern is the most regular. The measured
peak, according to the literature on LIPSS, is again slightly smaller
than the laser wavelength.

8.6 hierarchical textures

Finally, all the processing step parameters have been found and op-
timized. Therefore, hierarchical textures are engraved on steel just
by performing the micro structuring, polishing, and nanostructuring
steps consecutively. The global objective of the work was to character-
ize the effects of hierarchical textures on the polymer flow in injection
molding. Hence, the hierarchical textures were obtained directly onto
the mold inserts (cf. subsection 6.2.1).

To study the effects of the different-sized textures, six surfaces were
created.
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Figure 8.15: SEM micrographs GR beam induced LIPSS patterns. At the
figure center (b) the selected texture is showed. Above and be-
low the selected pattern, an example of a low-energy texture
(a) and a high-energy texture (c) is proposed. Each SEM micro-
graph is accompanied by a magnification to better assess the
structure shape.
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Figure 8.16: 2D Fast Fourier Transform and spectrum of the chosen SEM
micrographs (cf. Figure 8.15). At the figure center (b) the elab-
oration of the selected texture SEM image is showed. Above
and below the selected pattern elaboration, the 2D FFT and the
spectrum of a low-energy texture (a) and a high-energy texture
(c) are proposed.
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Rep. Pulse Scan Lateral Laser Fluence Pulse

Rate step Speed Step Power Energy

kHz µm mm/s µm W J/cm2 µJ

100 1 100 1 0.013 0.2 0.13

100 2 200 2 0.013 0.2 0.13

100 3 300 3 0.013 0.2 0.13

100 1 100 1 0.019 0.3 0.19

100 2 200 2 0.019 0.3 0.19

100 3 300 3 0.019 0.3 0.19

100 1 100 1 0.025 0.4 0.25

100 2 200 2 0.025 0.4 0.25

100 3 300 3 0.025 0.4 0.25

100 1 100 1 0.032 0.5 0.32

100 2 200 2 0.032 0.5 0.32

100 3 300 3 0.032 0.5 0.32

300 1 300 1 0.038 0.2 0.13

300 2 600 2 0.038 0.2 0.13

300 3 900 3 0.038 0.2 0.13

300 1 300 1 0.057 0.3 0.19

300 2 600 2 0.057 0.3 0.19

300 3 900 3 0.057 0.3 0.19

300 1 300 1 0.076 0.4 0.25

300 2 600 2 0.076 0.4 0.25

300 3 900 3 0.076 0.4 0.25

300 1 300 1 0.095 0.5 0.32

300 2 600 2 0.095 0.5 0.32

300 3 900 3 0.095 0.5 0.32

Table 8.19: Laser and scanning parameters for the GR beam nanostructur-
ing DoE.

Rep. Pulse Scan Lateral Laser Fluence Pulse

Rate step Speed Step Power Energy

kHz µm mm/s µm W J/cm2 µJ

300 2 600 2 0.057 0.3 0.19

Table 8.20: Selected laser and scanning parameters for the GR nanostructur-
ing.
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• A IR induced LIPSS pattern (cf. Figure 8.17 (a)).

• A GR induced LIPSS pattern (cf. Figure 8.17 (b)).

• A hierarchical texture composed by microstructure + IR induced
LIPSS pattern (cf. Figure 8.17 (c)).

• A hierarchical texture composed by microstructure + GR in-
duced LIPSS pattern (cf. Figure 8.17 (d)).

• An only microstructured texture (cf. Figure 8.17 (e)).

• A smooth surface for comparison (cf. Figure 8.17 (f)).

The SEM micrographs of the hierarchical textures reported in Fig-
ure 8.17 show that the IR LIPSS are more stable and can reach a
decent level of regularity also over microstructures. In contrast, GR
LIPSS are less marked.



8.6 hierarchical textures 127

Figure 8.17: SEM micrographs of the mols insert generated surfaces: (a) IR
beam induced LIPSS, (b) GR beam induced LIPSS, (c) hierar-
chical texture of microstructures and IR LIPSS, (d) hierarchical
texture of microstructures and GR LIPSS, (e) only microstruc-
tures, and (f) smooth surface used for comparison.
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9 T H E R M A L B O U N DA R Y

C O N D I T I O N S E F F E C T S O N F I L L

In injection molding, factors as the reduced thickness of the part,
the high viscosity of the thermoplastic polymers, and the low mold
temperatures require elevated injection pressures to completely fill
the mold cavity. The complex shearing and non-isothermal flow (cf.
fountain flow subsection 2.1.1) determinates the building up of the
pressure drop inside the mold, which ultimately determinates the in-
jection pressure.

As discussed in section 2.2, several process modifications have been
proposed to favor the polymer flow. Generally, the proposed solu-
tions act on the thermal boundary condition, activating tools to in-
crease the mold surface temperature and delay skin formation.

In this work, the effect of the thermal boundary conditions on
filling flow is studied exploiting a semi-crystalline PET (cf. subsec-
tion 6.4.4). The thermal phenomena and the effects of the shear-
induced crystallization (cf. subsection 2.4.2) are experimentally stud-
ied in the typical non-isothermal shearing flow condition of the in-
jection molding process. The thermal boundary conditions at the
polymer-wall interface were varied by exploiting two different sub-
strate stainless steels and introducing two ceramic mold coatings. The
polymer flow is studied exploiting an open-flow cavity mold. The SIC
was studied by analyzing the pressure evolution in the cavity during
the polymer injection.

9.1 experimental approach

The effects of the thermal boundary conditions on the polymer melt
flow into the open cavity was studied by selecting different combi-
nations of injection molding parameters. A full factorial DoE was set
varying the mold insert properties, the mold cavity thickness, and the
injection velocity. Table 9.1 3 reports the levels for each factor consid-
ered in the study. In total, 2x2x3x6 molding conditions are examined,
for a total of 720 collected signals.

The effects of the different thermal boundary conditions were car-
ried out by analyzing the whole pressure signal obtained with the
sensor. The molding cycle was stabilized performing 20 cycles be-
fore the first data collection and sampling one pressure curve every
three injections. For each molding condition, 10 cycles were collected.
From the signals obtained by these repeated measures, it was pos-
sible to create a master curve, computing the arithmetical mean (cf.

131
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Factor Level
1

Level
2

Level
3

Level
4

Level
5

Level
6

Unit

Mold

steel

Stavax H11

Coating Coated Uncoated
Thickness1.9 2.1 2.5 mm

Injection

Speed

100 200 300 400 500 600 mm/s

Table 9.1: Mold inserts and injection molding parameters for the experimen-
tal DoE.

subsection 6.2.1). That was possible thanks to the high repeatability
of the injection process.

9.2 injection molding results

The injection molding experimental results indicate that the different
mold inserts affect the polymer flow in the open slit die. The re-
sults of the molding experiments were analyzed in terms of resulting
pressure drop using the analysis of variance (ANOVA). The pressure
drop is defined as the pressure sensed at the sensor location when
the polymer starts to flow out of the mold, which is the point of sep-
aration between the filling flow of the cavity and the free flow out of
the mold (cf. subsection 6.2.1).

In Table 9.2 the results for the single factors and the second-order
interactions are reported. The ANOVA test is performed on the cavity
pressure drop results. In this work, we selected a significance level
of 5 %. All the single factors have statistically significant interaction
with the selected response variable. Therefore, all the selected factors
have a proven influence on the pressure drop. The significance of
the cavity thickness and the injection velocity on the pressure drop is
obvious since the factors were selected to study the behavior of the
different mold setups at various molding conditions. Conversely, the
significance of the insert steel type and the coating material is inter-
esting. The mold steel and the coating presence affect the pressure
drop in the cavity.

Figure 9.1 reports the main effects plot for the factors steel sub-
strate and coating presence. The substrate plot shows that the Stavax
steel and the presence of the coating improve the filling performance.
The effect linked to the steel substrate can be interpreted as a result
of a different thermal conductivity of the steel. The presence of the
coating has a slightly higher effect with respect to the substrate. The
mold coating plot shows that the coating presence improves the poly-
mer flow inside the mold cavity, reducing the pressure required by
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Figure 9.1: Main effects plot for the insert-related factors.

Figure 9.2: Interaction plot of the insert-related factors.

the melt to exit the mold. The thin ceramic layer may alter the ther-
mal boundary conditions at the melt/mold interface, delaying the
thermal transfer.

To better assess the effect of these two factors, in Figure 9.2 the inter-
action plot is presented. The plot describes how the coating presence
improves the filling performance for both the selected steels. There-
fore, the delaying effect of the coating adds to the effect of the steel.
From a statistical point of view, the commented interaction is signifi-
cant, with a P-Value lower than 5 % (cf. Table 9.2). The CrN coating
over the Stavax substrate is the best performing setup in terms of
pressure drop, whilst the DLC coating over the H11 steel is the best
performing coating in terms of pressure reduction with respect to the
uncoated solution.
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Source DF Adj SS Adj MS F-Value P-Value

Substrate 1 6574 6574 129 0.000

Coating 1 8378 8378 165 0.000

Thickness 2 217160 108580 2142 0.000

Injection
Speed

5 87671 17534 345 0.000

Substrate
*

Coating

1 442 442 8.71 0.005

Substrate
* Thick-

ness

2 378 189 3.73 0.033

Substrate
*

Injection
Speed

5 2528 506 9.98 0.000

Coating
* Thick-

ness

2 1756 878 17.32 0.000

Coating
*

Injection
Speed

5 63 13 0.25 0.938

Thickness
*

Injection
Speed

10 807 81 1.59 0.148

Table 9.2: ANOVA results for the experimental DoE.



9.2 injection molding results 135

9.2.1 Thermal boundary effect at varying processing conditions

In this section, the thermal boundary conditions’ variations effects
on flow are discussed considering the different used processing con-
ditions. The effect of the coating on the pressure drop can be bet-
ter addressed by comparing the solutions characterized by the same
substrate. Therefore, the results are presented as a percentual drop
decrease of the coated solution against the respective uncoated one.
The coating acts as a thermal resistance in correspondence with the
mold boundary, decreasing the pressure drop inside the mold cavity.

Figure 9.3 shows the percentual pressure drop decrease against the
cavity thickness. At thickness 1.9 mm the two coatings have the same
performance but as the thickness increases, the CrN effect fades away.
Conversely, the effect of the DLC coating is stable.

Figure 9.4 shows the percentual pressure drop decrease against the
injection speed. The trends for both the coatings are roughly flat. The
effect of the injection speed on the performance of the coating is not
as strong as the cavity thickness is. For increasing injection speeds,
the polymer melt experiences more shear causing greater pressure
drops. A stressed flow may trigger thermal phenomena (e.g. shear
heating) that can generate a certain amount of heat near the mold sur-
face. Such conditions can reduce the effect of thermal resistance at the
surface. Therefore, the effect of the coating can show a decrease in in-
tensity for increasing injection speeds. Since the trends are stable, the
eventual presence of shear heating effects does not affect the pressure
results. This conclusion is further confirmed by the high P-Value of
the interaction between the coating presence and the injection speed
(cf. Table 9.2).

The major effect of reducing the thickness is the increase of the
shear strain and shear stress in the cavity, and ultimately of the pres-
sure drop inside the cavity. The higher the pressure inside the cavity,
the more the polymer is pressed to the mold, decreasing the thermal
resistance between the polymer and the mold. An additional insula-
tive layer will cause more visible effects when the polymer is in the
best conditions for heat transfer, pressed to the cavity surface. There-
fore, the performance of the coating should be more visible for lower
thicknesses.

Moreover, the polymer flow is less sensitive to the cooling capa-
bility of the mold when the thickness is high. Indeed, the higher
the thickness, the greater the heat introduced by convection is in the
cavity. This effect adds to the effect of the pressure, increasing the
influence of the coating for lower thicknesses.

From the results, it is possible to note that the DLC-coated solution
performs better even when the cavity thickness is high (cf. Figure 9.3).
Hence, we can note that the DLC-coated solution shows a lower sen-
sibility to the pressure and heat introduced in the cavity.
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Figure 9.3: Percentual pressure drop decrease with respect to the uncoated
solution against the cavity thickness.

Figure 9.4: Percentual pressure drop decrease with respect to the uncoated
solution against the injection speed.
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9.2.2 Pressure drop evolution

An in-depth study of the effect of the coating presence effect at dif-
ferent flow conditions can be done by comparing the flow curves
reported in Figure 9.5. As a first observation of the experimental
results reported on the plot, it has to be noted that the coating pres-
ence is never causing a higher pressure drop. Therefore, the coating
presence does not negatively affect the polymer flow. All the exper-
imental points follow the major effects discussed above against both
the injection speed and cavity thickness.

The difference between the uncoated flow curves (connected by
solid lines) and the coated ones (connected by dotted lines) measures
the coating performance. Figure 9.5 (a) shows that the effect of the
DLC coating is constant throughout the different thicknesses. Indeed,
the DLC flow curves are almost always shifted below the uncoated so-
lution. On the other hand, the CrN results show a shifted trend only
for high pressures (which means low cavity thickness and high injec-
tion velocity) and no coating impact for low pressures (cf. Figure 9.5
(b)).

A threshold pressure can be individuated for the two coatings. The
dashed green line marks the pressure level at which the coating starts
to have an effect on the polymer flow. The threshold pressure is
always referred with respect to the standard flow in the uncoated
solution. The DLC coating shows a threshold pressure of about 110

bar in the study condition (cf. Figure 9.5 (a)). The threshold for the
CrN coating stays at about 170 bar (cf. Figure 9.5 (b)).

The pressure threshold has not to be intended as a property of
the coatings since it is surely dependent on the position of the pres-
sure sensor, the cavity geometry, and the molding conditions. The
threshold has to be intended as a measure of the favorability of the
molding condition for assessing the coating performance. In conclu-
sion, a coating that has a broader range of influence on the flow is
preferable. A deeper analysis of the pressure data has to be carried
out to better explore the phenomena involved in this effect.

9.2.3 Pressure drop evolution during the cavity filling

The experimental setup allows for the study of the master curve, per-
forming the mean of the sensed pressure for each time step. At the
same time, the trend of the standard deviation is proposed (cf. sub-
section 6.2.1). The mean of the standard deviation throughout the
cycle is calculated to give an understanding of the variability of the
curves and never exceeds 6 bar for all the tested conditions.

The high repeatability of the experimental setup allows for the
study of the pressure drop evolution along with the cavity filling.
Figure 9.6 and Figure 9.7 report the pressure signals for the DLC and
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Figure 9.5: Pressure drop results for (a) the H11 and (b) the Stavax substrate
in the uncoated and coated setup. The results are proposed at
the three considered thicknesses (in mm on the key names). The
dashed green line marks the threshold pressure for the coating
effect. The maximum standard deviation is 7 bar.
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the CrN coating against the uncoated setup, respectively. Each figure
presents three plots for the three analyzed cavity thicknesses. The
solid lines represent the uncoated inserts, the dotted ones represent
the coated ones. The signals are truncated as the polymer starts to
exit the mold (i.e. at the end of the filling phase cf. subsection 6.2.1).
Therefore, the difference between the solid and dotted lines at the
truncation point is the pressure drop difference. The stabilized flow
pressure does not present different trends between coated and un-
coated solutions and it is not the object of this discussion.

The vast majority of the pressure curves relative to uncoated in-
serts present a kick (i.e. a discontinuity from the linear behavior) in
correspondence with a certain pressure. This pressure level seems to
be steel and thickness dependent. The H11 steel presents a kick for
almost all the tested conditions, a linear behavior of the solid line is
visible only for the low injection speeds at 2.5 mm cavity thickness
(cf. Figure 9.6 (c)).

The Stavax steel has a linear behavior for thickness 2.5 mm (cf. Fig-
ure 9.7 (c)) and for the low injection speeds at thickness 2.1 mm (cf.
Figure 9.7 (b)). By comparing the results with the ones presented in
Figure 9.5 it can be concluded that the presence of the kick always
corresponds to the existence of a pressure drop difference between
the inserts.

When the mold is coated the pressure never shows a kick. Both
the steels present the kick phenomenology, but it never occurs for the
coated solutions. Therefore, it can be noted that the beneficial effect
of the coatings is the ability to inhibit kick formation.

9.2.4 Skin layer formation effect on pressure

The kick (i.e. the increase in the pressure gradient) can be regarded as
a sudden change in the flow conditions inside the mold cavity. Simi-
lar changes of a pressure trend can be found when, during flows into
regular channels, the flow section rapidly reduces. The cavity section
object of the study has a constant section. However, the reducing-
section analogy can help an interpretation of the phenomena. When
a hot polymer melt flowing into a cold cavity touches the mold wall
it freezes forming the so-called skin layer (cf. subsection 2.1.1).

The skin layer formation depends on the local temperature of the
outer polymer layer (i.e. polymer contact temperature). This temper-
ature is difficult to measure and predict. It depends on the temper-
ature of the melt, of the mold, and on the thermal flow between the
polymer and the mold. In particular, the polymer contact tempera-
ture is correlated to the balance between heat convection from the
injected polymer and heat conduction through the mold. The under-
standing of the evolution of the contact temperature puts the basis
for the comprehension of the skin formation phenomena. Indeed,
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Figure 9.6: Cavity pressure signals of the filling experiments using the H11

and H11 DLC coated inserts. The solid lines refer to the un-
coated insert, the dotted lines refer to the coated insert. The
pressure curves report only the cavity filling phase, the free flow
is omitted for clarity. The results are divided by means of the
cavity thickness: (a) 1.9 mm, (b) 2.1 mm, and (c) 2.5 mm.
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Figure 9.7: Cavity pressure signals of the filling experiments using the CrN
and Stavax CrN coated inserts. The solid lines refer to the un-
coated insert, the dotted lines refer to the coated insert. The
pressure curves report only the cavity filling phase, the free flow
is omitted for clarity. The results are divided by means of the
cavity thickness: (a) 1.9 mm, (b) 2.1 mm, and (c) 2.5 mm.
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in commercial injection molding simulation environments, the skin
thickness is predicted as the temperature drops lower than a certain
threshold.

The section constriction may be interpreted as a sudden increase in
skin layer thickness (cf. Figure 9.8). In this study, the semi-crystalline
PET used for the experiments is pushed under shear into a cold cavity.
Therefore, skin formation is surely accompanied by crystallization
phenomena. Considering the typical non-isothermal shearing condi-
tions of the injection molding process, shear-induced crystallization
and thermal crystallization occur simultaneously. The crystals layer
formation occurs after a certain time, which can be regarded as in-
cubation time. The incubation time is schematized in Figure 9.8 as
an offset between the skin and the crystal layer positions. The effect
of the incubation time is also visible on the obtained pressure curves,
where the first part of the linear trend of the pressure is equal be-
tween the coated and uncoated inserts. After a certain time, thermal
and shear-induced crystallization starts. Indeed, from the results, it
is possible to detect the consequences on the kick position of both the
aforementioned crystallization processes.

• The shear-induced crystallization depends on the shear stress
and the strain accumulated by the polymer (cf. subsection 2.4.2).
The kick is indeed shifting back for increasing shear rates. This
effect can be seen by comparing the master curves taken at the
same thickness in Figure 9.7 for CrN and in Figure 9.6 for DLC.
By increasing the injection speed, the polymer melt shear rate
grows, and the time the kick occurs shifts backward.

• The thermal crystallization effect can be seen by comparing the
master curves obtained at different thicknesses. As the thick-
ness increases, the heat introduced by convection by the poly-
mer inside the cavity increases. Therefore, the polymer close to
the mold wall is subjected to minor cooling. Indeed, the kick
shifts to higher injection times when increasing the mold cavity
thickness, until no kicks are present in the master curve at all.
Low local temperatures of the polymer can trigger crystalliza-
tion phenomena that locally increase enormously the viscosity.
The temperature has been individuated as a major cause of the
reduction of crystallization induction times. The coating acts as
an insulator avoiding the temperature drop of the polymer and
subsequently increasing the crystallization induction times. The
crystallization effect of pressure is then avoided when a coated
inset is present.

The effect of the coating presence can therefore be linked to a de-
lay of thermal flow between the melt and the mold. Higher contact
temperatures inhibit the fast crystals nucleation and shift the kick to
longer injection times.
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Figure 9.8: Scheme of the polymer melt flow in an injection mold cavity.
The interpretation of the crystal layer formation is schematized,
introducing an offset between the skin and the crystal layer to
include the effect of the incubation time.





10 H I E R A R C H I C A L T E X T U R I N G

E F F E C T S O N F I L L I N G F LO W

The second approach named in this work to modify the filling flow
during injection molding operations is surface texturing. As dis-
cussed in section 2.3, mold surface morphology modification can
interfere with the interactions between the mold and the polymer
macromolecules that come are exposed to the cavity surface.

In this work, the effect of hierarchical mold textures obtained through
ultrafast laser texturing on filling flow is studied exploiting a semi-
crystalline PET (cf. subsection 6.4.4). The mold structures are in
the micro and nanoscale. The polymer flow is studied exploiting an
open-flow cavity mold.

10.1 experimental approach

The most promising textures obtained through ultrafast laser irradi-
ation in the process parameters optimization work (cf. chapter 8)
were machined onto mold inserts to perform injection molding ex-
periments. A DoE for the injection molding experiments was set to
study the effect of different mold surfaces textures on the pressure
drop of the polymer melt in the cavity. Two nanostructured patterns,
a microstructure, and the hierarchical structures have been obtained
by the combination of the two pattern levels (cf. section 8.6).

Globally, 6 mold inserts were exploited for the study (nanostruc-
tured IR and GR, microstructured, hierarchically structured with nanos-
tructure IR and GR, and a smooth setup for comparison). The ripples
and the microstructures are both aligned to the direction of the poly-
mer melt flow in the cavity. The injection molding experiments were
carried out at typical industrial processing conditions varying the in-
jection flow rate (from 200 to 600 mm/s) and cavity thickness (1.5
and 1.0 mm) in order to study different flow regimes. The experi-
mental DoE comprised four factors: the presence of microstructures
and nanostructures, the injection speed, and the cavity thickness, for
2 x 3 x 3 x 2 levels, respectively (cf. Table 10.1).

The injection molding experiments were carried out at a melt and
mold temperature of 300 °C and 15 °C, respectively. The effects of
the mold textures were studied by analyzing the whole pressure sig-
nal obtained with the sensor. The molding cycle was stabilized per-
forming 20 cycles before the first data collection and sampling one
pressure curve every three injections. For each molding condition, 10

cycles were collected. From the signals obtained by these repeated
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Factor Level 1 Level 2 Level 3 Unit

Microstructure Yes No
Nanostructure GR IR No
Thickness 1.45 1 mm

Injection

Speed

200 400 600 mm/s

Table 10.1: Mold inserts textures and injection molding parameters for the
experimental DoE.

measures, it was possible to create a master curve, computing the
arithmetical mean (cf. subsection 6.2.1) to study the repeatability of
the experiment.

10.2 injection molding results

The injection molding experimental results indicate that the polymer
flow in the open slit die is sensible to the mold surface morphology.
The results of the molding experiments were analyzed in terms of
resulting pressure drop using the analysis of variance (ANOVA). The
pressure drop is defined as the pressure sensed at the sensor location
when the polymer starts to flow out of the mold, which is the point
of separation between the filling flow of the cavity and the free flow
out of the mold (cf. subsection 6.2.1).

In Table 10.2 the results for the single factors and the second-order
interactions are reported. The ANOVA test is performed on the cav-
ity pressure drop results. In this work, a confidence level of 5 % was
selected. All factors or interactions below the 5 % level of confidence
were eliminated. All the single factors have statistically significant
interaction with the selected response variable. However, the nanos-
tructure presence P-value is much higher than the others. In addi-
tion to that, the interactions of the nanostructure presence with the
injection molding parameters (i.e. cavity thickness and injection ve-
locity) are not statistically significative. Therefore, the nanostructure
presence does not have a major influence on the pressure results. It is
interesting to note that the interaction between the nanostructure and
the microstructure factors is statistically significative. This statistical
consideration is linked to the combined effect of the two factors, that
is the effect of having a hierarchical texture.

From the main effects plot presented in Figure 10.1, it is possible to
note that the cavity thickness strongly outperforms the other factors.
This was an expected result, as the cavity thickness diminished by
about 30%. A more in-depth analysis of the results was carried out
by dividing the DoE into two sets of experiments. The first is the
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Figure 10.1: Main effects plot for the DoE factors.

set of experiments carried out at 1.45 mm thickness, the latter was
carried out at 1.00 mm cavity thickness.

10.2.0.1 1.45 mm cavity thickness

The ANOVA tests were applied to the 1.45 mm thickness subgroup
of experiments. The results are reported in Table 10.3. The test was
carried out using the same approach as the global one. The results
readily show that the only significant factor for the mold texture is
the microstructure presence. Moreover, the microstructure and nanos-
tructure interaction does not result statistically significative. From a
processing perspective, the results mean that the presence of nanos-
tructures is not sensed by the polymer melt flowing inside the cavity.

Figure 10.2 reports the main effects plot for the factors injection
speed and microstructure presence. The effect of the injection speed is
obvious. The microstructure presence induces a reduction of the pres-
sure drop. The pressure results of the smooth and microstructured
solutions are reported in Figure 10.3. The plot reports the percentage
of pressure drop reduction linked to the microstructures’ presence.
The maximum pressure drop reduction is 2.6 % at 200 mm/s injec-
tion speed.

10.2.0.2 1.00 mm cavity thickness

The ANOVA tests were also applied to the 1.00 mm subgroup of ex-
periments. The results are reported in Table 10.4. The test was carried
out using the same approach as the others. At this low thickness, the
nanostructure presence is a statistically significative factor. Moreover,
the interaction for microstructure and nanostructure results statisti-
cally significative, highlighting the importance of the hierarchical tex-
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Source Adj SS Adj MS F-Value P-Value

Microstructure 1919 1919 189 0.0000

Nanostructure 74 37 4 0.0420

Thickness 923727 923727 90969 0.0000

Injection
Speed

46659 23330 2298 0.0000

Microstructure
* Nanos-
tructure

267 133 13 0.0000

Microstructure
* Thickness

434 434 43 0.0000

Nanostructure
* Thickness

322 161 16 0.0000

Thickness *
Injection

Speed

528 264 26 0.0000

Table 10.2: ANOVA results for the experimental DoE.

Figure 10.2: Main effects plot for the factors at thickness 1.45 mm.

Source Adj SS Adj MS F-Value P-Value

Microstructure 264,1 264,1 17,98 0,001

Injection
Speed

27156,6 13578,3 924,09 0,000

Table 10.3: ANOVA results for the experimental DoE.
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Figure 10.3: Pressure drop results plot at thickness 1.45 mm. The maximum
standard deviation is 2 bar. The percentual decrease of the
pressure drop is reposted as grey bars.

Figure 10.4: Main effects plot for the factors at thickness 1.00 mm.

ture. Therefore, at low thickness, the micro and nano morphology of
the mold induce effects of the polymer flow.

Figure 10.4 reports the main effects plot for the factors injection
speed, microstructure, and nanostructure presence. The effect of the
injection speed is obvious. The microstructure presence induces again
a reduction of the pressure drop. The GR nanostructure is effective in
facilitating the polymer flow in the cavity. The IR nanotexture does
not show flow improvements, the improvements seem to be mainly
linked to the presence of the microstructure. The pressure results of
the smooth and microstructured solutions are reported in Figure 10.5.
The bar plot reports the percentage of pressure drop reduction linked
to the microstructures and nanostructures presence. The maximum
pressure drop reduction is 4.2 % at 400 and 600 mm/s injection speed.
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Figure 10.5: Pressure drop results plot at thickness 1.00 mm. The maximum
standard deviation is 3 bar. The percentual decrease of the
pressure drop with respect to the smooth insert is reported in
the bottom bars plot.

Source Adj SS Adj MS F-Value P-Value

Microstructure 2089 2089 223 0.000

Nanostructure 336 168 18 0.000

Injection

Speed

20031 10015 1071 0.000

Microstructure

* Nanos-

tructure

251 126 13 0.001

Table 10.4: ANOVA results for the experimental DoE.
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10.2.1 Effects of laser-induced texture on polymer flow

The effects of the mold surface texture on the polymer flow are more
visible for severe flow conditions (i.e. with low cavity thickness and
high flow rate). The results show that the hierarchical texture that ex-
hibits the larger difference between the micro- and the nano-periodicity
produces the lowest cavity pressure drop. The best performing tex-
ture is the one presenting the higher difference between the periodic-
ities of the two patterns (i.e. the Micro+GR), showing a cavity pres-
sure drop reduction of 4.2 %. The microstructure has an effect on
flow, showing a reduction of 2.0 % at 1.00 mm thickness and 2.6 %
at 1.45 mm thickness. Therefore, at low thickness, the presence of
the GR nanotexture further improves the texture impact. The result
is consistent with the improved effect of hierarchical structures with
respect to the single-pattern ones.

The experimental observations are consistent with the phenomenol-
ogy of the polymer wall slip. As polymer melt flowing over solid
boundaries exceeds a certain wall shear stress threshold it violates
the classical no-slip boundary condition of fluid mechanics. The
phenomenon is called wall slip and it is characterized by three slip
regimes: (i) weak slip (occurs at low shear stresses) (ii) stick-slip
regime and (iii) strong slip regime (cf. section 2.3). This last regime is
characterized by large slip speeds that modify the speed profile into
a near plug flow profile, macroscopically affecting the polymer flow
resistance into the injection mold cavities. The surface texture pro-
motes wall slip lowering the strong slip wall shear stress threshold.
A smooth surface offers more attachment points to the melt than a
hierarchical one. The fewer are the chains that are linked to the mold
(i.e. have an absorbing atom in the mold) the less are the interactions
between the mold and the polymer. The results suggest that the sur-
face is functionalized through LIPSS in the sense that it has fewer
interactions with the melt, promoting slip.
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11 PA R T F U N C T I O N A L I Z AT I O N

B Y T E X T U R E R E P L I C AT I O N

Polymers are materials characterized by very different properties that
can be tailored for many applications. Surface functionalization has
emerged as a solution to the needs of various stakeholders. Func-
tional surfaces find application as self-cleaning parts, scaffolds, tis-
sues, optical parts, and anti-icing parts, in friction reduction, and in
the engineering of injection mold surfaces section 4.4. All these ap-
plications generated an increasing demand to develop reliable and
cost-effective mass manufacturing technologies for polymer surface
replication.

Surface functionalization can be achieved by tailoring the surface
chemistry or the surface topography. In this work, the morphology of
the mold surface is textured to achieve functionalization of the plas-
tic part through texturing. The replication of textured mold surfaces
is challenging since the injected molten polymer tends to solidify
quickly touching the cold mold, hindering the filling of the structures,
especially when those are on the micro- or nanoscale. Replication is
influenced by process parameters and mold design (cf. chapter 3).

This work focuses on the study of a process chain for manufactur-
ing functional submicron-structured plastic parts through injection
molding. Different mold surface textures are obtained on steel using
a femtosecond laser source. The mold surface-induced patterns are
then replicated by microinjection molding of different thermoplastic
resins. Texture design, laser processing, and the wettability of parts
are studied to optimize the manufacturing process as well as the func-
tionality of the parts.

11.1 experimental approach

The proposed process chain accomplishes the plastic part functional-
ization through three fundamental steps.

1. Mold and texture design.

2. Mold preparation.

3. Ultrafast laser texturing of the mold cavity inserts.

4. Replication of the mold surface through micro injection mold-
ing.

155
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Figure 11.1: Schematics of the process chain exploited to functionalize plas-
tic parts.

The process chain (cf. Figure 11.1) was validated by characterizing
the micro injection molding process capability of replicating different
mold patterns. The process performance was evaluated considering
the functionality of the manufactured plastic parts. The experimental
approach followed a three-step scheme.

• Creation of 4 different surface textures on mold inserts by ultra-
fast laser texturing.

• Formulation and execution of a DoE for the microinjection mold-
ing experiments.

• Characterization of the obtained plastic parts by means of the
wetting performance.

The DoE comprised the polymer material and the mold tempera-
ture as factors. The design has 2x9 levels (cf. Table 11.1). The ob-
tained plastic parts replicated texture was characterized using AFM
and the part functionality was characterized through water contact
angle measurement (i.e. wetting characterization).

Several injection molding parameters were kept constant along with
the experiments. In Table 11.2 the melt temperature, back and switch
over pressure, injection speed, packing time, and cooling time are
summarized for the two polymers object of the study. The cooling
time varied between 10 s (used only for 40°C mold temperature) and
100 s depending on the mold temperature. Variotherm injection mold-
ing was carried out at highest mold temperatures to allow for part
ejection.

11.2 mold inserts textures

The mold insert textures are characterized by patterns presenting dif-
ferent pitches. The induction of different periodicities was carried
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Factor Polymer Mold Temperature

Unit C

Level 1 PS 40

Level 2 PMMA 50

Level 3 60

Level 4 70

Level 5 80

Level 6 90

Level 7 100

Level 8 110

Level 9 120

Table 11.1: Polymers and injection molding parameters for the experimen-
tal DoE.

Parameter Unit PS PMMA

Melt
temperature

°C 235 255

Back pressure MPa 5 2

Switch-over
pressure

MPa 80 82

Injection
speed

mm/s 110 110

Packing
pressure

MPa 45 50

Cooling time s 10 10

Table 11.2: Polymers and injection molding parameters for the experimen-
tal DoE.
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Insert Tilt angle γ ΛHigh γ ΛLow Regularity

A 0 6 3 90%
B 10 6 2 82%
C 20 7 4 74%
D 30 9 4 69%

Unit deg deg deg

Table 11.3: Regularity and dispersion angle results for the ultrafast laser
induced patterns on the four inserts of the study.

out by changing the inclination of the laser beam over with respect to
the normal to the insert surface (i.e. Beam Inclination Angle – BIA).
The SEM micrographs of the four textures are reported in Figure 11.2.
The texture periodicities were found through 2D FFT of the SEM mi-
crograph (cf. section 7.2). The patterns obtained at BIA higher than
0 degrees show a double pitch. The values of the spatial pitches are
reported below the SEM micrographs in Figure 11.2.

The pitches (Λ) measured through the SEM image processing closely
follow the theoretical formulation [178].

ΛLow,High =
ǫ · λ

1 ± sin(BIA)
(11.1)

Where λ is the laser beam wavelength and ǫ is the loss factor to
account for the reduction of the spatial LIPSS pitch with respect to
the laser wavelength [163]. In Figure 11.3, the experimental spatial
pitches are compared to the predicted ones.

11.2.1 Pattern quality

The pattern regularity and homogeneity were evaluated through the
2D FFT for the four textures (cf. section 7.2). Table 11.3 reports the
results of the consistency of the ripple pitch perpendicularly to the
ripple direction (i.e. regularity) and the presence of ripple bifurcation
along the ripple direction, measured through the dispersion angle γ.

It can be observed that pattern regularity decreases as the BIA in-
creases. This can be related to the interference phenomena occurring
on the surface during the short pulse irradiation durations, and the
formation of irregular intermediary ripples in-between the primary
periodic structures. This trend has also been confirmed by the disper-
sion angle increase along with the increase in BIA.

11.2.2 AFM results

The AFM analysis allowed a quantitative characterization of the in-
serts’ topographies; in particular, the aspect ratio of the induced rip-
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Figure 11.2: SEM micrographs of the four mold inserts of the study. Below
the pictures the figure reports the spatial pitches of the LIPSS.
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Figure 11.3: Comparison between the measured and predicted spatial
pitches. The lines (i.e. model high and low) refer to the equa-
tion solutions, the dots are the experimental values.

Insert BIA Aspect Ratio

A 0 0.31

B 10 0.46

C 20 0.46

D 30 0.15

Unit deg

Table 11.4: Regularity and dispersion angle results for the ultrafast laser
induced patterns on the four inserts of the study.

ples has been evaluated. Since the surface structures sizes are not
linked to any tooling size, an areal parameter was exploited to es-
timate the structure’s height. The Abbot-Finestone curve has been
evaluated for each 10x10 µm acquired topography (cf. section 7.3).

The core height (Sk) was calculated to estimate the height of the
structures and the aspect ratios. The obtained aspect ratios are re-
ported in Table 11.4. The insert B is the one that presents a higher as-
pect ratio value. Aspect ratio is one of the most important parameters
affecting the replication effectiveness of the mold structures. High as-
pect ratios lead to replication issues chapter 3. To thoughtfully char-
acterize the micro injection molding process replication capabilities,
the insert showing the higher aspect ratio (i.e. insert B) was exploited
for the experiments.

11.3 replicated parts textures

The SEM analysis of the replicated plastic parts was carried out with
the aim of qualitatively assessing the replication homogeneity along
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Figure 11.4: Replicated structure heights for PMMA and PS parts. The blue
line and shadow area represent the mold structure height and
standard deviation, respectively.

the insert surface. The SEM micrographs show the absence of signif-
icant defects and that the LIPSS are replicated homogeneously over
the entire insert area.

The replicated plastic topographies were characterized on 10x10

µm areas. The obtained point clouds were processed using the Abbott-
Finestone curves method to obtain the core height (Sk). Figure 11.4
shows the achieved polymer structures height with respect to the
mold structures height. The plot shows the replication variation for
the two polymers at increasing mold temperatures. The PMMA ex-
hibit higher replication fidelity than the PS. Moreover, the effect of
mold temperature was analyzed, indicating that, as expected, higher
mold temperatures lead to higher replications.

11.3.1 Mold temperature effect

The effect of mold temperature was different for the two resins. When
molding PMMA, the effect of increasing mold surface temperature
was more significant than for PS. This could be related to the tem-
perature dependency of PMMA polymer melt viscosity. In fact, as
the hot melt touches the cold mold, it quickly cools down and its
viscosity increases significantly. The rise in viscosity depends on
the polymer/mold thermal boundary and polymer properties. Fig-
ure 11.5 compares the Newtonian viscosity for the two polymers as a
function of temperature. The behavior of the two polymers intersects
around 210 °C, which is below both melt temperatures. Thus, during
molding, PMMA has a higher melt viscosity than PS. The replication
phenomena for PMMA starts with a lower melt viscosity and, as the
polymer cools down in contact with the mold, increases more rapidly
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Figure 11.5: Zero shear viscosity dependance on temperature for PMMA
and PS. The viscosity at the melt temperatures used in the in-
jection molding experiments are marked.

its viscosity. This explains the smaller replication obtained when us-
ing PMMA at low mold temperatures and the higher sensitivity to an
increase of mold temperature.

11.4 functionalization results

The analysis of the contact angles indicates that the wetting properties
of plastic parts were affected by the replicated sub-micron structures.
Due to the anisotropy of the textured surface, the drop has an ellip-
soidal shape. To account for this effect, the contact angle along with
two directions (cf. section 7.4) was measured. The results reported
in Figure 11.6 show that the parallel angle assumed higher values
than the perpendicular one, indicating that water drops spread easier
along the ripples. The maximum water contact angle increase was
about 20% for PMMA and 17% for PS with respect to the smooth
part.

The two polymers showed different wetting properties as a func-
tion of the mold temperature. Indeed, molding PMMA at a higher
temperature substantially improved the functionalization of the sur-
face (cf. Figure 11.6 (b)). In particular, the most significant contact
angle increase (i.e., 17%) was observed when increasing the temper-
ature from 60 to 70 °C. This allowed the identification of a threshold
value above which increasing the mold temperature did not yield
significant variations in part functionality. Conversely, the wetting
properties of the PS molded part did not indicate any substantial ef-
fect of the mold temperature in the investigated range (cf. Figure 11.6
(a)).
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Figure 11.6: Conact angle measurements results for (a) PS and (b) PMMA.
The results are repored for both the parallel and orthogonal
configurations, with respect to the LIPSS direction (cf. sec-
tion 7.4).



164 part functionalization by texture replication

11.4.1 Replication and functionalization results comparison

The plot in Figure 11.7 compares the polymer replication grade of
submicron structures and the functionalization grade. The compari-
son is carried out by calculating two performance evaluators.

• The replication degree expresses the ratio between the height of
the structures on the polymer part and the depth of the mold
structures.

• The functionalization degree describes the contact angle gain
for the textured plastic parts with respect to the smooth ones as
a percentage.

For parts molded with PS, the degree of functionalization and repli-
cation follows the same trend, showing similar results for all tested
mold temperature values (cf. Figure 11.7 (a)). Conversely, when
molding PMMA at low mold temperature, the higher melt viscos-
ity leads to lower replication. In this condition, water droplets have
similar behavior as when they were deposited onto a smooth surface.
The results are de facto showing that the surface was not yet func-
tionalized (cf. Figure 11.7 (b)). As the mold temperature increases,
the replication grade increases, and the surface becomes more hy-
drophobic. The further increase of mold temperature beneath the
glass temperature (Tg) of the polymers leads to an increase in repli-
cation accuracy that is not followed by the wetting properties of the
surface.
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Figure 11.7: Replication and functionalization degree comparison for the
two studied polymers: (a) PS and (b) PMMA.





12 M O L D P R O P E R T I E S E F F E C T

O N R E P L I C AT I O N

As it was experimentally demonstrated (cf. chapter 11), the replica-
tion of submicron surface structures by microinjection molding is a
crucial factor in achieving advanced functionalities in mass-produced
plastic products. One of the most promising sectors for the applica-
tions of functionalized devices is the medical industry. A range of
synthetic bio-based polymers has been developed for the production
of temporary scaffolds for regenerative medicine and tissue engineer-
ing. Among the different biocompatible and resorbable polymers,
polylactic acid (PLA) and its copolymers are the most widely utilized.

Microinjection molding is one of the most cost-effective technolo-
gies for the production of submicron-structured scaffolds (cf. sec-
tion 3.1). The mold structure’s replication fidelity depends on poly-
mer, process, and mold properties. Several process variation to the
conventional microinjection molding process has been proposed in
order to obtain the desired replication degree (cf. chapter 3).

This experimental work focuses on the study of the replication fi-
delity of laser-induced submicron texture onto different biopolymers.
The polymer, mold, and process properties were changed throughout
the experiments. The molded texture was coated to change the chem-
ical properties of the mold. The thermal effects during replication
were experimentally studied over different mold temperatures.

12.1 experimental approach

The study of the mold properties’ effect on the replication of differ-
ent biopolymers was carried out using the microinjection molding
setup described in subsection 6.2.2. The experimental campaign con-
siders variations of mold surface properties, mold temperature, and
polymer properties. A general full factorial Design of the Experiment
plan was designed to define the injection molding experimental tests.
The two considered biopolymers are benchmarked with a commer-
cial PP. A deep characterization of the polymer, of the morphological
properties of mold and part textures, and of the wetting properties of
the polymer on the Al2O3 coated and uncoated mold.

• Polymer characterization comprises rheological and thermal char-
acterization through differential scanning calorimetry (DSC) and
a capillary rheometer, respectively.
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Factor Units Level 1 Level 2 Level 3 Level 4

Polymer PP PBAT/PLA PLA
Mold

Temper-

ature

°C 30 60 90 120

Mold

Surface

Uncoated Al2O3

coated

Table 12.1: Mold inserts and injection molding parameters for the experi-
mental DoE.

• Table 12.1 shows the 3 factors and 3x4x2 levels selected for the
injection molding DOE plan. Ten cycles were performed before
collecting the first part to ensure the stability of the process. For
each molding condition, five samples were collected for topog-
raphy characterization, one every five cycles.

• Beyond the uncoated and coated mold insert textures, three
parts were considered for each injection molding DOE run for
topography characterization.

• Polymer melts were poured onto smooth uncoated and Al2O3

coated inserts to characterize the wetting properties of the poly-
mer onto the mold.

Several injection molding parameters were kept constant along with
the experiments. In Table 12.2 the melt temperature, injection speed,
holding pressure, packing time, and cooling time are summarized for
each studied polymer. The cooling time varied between 10 s and 60

s depending on the mold temperature. Variotherm injection molding
was carried out at the highest mold temperatures to allow for part
ejection.

12.2 characterization of the mold inserts

The mold inserts of the mold designed for replication studies (cf. sub-
section 6.2.2) were characterized by SEM and AFM. The LIPSS are
homogeneous and do not present significant defects (cf. Figure 12.1).
The coated insert does not exhibit any difference from the uncoated
one, confirming the deposition quality of the ALD process.

From the acquired SEM micrographs, the pitch distance between
consecutive ripples and the homogeneity of the pattern were evalu-
ated. The periodicity is 930 nm, with a standard deviation of 30 nm.
The regularity (R) is 82% and the dispersion angle (γ) is 6 deg.
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Parameter Unit PP PLA PBAT /

PLA

Melt Tem-
perature

°C 230 220 220

Injection
Speed

mm/s 150 150 150

Holding
Presssure

bar 260 260 260

Packing
Time / s

s 10 10 10

Cooling
Time / s

s From 10 s to 60 s

Table 12.2: Polymer-dependent injection molding parameters for the exper-
imental DoE.

Figure 12.1: SEM micrographs of the textured surfaces on the steel mold
insert at (a) 24000X and (b) 4000X.
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Supplier,

Grade

Material Melting

Tempera-

ture

Crystallization

Onset

Tempera-

ture

Shear Rate

Threshold

Baseline,
Pro-fax 702

Isotactic
PP

169 116 150

Natureworks,
NW3052D

PLA 156 118 5

Biofed, BF
MV

GP1025

PBAT/PLA
blend

172 118 10

Unit C C s−1

Table 12.3: Characterized thermal properties for the selected polymers.

12.2.1 AFM characterization

Quantitative characterization of the inserts’ topography was carried
out through AFM measurements. In particular, the acquired point
clouds were exploited to evaluate the height of the structures. The
AFM measurements showed comparable dimensions on the uncoated
and coated inserts. The average depth of the ripples was 250 nm, with
a standard deviation of 30 nm. therefore, the LIPSS mold topogra-
phies are characterized by an aspect ratio of about 0.5.

12.3 biopolymers characterization

The thermal and rheological properties of the selected resins were
deeply characterized to study the polymer properties’ influence on
replication.

12.3.1 DSC characterization

Table 12.3 reports the melting and crystallization temperatures for
the different polymers, as observed from heat flow peaks in the DSC
curves (Figure 12.2) [179]. By fitting two straight lines on the DSC
curve, one before (i.e. at higher temperatures) the crystallization peak
and the second after (i.e. at lower temperatures) the peak onset. The
no-flow temperature (NFT), that is the temperature at which a molten
polymer that is driven by a pressure gradient ceases to flow due to
the increase of its viscosity, was determined at the intersection of the
two lines [180].
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Figure 12.2: Line fitting of the melting and crystallization peak onset for (a)
PP, (b) PLA, and (c) PBAT/PLA.
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Figure 12.3: Shear-thinning behavior of the selected polymers at (a) 200°C
and (b) 180°C.

12.3.2 Rheological characterization

The rheological properties of the selected resins were examined through
a capillary rheometer. The effect of shear rate and the temperature
was tested to obtain the experimental data to fit the Cross-WLF model
subsection 6.4.1. The bio-based polymers have been engineered by
the producers to be a green alternative to polypropylene. In conse-
quence, it may be expected that the rheological properties do not dif-
fer much from the ones of PP. Figure 12.3 show that the biopolymer
properties have similar behavior to the benchmark PP.

12.3.3 Polymer melt wetting characterization

The wetting properties for the different polymers are reported in Ta-
ble 12.4. The tests were performed on smooth uncoated and Al2O3

coated samples subsection 6.4.3 at the injection molding melt temper-
ature. The samples and the injection mold inserts share the same
steel. The results indicate that, compared to PP, the bio-based poly-
mers have reduced interaction with both the uncoated and coated
mold surface. Moreover, the effect of the coating on the contact angle
is more significant for the bio-based polymers.

12.4 injection molding replication results

The results of the AFM topographical characterization (cf. section 7.3)
were analyzed using the analysis of variance (ANOVA). A signifi-
cance level of 5% was selected, eliminating the factors and the interac-
tions that have a lower confidence level. The DOE plan (cf. Table 12.1)
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Substrate Polymer Contact Angle Unit

PP 10 deg
Uncoated PBAT/PLA 105 deg

PLA 90 deg

PP 11 deg
Al2O3 PBAT/PLA 98 deg

PLA 105 deg

Table 12.4: Contact angle for the polymer melts measured over the un-
coated and Al2O3 coated mold surface. The maximum standard
deviation of the measurements was smaller than 2°.

Source Adj SS Adj MS F-Value P-Value

Polymers 13011 6506 25.27 0.000

Mold Tem-
perature

38682 12894 50.08 0.000

Polymers *
Mold Tem-
perature

6092 1015 3.94 0.002

Table 12.5: ANOVA results for the experimental DoE.

was initially evaluated considering the obtained p-values, reported in
Table 12.5. The selected response variable is Sk, resulting from the
Abbott-Finestone curve associated with the surface topography.

The mold temperature, the polymer type, and their interaction are
significant factors, while the mold surface properties and their interac-
tions have been eliminated. Therefore, the effect of the mold coating
on replication is confounded. In Figure 12.4 the main effects plot for
the polymer type and the mold temperature are proposed. The effect
of the mold temperature is obvious. The PBAT/PLA blend shows a
higher overall replication height with respect to the other two resins.

The interaction plot showed in Figure 12.5 further clarifies how
the PBAT/PLA blend outperforms the other two resins in replicating
the mold structures. It is interesting to note that at 120 °C mold
temperature, the three resins reach substantially the same level of
replication. At this temperature, the polymers essentially reach the
complete replication of the mold micro and nanostructures.

The completeness of discussion, on Figure 12.6 the whole exper-
imental Sk results are proposed. The effects of the two significant
factors are clearly visible from the plot. As expected from the statisti-
cal analysis, the comparison of the results obtained with and without
the coating does not reveal any interesting trend. Again, the three
resins achieve the same Sk height at the higher mold temperature.
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Figure 12.4: Main effect plots for the DOE plan considering Sk as the re-
sponse variable.

Figure 12.5: Interaction plot for the mold temperature and resin type fac-
tors.
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Figure 12.6: Experimental results of the biopolymers replication at the se-
lected mold temperatures for the (a) uncoated and (b) Al2O3
coated texture. The structure height is evaluated as the core
height Sk.
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13 M O D E L I N G O F T H E F I L L I N G

F LO W

In the micro and thin-wall injection molding process, the polymer
flow is inherently transient, and it is characterized by a free sur-
face moving through a narrow cavity. The filling melt experiences a
deeply non-isothermal shearing flow. At the polymer/mold interface,
the temperature profile is characterized by a marked discontinuity
due to the very different temperature values. The thermal phenom-
ena between the cold mold and the hot polymer melt are complex
and depend on mold material properties and process characteristics.

Injection molding simulation models use the Heat Transfer Coef-
ficient (HTC – cf. subsection 2.1.2) to model this discontinuity and
predict the heat transfer rate. The reliability of the temperature and
pressure profiles in the cavity relies on the accuracy of this value.
Typically, in simulation environments, the HTC value ranges between
2000 and 5000 W/(m2°C).

The accurate description of the thermal phenomena occurring at
the mold wall and of the effects of ceramic mold coatings can open
new possibilities, improving the design phase, the performance of
the mold in its operating life, and the performance of the produced
plastic (e.g. reducing the material intensity of the part cf. chapter 2).

13.1 modeling approach

The objective of the work is to get an accurate filling flow description
through the identification of a value of HTC that fits the numerical
model to the experimental values. The thermal modeling of the poly-
mer mold interface will be carried out in uncoated and coated con-
ditions. The obtained HTC value can be used to get more accurate
predictions of the mold coating effect on applications-related part ge-
ometries. Indeed, the experimental results collected using a simple
cavity geometry can be translated through simulation onto more com-
plex geometries. The case study considered in this work is a filter case
for water treatment.

The effect of the mold coating is captured through an inverse analy-
sis to numerically estimate the thickness reduction achievable for the
case study. The experimental data exploited to calibrate the numeri-
cal model are described in chapter 9. Autodesk Moldflow, a commer-
cial simulation software, was exploited for numerical injection mold-
ing simulations. The modeling approach followed a series of numeric
and optimization steps.
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• Preliminary numerical simulations were carried out to evaluate
the range of HTC that allowed the modeling of the range of
the experimentally collected pressure drops. All the process pa-
rameters, geometry, and material properties, and characteristics
were kept constant, with the only exemptions of the HTC value
and the injection flow rate.

• To reduce the computational time, an Artificial Neural Network
(ANN) was created to replace the numerical model (direct model).
The inputs for the ANN were created by performing numeri-
cal simulations changing the HTC with small steps (i.e. 100

W/(m2°C)). The same procedure was carried out for the differ-
ent injection velocities involved in the experimental study.

• The training of the ANN was carried out using the Levenberg-
Marquardt backpropagation for all the simulation runs performed
with the direct numerical model.

• The ANN was then exploited to reproduce the results of the
direct simulation model locally. The inverse analysis was per-
formed using the ANN to continuously changing the HTC in-
put and quickly evaluating the error between the experimental
and calculated pressure drop values. A genetic optimization al-
gorithm (MOGA-II) was exploited to automatically minimize
the pressure error between the experimental pressure values
and the numerical predictions over the six considered injection
velocities.

• The optimization algorithm outputs are uncoated and coated
HTC values.

• The case study part was designed with a nominal wall thickness
of 4 mm (cf. Figure 13.1). Numerical simulations are carried out
to individuate the best set of process parameters for molding
the plastic filter with PET. The aim of the optimization was to
get the lowest injection pressure to completely fill the whole
part.

• The last step consists of estimating the thickness reduction al-
lowed by the mold coating. The simulations were performed
with decreasing part thickness on the coated and uncoated cases.
For each geometry, the optimization of the process parameters
was carried out. The thickness reduction is ultimately evaluated
as the difference between the coated and uncoated simulations
showing the same maximum injection pressure.
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Figure 13.1: PET filter used as a case study for the numerical estimation of
thickness reduction yielded by the mold coating.

13.2 calibration of the heat transfer

Injection molding simulations were performed using a 3D mesh to
discretize the part (cf. Figure 13.2). The elements have a global edge
length of 0.8 mm and an average aspect ratio of 4.65, resulting in a
total of about 35000 tetrahedral elements. The simulations were run
using the polymer flow rate to control filling.

The simulation results were compared to the experimental ones
obtaining the pressure results predicted by the simulation at the node
that has the same location as the pressure sensor in the mold cavity
(cf. Figure 13.2). The pressure drop has been individuated as the
maximum pressure sensed by the node during cavity filling.

The experimental campaign and the model results are compared
in Figure 13.3. The model was calibrated with the DLC coating since
it yielded the highest pressure drop reduction with respect to the
uncoated solution. The resulting HTC values are 5600 W/(m2°C) and
1400 W/(m2°C) for the uncoated and coated surfaces, respectively.

13.3 thickness reduction modeling

The effect of the change in HTC on the plastic part design has been
evaluated using an application-related plastic part. The part is charac-
terized by a relatively long flow length (cf. Figure 13.1). The starting
design is currently produced and has a nominal wall thickness of 4

mm. The thickness value has been selected to guarantee a proper flow
until the very end of fill, which is located at about 314 mm from the
injection location. The end of fill corresponds with the tread, which
has to be accurately molded.
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Figure 13.2: Form left to right: cavity mesh, polymer pressure at the end
of fill, and pressure evolution within filling measured at the
pressure sensor location.

Figure 13.3: Results at 1.9 mm thickness and comparison with the numeri-
cal model results. The errors against the experimental data are
reported as gray bars.
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The HTC values calibrated using the ANN and optimization al-
gorithm were exploited to run the Moldflow simulations and repro-
duced the polymer flow inside the case study cavity. The part ge-
ometry was modeled in the numeric environment using a 3D mesh,
with an edge length of 2 mm and a maximum aspect ratio of 6.3 (cf.
Figure 13.4 (a)). To study the effects of the coating on the thickness re-
duction, parts with thickness varying from the actual 4 mm to 3 mm
were designed. The intermediate steps for the part designs were set
to 0.2 mm, for a total of 6 different designs. All the other geometrical
characteristics were kept constant.

The processing conditions for the numerical model were kept con-
stant through all the mold designs and the mold surface forms. The
only exception is the filling flow rate, which has been exploited as
the leading parameter for the filling phase. The flow rates were op-
timized for each filter geometry and molding condition. This allows
for the effective comparison of the performances of the coating at the
best, and so desirable, processing conditions.

The output value of the numerical simulation has been individu-
ated as the maximum injection pressure, at the gate location. Fig-
ure 13.4 (b) and (c) clearly show the effect of the mold coating onto
the cavity pressure distribution. The pressure and injection flow rates
optimized for each part thickness and mold surface are reported in
Table 13.1. The effect of the mold coating has been interpreted as
the delaying of the skin layer formation. In Figure 13.6 the typical
dependence of the injection pressure on the flow rate is plotted. The
optimal flow rate is found in the correspondence of the minimum
injection pressure. At lower flow rates, the injection pressure rises
as a result of the flow section constriction due to skin formation. At
flow rates higher than the optimal one, the injection pressure rises as
a result of the larger amount of shear experienced by the melt. In
Figure 13.5 the contributions of the skin formation (i.e. flow section
reduction) and of the shear are plotted. The contribution of the shear
has a quasi-hyperbolic behavior against the flow rate. The shear con-
tribution is here represented with a linear behavior. The dashed lines
represent the total injection pressure needed to fill the cavity, which is
the sum of the two contributions. By delaying the skin formation, the
coating delays the skin formation, shifting leftward the thermal curve.
Therefore, the dashed line minimum shifts leftward and downward.
The scheme is presented assuming that the shear curve is the same,
which corresponds to the fact that the cavity geometry is the same.
The presented scheme illustrates the effects that have arisen from the
results in Table 13.1. The optimal injection pressures and flow rates
for the coated solution always show lower values for both variables.
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Figure 13.4: Mesh for the filter cavity at 4 mm nominal wall thickness (a)
and gate placement and pressure distribution at the end of
filling for the 4 mm thick uncoated (b) and coated (c) mold.

Figure 13.5: Scheme representing the thermal and shear contributions to
the injection pressure for an injection mold cavity. The scheme
for the uncoated solution is plotted in blue, the one for the
coated solution in in green.
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Figure 13.6: Typical dependence of the injection pressure on the flow rate
and selection of the optimal rate value.

Uncoated DLC

Part

thickness

Optimal

flow rate

Injection

pressure

Optimal

flow rate

Injection

pressure

mm cm3/s MPa cm3/s MPa

4.0 153.3 20.1 120.8 11.5
3.8 175.6 25.6 124.4 14.3
3.6 193.9 32.8 129.5 18.2
3.4 203.0 42.0 138.6 23.7
3.2 214.4 51.8 151.0 31.3
3.0 230.8 61.6 157.1 40.5

Table 13.1: Optimized injection pressure and flow rates as a function of the
part nominal thickness and the mold surface conditions.
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Parameter Uncoated Coated Unit

a 19400 18100 MPa

b -1.14 -1.27 mm−1

R2 0.995 0.998

Table 13.2: Data-fitted coefficient values for the unocated and coated mold
setup. The R2 values are reported to assess the goodness of fit.

Figure 13.7: Injection pressure for the different considered part geometries
and exponential data fitting (i.e. dashed lines) of the coated
and uncoated trends.

13.3.1 Reduced thickness design

Figure 13.7 compares the numerical results for the different part ge-
ometries in terms of injection pressure. The trends for the uncoated
and coated surfaces have been fitted using an exponential equation.
The best fits follow the equation:

Pinj = a · eb·t (13.1)

Where t is the part nominal thickness and the a and b values are
data fitted coefficient and have the scores presented in Table 13.2. The
thickness of the coated-processed part can be found by inverting and
solving the equation relative to the coated mold using the injection
pressure required for the original 4 mm thick design. Hence, the
potential part thickness reduction yielded by the presence of the mold
coating is 0.46 mm. Such thickness reduction corresponds to reducing
by 8% the material consumption.



14 M O D E L I N G O F

R E P L I C AT I O N

Microinjection molding is one of the most cost-effective processes for
the replication of microstructures on plastic parts (cf. chapter 3). The
surface structure’s replication capabilities depend on a wide range of
factors that belong to the polymer properties, processing conditions,
and mold characteristics. When considering micro- and nano-scale
polymer replication, the flow of the melt is characterized by the onset
of scaling issues that are still hindering the modeling efforts. Com-
mercial software can not reach sufficiently thin mesh sizes to model
the polymer flow into mold microstructures. In the literature, analyti-
cal models have been developed to predict the flow behavior and the
replication quality in microinjection molding (cf. section 3.4).

Overall, the proposed models well predict the polymer flow behav-
ior but also present some limitations for the analysis of submicron-
scale systems. Current polymer micro-scale replication models lack
accuracy, and they do not provide a comprehensive description of
polymer/mold interface interactions. This chapter describes the de-
velopment of a comprehensive multiscale model for the prediction of
the replication of mold surface submicron structures, which can be
integrated into commercial software to implement new tools for the
assessment of the effectiveness of replication for microstructures. The
model has been validated using the experimental results presented in
chapter 12.

14.1 modeling approach

The multi-scale model approaches the technological phenomena di-
viding the macro-flow to the micro-flow. The macro model is ex-
ploited to model the polymer flow in the cavity until it approaches
the entrance of the microfeatures. Then, the novel analytical model
predicts the polymer flow inside the microcavities. The multiscale
approach allows the separation of the phenomena that control the
filling of the mold cavity and the submicron features, overcoming the
limitations of the commercial numerical model.

• The macro flow in the mold cavity is modeled through a nu-
merical model. Commercial software (Moldex3D) is used to an-
alyze the macro polymer behavior. The simulation results are
exploited to determine the boundary conditions for the filling
of the submicron structures. Hence, the macro numerical model
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serves as an input data generator for the micro model. In par-
ticular, the temperature, pressure, and velocity field data of the
polymer in the region close to the mold surface have been ex-
tracted as a function of time from the simulation results. Hence,
not only the state of the polymer next to the mold surface has
been considered, but also the time-dependent behavior of the
thermal and kinematic properties.

• A novel analytical micro model for the study of the micro-replica-
tion is developed in this work. The novel analytical model stud-
ies the replication of the mold micro-topography considering ge-
ometrical parameters, polymer rheology, and thermal behavior,
and mold surface energy. The governing physical phenomenon
exploited for the replication modeling is the compression of the
air trapped inside the microcavities. The here proposed analyt-
ical model newly considers the air trapped in the microcavities
and its behavior during polymer filling. The time-dependent
inputs from the numerical model are processed to describe the
cinematic of the entering flow inside the microcavities.

14.1.1 Numerical macro model

The part geometry is imported and discretized using a three-dimensio-
nal Boundary Layer Mesh (BLM) approach (cf. Figure 14.1). The BLM
approach allows for the seeding of a high density of nodes close to
the mold surface, increasing the accuracy of the numerical predic-
tion at the polymer/mold interface, which is the region of the part
responsible for surface texture replication. Hence, the vast major-
ity of the nodes are placed in the interest regions, and a low node
density is present in the middle of the part, diminishing the compu-
tational time. The boundary regions were discretized with ten layers
of prisms, while the core was filled using tetrahedral elements. A
global seeding length of 0.3 mm was used to discretize the surface,
thus creating about 250,000 elements.

The rheological and thermal properties of the polymers were char-
acterized according to the capillary and DSC experiments reported
in section 12.3. The material properties were implemented using the
Cross-WLF model coefficients fitted on the experimental testing data.
A material database was created for each one of the selected poly-
mers.

The process parameters in the numerical model were set in agree-
ment with the experimental tests (cf. section 12.1). The injection
speed defines the filling control, and the pressure at the injection lo-
cation establishes the velocity/pressure switchover. The mold assem-
bly was redesigned in the simulation environment to closely reflect
the real geometries. Particular attention was posed to the heating
and cooling system design. By using the transient cooling module of
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Figure 14.1: Cavity mesh for the part designed to study the replication. At
the bottom right of the figure, an example of a BLM mesh with
10 surface layers is reported.

the code, it was possible to model the rapid heat cycle molding pro-
cess for the high mold temperatures, allowing the match to the real
processing conditions.

The numerical simulation was analyzed to determine the bound-
ary conditions for the micro-scale analytical model. The results were
probed at three different locations (cf. Figure 14.2) defined to match
the position at which the topographies were acquired using AFM, as
described in section 7.3. For each simulation run, it was considered
the pressure of the polymer in the cavity (pc) as a function of location
and time, the temperature of the polymer in contact with the mold
(Tc), and the polymer velocity along a direction orthogonal to the cav-
ity surface (vz). The data were evaluated as a function of time, using
25 time steps for both the filling and packing phases. Overall, more
than 9,000 values were recorded for each simulation run.

14.1.2 Micro topography description

The quantitative analysis of the AFM acquired point clouds was car-
ried out from the Abbott-Firestone curves according to standard DS/EN
ISO 25178-2 [177]. For each topography, obtained either from the
mold surface of the replicated part texture, the core surface rough-
ness Sk was determined from the linear representation of the material
ratio curve that describes the increase of the material portion of the
surface with increasing roughness depth (cf. section 12.4).

The relatively high replication height reached during the experi-
mental campaign necessitates an accurate description of the mold tex-
ture at the very bottom of the valleys. Hence, the description of the
core height using the Sk value has been updated to better model the
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Figure 14.2: Cavity pressure results at the end of fill and locations for the
probes along the cavity.

behavior of the topography at the very bottom of the valley. Fig-
ure 14.3 shows an example of the Abbott-Firestone curve derived
from an AFM data point cloud. The dashed black curve resulted
from the AFM measurements is processed following the standard de-
scriptions and the Equivalent Straight Curve is derived. The Equivalent

Straight Curve defines the value of the core height (Sk). The projec-
tion of the two tails of the Equivalent Straight Curve into the Abbott-
Finestone curve individuate the points marked as 1 and 2 in the fig-
ure. The points define the (Smc1; Smr1) and the (Smr2; Smc2) coor-
dinates. The line that intersects those two points has been selected
as the line representing the mold topography and it has been named
Equivalent Height Curve. The equation describing the Equivalent Height

Curve is

Smc =
Smc2 − Smc1
Smr2 − Smr1

· Smr + Smc2 (14.1)

Where Smc and Smr are the dependent and independent variables
for the line. The height (H) is individuated as the total range of the
Equivalent Height Curve.

For modeling purposes, the description of the surface topography
has been further simplified. The Equivalent Height Curve has been
reduced at a one-parameter equation.

Smc = H · Smr (14.2)

Where H is

H =
Smc1 − Smc2
Smr2 − Smr1

(14.3)

The simplified version of the Equivalent Height Curve has the advan-
tage of being easy to use in the analytical model and preserves the
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Figure 14.3: Schematics for the derivation of the Equivalent Straight Curve
and the Equivalent Height Curve. The extrapolation of Sk and H
are shown on the plot.

same topographical information of the Equivalent Height Curve. In the
model, the output parameter H takes different names accordingly to
the surface is refers. The height of the mold structures is called Hm,
and the height of the replicated polymer structures is called Hp.

The pitch of the surface structures (w) has been characterized through
the 2D fast Fourier transform of the SEM micrograph of the micropat-
tern (cf. section 7.2). As it can be expected, no difference in pitch was
found between the mold and replicated pitches, thus a single w value
is considered in the model.

14.1.3 Polymer thermal properties description

The polymer thermal and rheological properties were experimentally
characterized (cf. section 12.3). The deep properties study allows
for the feeding of both the numerical and the analytical part of the
multi-scale model.
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• The DSC results were exploited to characterize the No-Flow
Temperature (NFT), which has been implemented both in the
numerical and analytical model.

• The rheological characterization served to the fitting of the Cross-
WLF model, which describes both the macro and the micro poly-
mer flow.

• The wetting properties study has been carried out to feed the an-
alytical model. According to the literature, the surface wetting
interactions have been considered only on the microscale.

14.1.3.1 Sensitivity of the melt viscosity to temperature

The replication of micro and nanostructured surfaces by microinjec-
tion molding is characterized by the high-cooling rates, which hin-
ders replication and limits the capabilities of the process. Indeed, as
the polymer melt touches the cold mold, it starts cooling down until
it reaches the NFT. The consistent increase in viscosity at the NFT
triggers hesitation phenomena in the microcavities.

Current commercial numerical models for injection molding sim-
ulation use the NFT to define the thickness of the skin layer, over-
coming the inaccuracies of the rheological models and data in the
low-temperature regions [181]. Approaching the NFT, the increase
of the viscosity can be modeled by the derivation of the Cross-WLF
model, as suggested by Mannella et al. [182]. The derivative of the
rheological model represents the sensitivity of melt viscosity to tem-
perature for increasing shear rates. During the filling flow, as the
shear rate decreases and the melt cools down, the viscosity increase
becomes more significant until the polymer cannot flow any further.

The DSC results were considered in relation to the experimentally
fitted Cross-WLF model to study the resins’ viscosity sensitivity to
temperature. The derivation of the viscosity with respect to tempera-
ture was carried out. An example of the resulting curves is presented
in Figure 14.4. The derivatives are plotted at different temperatures:
the lighter the color, the higher the temperature (in °C). The curves
show a twist region, in which the temperature influence of the vis-
cosity sensitivity changes. At shear rates above the twist region, the
increase in flow temperature leads to lower viscosity sensitivity to
temperature. Contrarily, below the twist region, the flow tempera-
ture has the opposite effect.

Figure 14.5 shows the derivative of viscosity to temperature as a
function of the shear rate, as calculated at the NFT. The plot shows,
for each resin, the sensitivity of polymer viscosity to temperature
changes (dη/dT) for decreasing shear rate. The trend is flat for the
high shear rate region, indicating constant sensitivity of viscosity to
temperature changes. In this region, the shear-thinning behavior pre-
vails, and the polymer melt is not freezing. As the shear rate de-
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Figure 14.4: Example of derivatives of the viscosity (modeled through the
Cross-WLF model) to temperature. The derivatives are plot-
ted as a function of the shear rate and of the flow temperature.
Lighter curve color matches with higher flow temperature. The
twist region and the different flow temperature effect are high-
lighted in the plot.

Material Shear Rate Threshold

Isotactic PP 150

PLA 5

PBAT/PLA blend 10

Unit s−1

Table 14.1: Shear rate thresholds for the selected resins.

creases, the melt viscosity gets increasingly sensitive to temperature
changes, thus cooling has a significant effect. The threshold value for
the shear rate (γ̇t) was identified for each polymer as the point of the
curves at which the viscosity derivative starts decreasing. The thresh-
old values determined for each polymer are reported in Table 14.1.

14.1.4 Analytical model description

During molding, air is trapped in the mold topography by the advanc-
ing flow of polymer melt, and an equilibrium is established between
the compressed air pressure and that of the replicating polymer. The
replicated height of submicron features on a molded plastic part (Hp)
is evaluated by balancing the pressure of the trapped air and the poly-
mer pressure (cf. Figure 14.6).
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Figure 14.5: Sensitivity of viscosity to temperature changes for the three
selected resins plotted at the NFT. The shear rate thresholds
for each polymer is highlighted along each curve.

Figure 14.6: Schematics of polymer replication of mold surface topography.
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Figure 14.7: Schematics representation of a generic submicron feature and
indication of the main geometrical parameters.

Figure 14.8: vz as a component of the velocity distribution of the polymer
fountain flow in the cavity.



196 modeling of replication

14.1.4.1 Combined gas law

The combined gas law can be used to compare the air conditions
before and after the injection molding cycle:

pa · V0

Tm
=

p · V

Tc
(14.4)

where pa is the atmospheric pressure, Tm is the mold temperature,
and Tc is the contact temperature between the melt and the mold.
With geometrical considerations, the volume of the air trapped at
the end of fill (V) and the volume within the crests and valleys in
the mold topography (V0) can be related to the height of the mold
topography (Hm) and the replicated polymer height (Hp). Figure 14.7
presents the schematics of the mold texture and replicating polymer.

V0

V
=

(Hm)2

(Hm − Hp)2 (14.5)

where the depth of the valleys in the mold topography (Hm), is
calculated from the topographical analysis. The height of the repli-
cated polymer surface structures (Hp) is the unknown parameter for
the model, which is compared to the part topographies for valida-
tion. The simplified texture representation of Figure 14.7 indicates
the structure’s main geometrical parameters. The volume defined by
the texture (V0) is calculated considering the cavity volume defined
from the top of the feature to its bottom. The mold structures are
assumed as bidimensional, i.e. the ripples are assumed straight and
parallel along their direction. The volume of the air that remains
trapped in the feature (V) is calculated from the height reached by
the replicating polymer to the bottom of the features Equation 14.5.

The air pressure during mold filling and packing (p) is balanced by
the local polymer pressure in the cavity (pc), adjusted as follows:

p = pc − (pa − pγ + pη) (14.6)

where pγ is the capillarity pressure, and pη is the viscous pressure
drop.

14.1.4.2 Capillary pressure

The capillarity pressure (pγ) can be calculated considering the poly-
mer surface tension (γl), the contact angle between the molten poly-
mer and the mold surface (θ), the aspect ratio (m), and the pitch
distance of the surface structures (w).

pγ =
2 · γl · cos(θ)

r
(14.7)

where r (cf. Figure 14.7) represents half of the distance between
consecutive features at the polymer replication depth. The r distance
is calculated as:
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r = (Hm − Hp) · cot(φ) (14.8)

Where φ is the wall angle of the surface structures, which can be
calculated from the structures aspect ratio m.

φ = tan−1(m) = tan−1
(

Hm

w/2

)

(14.9)

14.1.4.3 Viscous pressure drop

The viscous pressure drop (pη) is given by:

Pη =
η · γ̇

cos(φ)
· ln

(

Hm

Hm − Hp

)

(14.10)

where η is the polymer viscosity described by the Cross-WLF model
and γ̇ is the shear rate of the polymer filling the submicron feature.

γ̇ =
2(2 + n−1) · vz

(Hm − Hp) · (2/m)
(14.11)

where n is the power-law index in the Cross viscosity model, and
vz is the speed of the polymer at the mold surface along the direction
of the feature filling (cf. Figure 14.8).

14.1.5 Analytical model stream

For each combination of experimental parameters, the polymer pres-
sure evolution in the mold cavity (pc), the melt temperature (Tm),
and the velocity of the melt (vz) in the direction of the feature filling
(i.e. orthogonally to the cavity wall) are imported from the numerical
simulation of the injection molding process. These variables were cal-
culated during the injection and packing phase as a function of the
injection time feeding the equation that derives from Equation 14.5
and Equation 14.4.

p · Tm

pa · Tc
=

(Hm)2

(Hm − Hp)2 (14.12)

In Figure 14.9 a flow chart representation of the proposed analytical
model is shown.

14.1.5.1 Virtual replication height

In step 1, an iterative procedure was used to solve Equation 14.12 (cf.
Figure 14.9). The result of the iterative process is the ‘virtual‘ repli-
cation grade (Hp,virtual , Step 2, cf. Figure 14.9). The model evaluates
the replication for each time step, considering the variation of the
boundary conditions of the polymer melt at the entrance of the micro
valleys during filling and packing.
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The virtual grade of replication obtained at step 2 was then ad-
justed to consider the hesitation phenomena that affect the polymer
flow into the submicron surface features. As the replicating polymer
melts are reaching the NFT, it eventually hesitates in the microcavi-
ties because of the quick raise of its viscosity. The thresholds found
as a result of the thermal and rheological characterization and anal-
ysis of the resins were implemented to better model the hesitation
phenomena.

From the replication calculated without any hesitation considera-
tion (Hp,virtual), two conditions were implemented in the model to
correct the value of the time-dependent replicated height.

14.1.5.2 Step 3

In step 3 (cf. Figure 14.9) the polymer flow hesitates if the shear rate
(γ̇) of the polymer melt flowing into the surface features is lower than
a given threshold value (γ̇threshold). The threshold value for the shear
rate defines the limit flow conditions below which the polymer is
more sensitive to the temperature-driven steep rise of the melt viscos-
ity. Indeed, when flowing into the surface features, the shear-thinning
behavior counteracts the rapid cooling. However, this happens only
for shear rate values that are above the threshold. As suggested by
Kennedy and Zheng [183], semi-crystalline polymers can flow below
the crystallization temperature upon high-rate cooling.

14.1.5.3 Step 4

In step 4 (cf. Figure 14.9) the polymer hesitates if the temperature of
the melt in contact with the mold surface is smaller than the NFT. In-
deed, as the polymer/mold contact temperature is below the NFT, the
flow ceases because of the solidification of the polymer melt. More-
over, Brulez et al. [184] observe that low injection velocities increase
the influence of mold temperature on microstructure replication.

14.1.5.4 Replication grade calculation

The evaluation of these conditions of steps 3 and 4 allows for the
correction of the replication depth, which is lower than the virtual

value predicted in step 2 (Hp,virtual) because the latter did not consider
any hesitation effect. The two conditions are tested as a function
of time throughout the filling and the packing of the mold cavity.
The predicted replication as a function of time Hp(t) still conserves
the time dependence, thus considering the evolution of the boundary
conditions in the macro-cavity.

The final predicted replication Hp (Step 5, cf. Figure 14.9) is calcu-
lated as the maximum structure height achieved by the polymer over
time. The replication grade is finally evaluated as the ratio between
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the predicted polymer replication (Hp) and the actual height of the
mold structures (Hm).

R% =
Hp

Hm
· 100% (14.13)

14.2 model validation

The analytical model was validated against replication data measured
at different experimental conditions for the tested polymers (cf. sec-
tion 12.4). The height of the submicron structures in the mold topog-
raphy (Hm) and that of the LIPSS on molded parts (Hp,exp), was evalu-
ated using Sk. From the experimental values of the Abbott-Finestone
curve, the values of Hp,exp were calculated.

Hp,exp =
Sk

Smr2 − Smr1
(14.14)

The experimental replication grade Rexp% is calculated using the
experimental results for the different polymers.

Rexp% =
Hp,exp

Hm
· 100% (14.15)

Figure 14.10 reports the comparison between the experimental val-
ues and the model prediction and the errors for each combination of
the considered parameters. The error ǫ between calculated and exper-
imental results summarizes the model efficacy and quality. Moreover,
the experimental standard deviation (σ) for the AFM measurements
are reported.

The comparison between the reported ǫ and σ values shows how
the model can accurately predict the polymer replication capabili-
ties at different process conditions. Indeed, the model deviation ǫ

is within or close to the standard deviation (cf. Figure 14.10 (a)). The
model results are accurate also when considering the replication of
the coated structures (cf. Figure 14.10 (b)).

In Table 14.2 the deviations of all the polymer and mold tempera-
ture combinations for the uncoated mold are reported. The column
and row average values have been calculated to study the polymer
and temperature effect on the experimental and analytical results.
The analytical deviations always get values lower than 10%, confirm-
ing the accuracy of the proposed model for all the polymer and mold
temperature combinations. The overall average deviation is ǫ = 4.6%,
slightly lower than the overall experimental deviation, which is σ =
5.4%.

In Table 14.3 the deviations of all the polymer and mold tempera-
ture combinations for the coated mold are reported. Similar conclu-
sions can be withdrawn. However, the PLA polymer shows for the
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Figure 14.9: Flow chart for the micro surface structures replication model
developed in this work.
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Mold Tem-

perature

[°C]

PBAT/PLA PLA PP Row

Average

σ

30 6.0% 4.3% 4.9% 5.1%

60 8.0% 7.0% 5.1% 6.7%

90 5.0% 8.7% 2.9% 5.5%

120 5.5% 2.3% 5.2% 4.3%

Column

Average

6.1% 5.6% 4.5% 5.4%

ǫ

30 2.6% 8.1% 2.9% 4.5%

60 1.1% 0.5% 8.1% 3.2%

90 8.6% 7.8% 3.6% 6.7%

120 6.4% 3.4% 2.6% 4.1%

Column

Average

4.7% 4.9% 4.3% 4.6%

Table 14.2: σ and ǫ deviation values for the polymer and mold tempera-
ture combinations for the uncoated mold. The average value at
constant mold temperature and for the same polymer are cal-
culated. The bold entry at the bottom right of the sub tables
reports the overall deviation value.

coated setup analytical deviations that exceed 10%. This result may
be linked to inaccuracies during the experimental characterization of
the PLA molten drop over the coated mold.

14.3 microscale model sensitivity

The replication results obtained through the analytical model show
variations with respect to polymer, mold surface properties, and mold
temperature, thus demonstrating that the model is able to capture the
effect of these processing variables. Moreover, the model considers
the dynamics of the replication, analyzing the flow in the submicron
structures for several time steps and considering the evolution of the
properties of the melt and of the physical quantities.

The effect of the selected variables on the values of the viscous
pressure drop and capillarity pressure were evaluated using a DoE
approach. The sensitivity of the model to the different factors was an-
alyzed at the time step in which the polymer achieves the maximum
replication grade. Moreover, the effect of the replication kinetics has
been evaluated.
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Figure 14.10: Comparison plots for the model validation. Experimental
points are shown as bullets, model predictions are shown as
dotted lines. The secondary axis presents the experimental
standard deviation (σ) and the model deviation to the exper-
imental values (ǫ). The validation is presented for the un-
coated (a) and coated (b) molds.
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Mold Tem-

perature

[°C]

PBAT/PLA PLA PP Row

Average

σ

30 6.2% 5.0% 4.9% 5.4%

60 6.7% 6.0% 7.0% 6.6%

90 6.3% 7.4% 3.4% 5.7%

120 4.3% 3.5% 4.9% 4.2%

Column

Average

5.9% 5.5% 5.1% 5.5%

ǫ

30 0.6% 10.0% 1.8% 4.1%

60 1.2% 14.6% 5.8% 7.2%

90 0.4% 6.4% 4.5% 3.8%

120 1.0% 2.6% 1.7% 1.8%

Column

Average

0.8% 8.4% 3.4% 4.2%

Table 14.3: σ and ǫ deviation values for the polymer and mold temperature
combinations for the Al2O3 coated mold. The average value
at constant mold temperature and for the same polymer are
calculated. The bold entry at the bottom right of the sub tables
repots the overall deviation value.
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Figure 14.11: Main effects plot for the replication grade. The simulated time
is considered as a factor, to study the effect of the polymer
flow kinetics.

14.3.1 Main effect of the selected parameters

The model sensitivity was first analyzed considering the effect of the
different selected parameters on the predicted replication grade (cf.
Figure 14.11). The trends for the main effect plots are similar to those
observed for the experimental data (cf. section 12.4). This confirms
the efficacy of the model in capturing the micro-scale flow for the
different polymers, mold surface properties, and mold temperatures.
The model also shows the negligible effect of the mold coating. The
time when the replication occurs has a strong effect on the replication
grade. When the process allows for a long time for replication (i.e.
the polymer flow in the microcavities stops after a long time) higher
replication grades are obtained.

14.3.2 Pressure balance in the microcavities

Table 14.4 and Table 14.5 report the cavity pressure (pc) and the rela-
tive contributions of viscosity (pη) and capillarity (pγ) to the air pres-
sure (p) for the uncoated and coated molds, respectively. The contri-
butions were extracted at the end of the replication process, that is
when the polymer achieves the maximum replication. From both the
tables, it can be highlighted that the viscous pressure drop is gener-
ally higher than the capillarity pressure. The only exeption is the PP
at high mold temperature, which show higher capillary pressure than
the viscous one (cf. Figure 14.12). However, it can be concluded that
the polymer replication phenomena are mainly viscosity-driven. In
accordance with the well-known effect of mold temperature on repli-
cation, the viscous pressure drop strongly decreases with increasing
mold temperatures. Through the model results, it is possible to ob-
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Figure 14.12: Viscous and capillary pressure contributions for the selected
polymers at the considered mold temperatures.

serve that the negligible effect of the mold coating is explained by the
relatively high effect of the viscous pressure drop, which reduces the
sensitivity to capillarity.

The ANOVA analysis shows that the effect of mold surface wet-
tability is significant in the analytical model for the capillarity pres-
sure when considering the biopolymers. The interaction plot (cf. Fig-
ure 14.13 (a)) shows the dependence of the capillary pressure on the
mold surface properties. Higher contact angles (cf. section 12.3) lead
to negative capillarity pressure, thus counteracting the filling of the
submicron cavities. The Al2O3 coatings decreased the contact angle
for PBAT/PLA, thus increasing the capillarity pressure and leading
to higher wettability. Conversely, the trend is opposite for the PLA,
thus leading to lower wettability and lower pressure. The signifi-
cantly lower contact angles observed with PP resulted in a negligible
effect of the capillarity pressure.

Figure 14.13 (b) reports the trends of the capillary pressure at differ-
ent mold temperatures. The PP capillary pressure increase is due to
its better wetting properties, and the consequent decrease of the liq-
uid tension. Conversely, for the biopolymers, the capillarity pressure
decreases for increasing temperature.

14.3.3 Replication kinetics effect

Figure 14.14 reports information on the replication grade with respect
to the time step at which replication occurs. The time step is reported
as a percentage of the filling time. The interaction plot includes the
mold temperature factor to clearly show the kinetics of replication.
The main effect of the time step is increasing the replication grade. At
low mold temperatures, the complete replication takes place earlier
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Figure 14.13: Interaction plots for the capillary pressure at the maximum
replication height. The dependence of the capillary pressure
is showed with respect to the mold surface properties (a) and
the mold temperature (b).

Mold Tem-

perature

pc pη pγ p

°C MPa MPa MPa MPa

Polymer: PP

30 14.8 4.3 2.6 12.1
60 14 2.7 2.6 13

90 19.8 1 3.2 21

120 74.6 0.5 6.3 79.4

Polymer: PBAT/PLA

30 40.8 20.8 -0.4 18.5
60 40.4 10.7 -0.5 28.1
90 67.6 3.9 -0.8 61.9

120 161.7 0.5 -1.3 158.9

Polymer: PLA

30 18.9 11.6 -0.6 5.7
60 18.7 7.6 -0.8 9.3
90 18.1 4.3 -0.8 12

120 98.5 2.6 -2.3 92.5

Table 14.4: Cavity pressure and contribution on the pressure balance of the
viscous, capillarity, and air pressure for the uncoated mold.
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Mold Tem-

perature

pc pη pγ p

°C MPa MPa MPa MPa

Polymer: PP

30 14.8 4.3 2.6 12.2
60 14 2.7 2.7 13

90 19.8 1 3.2 21.1
120 74.6 0.5 6.4 79.5

Polymer: PBAT/PLA

30 40.8 20.7 -0.8 18.3
60 40.4 10.7 -0.9 27.8
90 67.6 3.9 -1.4 61.3

120 161.7 0.5 -2.2 158

Polymer: PLA

30 18.9 12 0 5.9
60 18.7 7.9 0 9.8
90 18.1 4.4 0 12.7
120 98.5 2.6 0 94.8

Table 14.5: Cavity pressure and contribution on the pressure balance of the
viscous, capillarity, and air pressure for the Al2O3 coated mold.

in the process. The plot also demonstrates that the relation between
the mold temperature and the time at maximum replication is tight.
In fact, the effect of the high mold temperatures is the delay of the
polymer viscosity increase and skin formation, giving more time for
the polymer flow during micro cavity filling.
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Figure 14.14: Interaction plot to illustrate the influence of the mold tem-
perature and the replication kinetics on the replication grade.
The time step is presented as a percentage of the filling time.
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This work focuses on the study of mold surface modifications for the
improvement of the polymer flow for injection molding and microin-
jection molding applications. The effects of the surface modifications
were investigated through experimental campaigns and numerical
and analytical models were proposed for a deep description of the
physical mechanisms occurring in the injection mold cavity. Through
the experimental investigations, the mold surface was modified intro-
ducing (i) micro and nano surface topographies, (ii) modified chemi-
cal and thermal interface properties, and (iii) the combination of the
two, obtaining a simultaneous modification of the surface morphol-
ogy and chemical properties.

The effects of the proposed surface modifications were considered
in relation to different aspects of the polymer flow inside the injection
mold cavity. The interactions between the surface modification and
the ability of the polymer melt to fill the mold cavity and the phe-
nomena occurring during micro and nanostructure replication have
been examined during the work. The general goals that were fixed
approaching the design of the surface were the reduction of the pres-
sure drop yielded by the polymer to fill the cavity and the function-
alization of replicated plastic surfaces through optimized replication
fidelity of the mold surface.

The research experimental investigations mainly focus on the mod-
ification of the mold surface morphology and on injection molding
tests to explore the effects of the modified surfaces on the filling phase
of the process. Ultrafast laser systems have been exploited to induce
superficial micro and nanostructures on the mold surfaces. Several
mold surface morphology modifications were examined during the
study. Surface characterization techniques were regularly exploited
to characterize the mold and the replicated micro and nanostructures.
Moreover, the functionality of the surfaces was characterized. Differ-
ent monitoring instrumentations were implemented in the considered
injection molding setups allowing the control of the most important
physical properties during the process. The obtained characterization
and experimental data were finally exploited to feed and validate the
models proposed in the work.

211
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ultrafast laser texturing

The experimental investigations using the ultrafast laser texturing
technology have been carried out focusing on injection molding ap-
plications. Laser-Induced Surface Structures are currently a hot topic
in the literature, and this work converges quickly on surface textures
designed for injection molding. The experimental investigations were
carried out to create hierarchical textures onto mold steel.

The structuring process was optimized in terms of structure ge-
ometry and regularity. Characterization of the capabilities of the two
considered wavelengths (i.e. infrared and green) was carried out. The
hierarchical structuring process was divided into three steps, to im-
prove process control and ultimately the structure regularity and ge-
ometry. The first step involves the creation of the microstructure. The
green laser beam was selected and the laser and scanning parameters
were optimized using a DoE approach. The second step objective
was eliminating the presence of burrs and recasts after the first micro
structuring step. Surface polishing was optimized using green laser
light, exploiting a high pulse repetition rate and fast scanning speeds.
The third step focuses on the creation of Laser-Induced Surface Struc-
tures over the already machined microstructures. The green and red
lights were exploited to achieve about half a micron and about one-
micron pitch periodical and regular ripples, respectively. The pitch of
the ripples closely follows the size of the laser incident wavelength.

The obtained textures were deeply characterized in terms of struc-
ture regularity and homogeneity. As a result of the laser capabilities
and obtained structure characterization an analytical tool to predict
the energy distribution over the treated surface has been developed.
The tool has shown high affinity with the achieved surface structures’
presence and regularity. The tool can help the process design phase
for the selection of the energetical laser intensities and of the cine-
matic aspects.

cavity filling

The characterization of the effects of the mold surface modifications
onto the filling behavior of the plastic melt investigates the effects
of the thermal and morphological boundary conditions on flow re-
sistance. The modifications of the thermal and of the morphological
boundary conditions were experimentally evaluated separately, to iso-
late the peculiarities of each treatment. The experimental tests were
carried out using an open-flow cavity varying the shear conditions
using different cavity thicknesses and flow rates. The selected resin
is a semi-crystalline PET, widely used in industrial applications.
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The thermal boundary conditions’ effect on filling was character-
ized using two different mold insert steel types in the coated and
uncoated setup. A full factorial DoE was set to varying the mold in-
sert properties and the flow conditions. The whole pressure signal
during filling was analyzed to study the developing flow phenom-
ena. The results show that the coating has a beneficial effect on filling
flow, reducing the pressure drop inside the cavity. When comparing
the two tested coatings (DLC and CrN), the DLC one shows a wider
effect on pressure reduction. Moreover, the analysis of the pressure
signal along the cavity filling shows that the flow pressure evolution
has a discontinuity that can be linked to the onset of crystallization.
The effect is present only for the uncoated conditions. The presence
of a ceramic mold coating is beneficial since it is able to eliminate the
discontinuity effect by insulating the flowing polymer from the cold
mold. A numerical model was calibrated to account for the effect of
the DLC coating. The calibrated model was exploited in a case study
to minimize the material intensity of a plastic part by reducing the
thickness. The model results show that the coating can allow a part
volume reduction of 8%.

The mold surface morphology was optimized to achieve regular mi-
cro and nano textures and study the effects of the modified surface on
the filling flow of polymer melts in non-isothermal conditions. A full
factorial DoE was set to discern between the effects of the different
nanostructures, the microstructure, and the combination of the two
(i.e. hierarchical structures). The injection molding results show that
the hierarchical structures improve the filling flow with a 4.2% lower
cavity pressure drop at low thickness. The nanotexture has a minor
effect with respect to the micro-texture. By combining the two texture
hierarchies, the effect on flow increases, showing the lowest pressure
drops (that was obtained with the hierarchical texture that presents
the higher pitch difference). The texture effect can be related to a re-
duction of the polymer-mold interactions, favoring the phenomenon
of wall slip. This study proves that the modification of mold surface
topography can control the polymer macro-flow only for very thin
cavities (i.e. 1 mm thick). Moreover, the study proves that the hier-
archical nature of the texture is beneficial. Starting from the results
presented in this work, new developments through the optimization
of the design of the hierarchical texture should be considered.

mold surface replication

The replication of mold surface Laser-Induced Periodic Surface Struc-
tures by microinjection molding was investigated using a wide range
of resins. The objective of accurately replicate the mold structures is
to functionalize the plastic parts, inducing modified properties such
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as high-wetting and self-cleaning ones. The experimentations were
divided into two works, the first have a broader approach and con-
siders the whole process chain from the insert manufacturing to the
part functionalization, the latter focuses on the study of the replica-
tion in the microinjection molding process.

The process chain proposed in this work consists of the fast fabrica-
tion of micro- and nano-structures on a steel surface using a femtosec-
ond laser and their reproduction on plastic parts by microinjection
molding. Mold inserts were engraved to obtain highly aligned and
uniform LIPSS that were replicated using PS and PMMA. The replica-
tion accuracy of the textured surface and the achieved part function-
ality were studied as a function of the mold temperature. The results
show that the replication accuracy is affected by the mold tempera-
ture, and in particular by the temperature dependence of melt viscos-
ity. The wetting behavior results mostly follow the trends obtained
for replication. When low replication is achieved, the part does not
get functionalized. In contrast, once the part achieves functionaliza-
tion, an increase in replication does not translate into an increase in
the contact angle.

This work experimentally studies the replication quality of submicron-
scale Laser-Induced Periodic Surface Structures by microinjection mold-
ing using different biopolymers (i.e. PLA, PBAT/PLA, and PP). The
replication grade was studied varying the mold temperature and the
chemical properties of the mold surface, modified using a thin layer
of alumina. The experimental results show that texture replication is
mainly affected by polymer selection and mold temperature. A deep
characterization of the mold and plastic surfaces and of the exploited
polymers was carried out. The obtained results were exploited to feed
and validate a multi-scale model for polymer replication at the submi-
cron scale. First, the numerical model analyzes the polymer behavior
in the mold macro cavity and determines the boundary conditions
for the filling of the submicron structures. Then, the replication of the
mold topography is calculated considering topographical parameters,
polymer rheology and thermal behavior, and the mold surface energy.
The analytical model is sensitive to the variations of mold tempera-
ture and polymer selection, being accurate on replication prediction
(the maximum error is 8%). The model results show that polymer
replication is mainly viscosity-driven, which is generally higher than
the capillarity pressure. Therefore, the effect of mold surface energy
on replication is weak.
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