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1
Electromagnetic Processing of Materials

The neglected borderland

between two branches of knowledge

is often that which best repays cultivation.

Lord Rayleigh

Steady and time-varying magnetic and electric fields are widely used in

various industrial processes involved in the production of materials. This is

commonly known as the Electromagnetic Processing of Materials (EPM ). EPM

The interaction of the electromagnetic fields with various media

(liquid and solid metals, liquid semiconductors, plasmas, electrolytes, ferro-

fluids) occurs by means of various forces, including Lorentz, Kelvin, and

diamagnetic forces. This enables materials to be controlled, processed and

manipulated thereby affecting their macro and micro-structure [7, 6, 95].
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2 CHAPTER 1. EPM

Although some of the basic principle were recognized more than a cen-

tury ago, the systematic development and exploitation of these principles

is a relatively recent phenomenon, dating from the late 1960’s gaining mo-

mentum over the last twenty years. The earlier great interest in Magneto-

Hydro-Dynamics (MHD), which was dominated by applications to nuclear

fusion research on the one hand and astrophysics on the other hand, spread

the whole range of knowledges that is of potentially greatest importance in

applied industrial technology [7].

In metal industry, the utilization of the Lorentz’s force started very early

(electromagnetic levitation in 1923 and electromagnetic mixing in 1932)

without enough scientific understanding. In 1982 Alfvén first presented at

the Cambridge IUTAM conference the paper “The Application of Magne-

tohydrodynamics to Metallurgy”. EPM has been established by combining

the two channels of metallurgy and MHD. At first it was growing in the

utilization of the Lorentz force mainly relating with the development of steel

making processes, especially in a continuous casting. Recently the activity of

EPM has found another way in the utilization of magnetization force, under

the comfortable circumstance where a high magnetic field up to around 10T

has been easily obtainable thanks to the development of super-conducting

technologies [6].

Examples of the action of various forces include magnetic levitation of

electrically conducting and non-conducting fluids, melting, stirring, pump-

ing, stabilization of melts, free surfaces and interfaces, etc. EPM is involved

in the production of metals and alloys (e.g. aluminum, steel, titanium, and

magnesium alloys), ceramics crystals and glasses of highest purity, semicon-

ductors (Si, GaAs, CdTe), and in efficient control of production of nano-

scale metallic and ceramic powders, ferro-fluids for medical and engineering

applications, laser welding, etc.

EPM is a rapidly developing field but various fundamental issues slow

the progress. One of the main reasons for this is complexity of the phe-

nomena involved during the production of materials. A comprehensive ap-

proach requires involvement of experts from various branches of materials
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science, physics, engineering, and mathematics. As a matter of fact EPM

is a fully multi-disciplinary research field, which involves various topics

from Magneto-Hydro-Dynamics (MHD), heat and mass transfer, phase tran-

sition, metallurgy, electro-chemistry, plasma physics, and other branches of

physics, materials science, and engineering.

1.1 EPM applications

EPM is by nature an applied research field. It relies however on various

branches of fundamental research, as theoretical, numerical and experimen-

tal studies with the main aim to optimize standard processes and materials

or to realize new ones [40]. The following subsections are a global concise

description of EPM applications where the focus is on the industrial appli-

cation and the technical future possibilities.

1.1.1 Heat transfer and generation

Heating by electromagnetic sources is an already widely used and applied

technology. Using specific frequencies and devices design the heat sources

can be generated and distributed in a very efficient way [88].

Different physical phenomena can be involved into heat generation using

EM fields. The specific power w[W/m3] generated by electric current flowing

through an electrically conductive materials is expressed by the Joule’s law : Joule’s law

w = ρ · J2 (1.1)

where w[W/m3] is the specific heat source, ρ[Ωm] is the electrical resistivity

and J [A/m2] is the current density modulus. The current density can be a

consequence of a direct conduction, or induced from external varying EM

field. Almost all metal treatments [89] as surface hardening [125], steels

quenching, stress relieving [36], annealing, forging, tempering, etc. can take

advantages from EPM . Most of the following section examples use in some

way this physical principle.
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Analogous for non conductive polar materials in radio-wave or micro-

wave electromagnetic radiation the dipole rotation and excitation gener-

ate heat. The dielectric heating (RF or microwave heating) specific powerdielectric heating

w[W/m3] can be expressed as:

w = 2πf · ε0 · ε′′ · E2 (1.2)

where f [Hz] is the EM frequency, ε′′[−] is the dielectric loss coefficient, ε0

is the vacuum electrical permittivity and E[V/m] the electric field modulus

[117, 127].

Examples of the importance of the thermal design, precise control and

prediction of the temperature profile are in the thixo-casting of alu-

minum industrial process [45], directional solidification processes (see pag.17

and 49), gears contour hardening, Float Zone silicon production process (see

3.1.2), etc.

1.1.2 Solidification

Solidification occurs in a wide range of industrial applications, including

crystal growth and metals casting. The understanding of the solidification

processes is based on thermodynamics for describing heat transfer, phase

transition phenomena, metallurgical transformations, chemical balances and

reactions, as well as on MHD for accounting for fluid flows in general and

instabilities and turbulence in particular.

The possibility to change the parameters that affect solidification (ex-

ternal electromagnetic fields, mechanical perturbations, thermal gradients,

convection, advection, etc.) and its effect on the materials macro and micro-

structure is a key-point to develop new techniques to improve materials pro-

cessing. Some specific applications of the interaction between EM fields and

solidification will be discussed in details in following sections and chapters.
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1.1.3 Mixing and moving liquid conductive materials

It is well known that an alternating magnetic field (either single phase

or multiphase) applied to a conducing material, whether solid or fluid, will

induce electric currents in the conductor, and hence a Lorentz force distri- Lorentz force

bution:

~f = ~J × ~B (1.3)

where ~f [N/m3] is the Lorentz’s specific force, ~J [A/m2] is the current density,

and ~B[T ] is the magnetic field.

This Lorentz force is in general rotational, and if the conductor is fluid,

it is set in motion. Thus the magnetic field acts as a non-intrusive stirring

device and it can, in principle, be engineered to provide any desired pattern

of stirring. Forces may also be effected through the interaction of a steady

current distribution driven through a fluid and the associated magnetic field.

When the field frequency is high, the Lorentz force is confined to a thin

electromagnetic boundary layer, and the net effect of the magnetic field

is to induce either a tangential velocity or a tangential stress just inside

the boundary layer. The distribution of velocity or stress is related to the

structure of the applied field. Symmetric configurations may lead to patterns

of stirring in which the streamlines lie on toroidal surfaces; more generally,

however, the streamline pattern is chaotic [93].

Lorentz’s force can be applied in a different technical problem such as

molten metals mixing: a contactless electromagnetic stirring is used in steels electromagnetic

stirringproduction, aluminum holding bath [26], silicon mono-crystal growth as in

fig.1.1.

Magnetic sources can be generated from a single phase system, 3-phase

power supply (as a translating magnetic filed (TMF) [26, 17], a rotating

magnetic field, or a twisted design [4, 5]) or a set of moving permanent

magnets. The choice of the EM configuration affects the liquid behavior:

in a single phase coil the average Lorentz’s forces act radially as a pinch

(fig.1.2(a)) splitting the liquid into two layers; a design with a 3-phase trav-

eling magnetic field coils impose an upward average force as in fig.??.
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fig. 1.1: Effect of induction

stirring in a Czochralski pulling

system (1) inductor coil, (2)

graphite susceptor, (3) molten

silicon, (4) pulled solid silicon

mono-crystal [71].

(a) (b)

fig. 1.2: Effect of different power supply over the fluid convection and free surface

shape [93].

The EM pumps design is based on the same principles [76, 124, 35].EM pumps

The use of stirring equipment allows to:

• reduce process time and consequently energy consumption

• reduce melting loss

• improve metal quality by providing homogeneity in the chemical com-

position and temperature

• avoid moving parts for mixing (sometime otherwise impossible)
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1.1.4 Magnetic dumping

Conductive liquid moving in a static magnetic field auto-induce a current

density and hence a force opposing to the movement itself:

~f = σ(~v × ~B)× ~B (1.4)

where v[m/s] is the liquid velocity. This imply a suppression or reduction

of flow. The magnetic dumping effect (or magnetic brake) is used in a lot magnetic dumping

of different situations in which the convective flow are to be avoided. Some

industrial examples are in continuous casting, metal strip casting [109, 15,

90], and the Czochralski process.

In Czochralski growth of silicon crystals, the melt volumes and the cor-

responding crucible diameters were increased significantly in the last years

(nowadays, crystals with a weight of more than 200kg are grown). The re-

sult is a highly turbulent melt during the growth with strong temperature

fluctuations. These are detrimental during the seeding process because they

cause strong variations of the diameter of the growing crystal in the necking

phase that can cause severe mechanical problems if one takes into account

the weight of the growing crystal hanging at the small diameter seed.

The uniformity of the diameter of the seed can be improved significantly

due to the damping of the temperature fluctuations by using a steady mag-

netic field as a magnetic brake [64, 44, 80] (fig.1.3). Moreover the application magnetic brake

of an horizontal magnetic field also influences the shape of the solid-liquid in-

terface in a positive way reducing the surface curvature radius consequently

obtaining the lateral uniformity of point defects which are an important

quality criterion.

1.1.5 Free surface and confinement of liquid conductive ma-

terials

Physically base on the same equations (eqs. 1.3 and 1.4) the Lorentz’s

force can be used to constrain liquid conductive materials defining the free

surface. The magnetic pressure magnetic pressure
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fig. 1.3: Magnetic dumping in Czochral-

ski pulling system used to freeze con-

vective and superficial silicon movements

and improve crystal quality. (1) molten

silicon, (2) mono-crystal, (3) graphite

susceptor/quartz crucible, (4) induction

heating system, (5) DC magnetic brake

circuit, (6) initial silicon seed [71, 64].

p =
B2

2 · µrµ0
(1.5)

(where p[Pa] is the pressure, µr[−] is the relative magnetic permeability,

and µ0 is the vacuum magnetic permeability) can arise from a gradient in

permeability (material changes and interfaces) or in magnetic field disuni-

formity (induced currents, etc.). The understanding and modeling of free

surface and interface is quite a complex problem involving moving bound-

aries, multi-phase systems, fluid instabilities and complex physical descrip-

tion [16]. Nevertheless, in engineering metals processing, the confining of a

molten metal without use of mechanical equipment is of great interest. In

cold crucible process or continuous casting, the control of a molten material

ejection rate has strongly been desired for not only shaping the molten to

particles with uniform size, but also precision coating of metals [7, 77].

Combining the heating effect, the surface control and the dumping effect

a very promising perspective is in levitation melting systems [46, 16, 15, 72].levitation melting

A cointainerless melting system allows to obtain high purity alloys in a

controlled atmosphere.

A consolidated technology based on the control of the solid/liquid/gas

interface is the float zone-method (FZ ) as described in fig.1.4. Lot of com-float zone-method

putational and analytical studies are focusing on the design of a well-defined

magnetic field configuration. The influence of the magnetic field for a con-

tactless control and manipulation of the phase boundary and the segregation

behavior during crystal growth is of crucial importance in the process im-

provement. Lots of investigation of the influence of the fluid flow on the
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fig. 1.4: Multi-physic regions and

interactions to take into account

during the simulation of a FZ pro-

cess: solid/liquid, solidification and

crystallization interface, free melt

surface, melting zone, and fluid

zone [105].

dopant concentration and on the macro- and microscopic resistivity distri-

bution in the crystal is performed [105].

1.1.6 Crystalline structure modification

Magnetic field’s streamlines can define a preferred direction and interact

with anisotropic materials or during solidification processes influencing or

defining the growth of ordered structure in materials [132]. Ordered ma-

terial structures can show innovative and interesting mechanical, electrical,

chemical, and thermal properties [41, 42]. The directional solidification sys- directional

solidificationtem is widely used to obtain large grains structure in semiconductors and

ordered dendritic structure in metallic alloys.

MHD stirring can significantly modify the solidification structure. The

effect of a permanent magnetic field on convection in directional solidification

has been discussed. It has been determined that the application of a mag-

netic field during the directional solidification of materials can significantly

reduce the thermosolutal buoyant flow. Most models of micro-structural

formation neglect the influence of convection and only consider diffusional

transport of either heat or mass away from the growing crystal. However, at
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low growth rates, convection and its influence on micro-structure formation

and development can become dominant and should not be neglected [82].

To fabricate crystal-orientated ceramics [7] a specimen is rotated dur-

ing the slip casting under a high magnetic field. In substances with an

anysotropic magnetic susceptibility in different axis, one-directional crystal

orientation can be obtained (fig.1.5(a)).

(a) (b)

fig. 1.5: SEM micrographs of specimens made of α− Si3N4 (front and side view)

[7].

1.1.7 Skull-Melting Technologies

The induction cold crucible technology as one application of skull-meltingcold crucible

is a well known method for melting and pouring of special alloys, such

as titanium-aluminum, crystallize pure high temperature melting oxides

(ZrO2, Al2O3, etc.), conglobe nuclear wastes into vitreous structure without

contamination, and others.

This method has unique characteristics:

• it can melt materials with high melting point 1

• avoid any contamination from crucible walls

• create an homogeneous composition with strong stirring effect

• can be easily included in a controlled atmosphere system

1In order to melt non electrically conductive materials metallic inclusion (high temper-

ature melting metallic rings, metal from which the oxide is made of, etc.) can be added

in the initial phase to start the heating process [67].
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fig. 1.6: Silicon plasma purifi-

cation schema as in PhotoSil

process with RF plasma coils

and induction heating system in

melt zone.

Further improvement of the melting technology is necessary to widen

the field of application in the direction of super-heating the melt in order

to get better results for complex casting structures. Also, the combination

of induction melting with plasma heating has to be investigated further in

order to superheat the melt.

1.1.8 Plasma

It will be further discuss the application of plasma in the heating and plasma

refining of liquid silicon 3.1.1 as in fig.1.6.

1.1.9 Laser processing of materials

In a wide range of technologies involving laser processing of materials,

such as welding, surface treatment, drilling and cutting, a metallic melt is

created. Applied magnetic fields, together with an electric current flowing

through the melt, create volumetric forces modifying the pressure distribu-

tion, the flow field, and the heat transfer. This effect is used to modify the

geometry and metallurgy of the re-solidified melt. In addition, a strong re-

duction of pore formation is expected owing to modified buoyancy force. In
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drilling and cutting magnetic forces help to remove the melt. The interest is

in numerical, experimental, and design studies to enhance significantly the

quality and efficiency of laser processing of materials.

In the production of PV cells from silicon ribbon (see 3.1.2 at pag.44)

lasers can be used to create a localize melting and recrystallization or to

perform a rapid superficial thermal process [119].

1.1.10 Electrolytes

The goal is to increase knowledge about the effect of magnetic fields

on electrochemical processes with the aim of producing ferromagnetic films,

multilayers, and nanostructures (nanowires, nanopowders, etc.) with im-

proved properties.

(a) (b)

fig. 1.7: Effect of magnetic field on Ni Al2O3 composite coating process (left with

no field, right with B = 7T ) [8].

The action of the magnetic field on the bath properties manifests in the

change of all the physical parameters. When a magnetic field is applied dur-

ing an electrochemical process, the bath conductivity becomes anisotropic

as a result of transverse concentration gradients of electrolytic species, which

create an electric field in the direction perpendicular to the magnetic field.

This could be identified as Hall effect . In the same manner it has beenHall effect

observed that the diffusivity of the electro-active species, the viscosity, and

the level of temperature of the bath are slightly modified.

Magnetic fields are used to control the mass transfer processes in the

electrochemical cells [7]. In the most classical configuration the magnetic

field is imposed perpendicular to the electrical current. In such a case the

Lorenz force arises, and the MHD convection governs the hydrodynamic
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boundary layers. When either paramagnetic or ferromagnetic species are

involved, other forces exist that can affect the diffusion processes and the

electrical conductivity of the bath. Some electrical phenomena have been

neglected up to now. For example, for the non-equipotential electrodes, such

as semiconductors, anisotropy effects could arise. All these magnetically

induced convective effects can be used to control materials that are being

deposited. The application of AC magnetic field could be used to solve

specific problems for the improvement of mass transfer.
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2
Simulation of the directional solidification

of γTiAl alloys

Out of intense complexities

intense simplicities emerge.
Winston

Churchill

Phase change is a very complex physical phenomenon that governs a lot

of industrial applications. Due to the difficulties that arise in manufactur-

ing, designing processes, in making observations of fluid flow inside molds

because of very high temperatures and highly transient and risky condi-

tions, numerical modeling tools are needed to predict the behavior of

the different phases involved in metallurgical processes.

Therefore, computational fluid dynamics (CFD) is usually the most CFD

15
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economical and practical way to get information about what is going on

inside a casting device and it is often the only feasible way. Absorption or

release of latent heat makes phase change problems nonlinear and exact

solutions are only restricted to few problems involving pure substances in

very simple domains. The inability of these solutions to address multidimen-

sional effects, non-discrete or non-isothermal phase change, advection dom-

inated situations, has moved the attention towards numerical procedures.

Nowadays CFD packages are becoming well-suited tools to investigate all

kind of transport phenomena, especially when coupled fields are involved.

This trend has addressed the research in solidification problems towards the

solution of models combining incompressible Navier-Stokes equations cou-

pled with heat and mass transfer including phase change [100].

The formation of morphological features in solidification of pure mate-

rials and alloys has been investigated over many years. Solidification pat-

terns is complex phenomena controlled by the interaction of thermodynamic,

chemical, fluid-dynamics, and kinetics laws. Natural or forced convection on

micro-structure results in morphologies that are potentially much differ-

ent from those generated by purely diffusive heat and solute transport [10].

(a) (b)

fig. 2.1: Micrography of (a) directionally solidified binary alloy and (b) dendritic

growth.

Titanium and aluminum create a quite complex system of compounds

described by the phase diagram in 2.2. In composition range 44-50 at% Al,
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TiAl phase diagram presents a peritectic reaction which, in specific ther-

mal and chemical conditions [116], leads to the growth of an anisotropic

lamellar metallurgical structure [128].

In a wide range of applications, from automotive to power generation,

this directional solidified γTiAl alloys has a strong interest arising from the γTiAl

specific properties that can be obtained (i.e. high mechanical strength, low

density and corrosion resistance at high temperature) to replace nickel-based

super-alloys as lightweight structural materials. Therefore, lamellar orien-

tation control should be an important method to improve the performance

of TiAl alloys [87, 86].

fig. 2.2: Ti-Al Phase diagram [62].

The possibility to design a casting process in order to obtain the best

configuration possible can be based on the implementation of a diretional

solidification model into a CFD package.
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2.1 Phase Changes

In a phase diagram as sketched in fig.2.3 at each temperature T Solidus,

Liquidus and phase lines describes the thermodynamically stable compounds.

In a multi-phase region1, for a given composition C and temperature T ,

the liquid fraction fL, ie the percentage of liquid over total volume or mass,

is given by the lever rule:lever rule

fL(C, T ) =
Cs(T )− C

Cs(T )− Cl(T )
(2.1)

where Cs and Cl are the composition of the solid and liquid in thermodi-

namical equilibrium at that temperature.

fig. 2.3: Phase diagrams for a binary alloy (simple and peritectic)

The number of independent variables (degree of freedom) needed to de-

scribe a state in a multi-physic and multi-component system can be easily

found with the Gibbs phase rule:Gibbs phase rule

DOF = Ncomponents −Nphases + 2 (2.2)

1A multi-phase region is a temperature/composition area in phase diagrams where two

phases are mixed in a stable state without chemical reactions.
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2.2 Stefan Condition

For any conservation law in the form [3]:

∂A

∂t
+∇ · ~B = f (2.3)

where A is a scalar variable and ~B a vector field, the jump across a smooth

surface can be shown to be:

δ±(A)v = δ±( ~B · ~n) (2.4)

where δ±(x) is the difference between x values evaluated on surface sides,

v is the surface normal velocity and ~n is the external unit normal vector.

Applying eq.2.4 to energy conservation law, we find:

δ±(ρCpT )v = δ±(~q · ~n) (2.5)

Since δ±(ρCpT ) represents the energy gap between liquid and solid it rep-

resents the latent heat. Thus, eq.2.5 becomes the Stefan Condition: Stefan Condition

ρLv = δ±(~q · ~n) (2.6)

For a mono dimensional solidification process the eq.2.6 becomes:

ρL
dxSL
dt

= −kL
∂T

∂x

∣∣∣∣∣
L

xSL

+ kS
∂T

∂x

∣∣∣∣∣
S

xSL

(2.7)

2.2.1 Stefan problem

The problem describes the melting process of a slab of length l from

initial temperature Ti heated from one side with a fixed temperature source

at Text, with imposed adiabatic condition all around and constant physical

properties. The problem’s equations are:



20 CHAPTER 2. γTIAL ALLOYS

Partial Differential Equations:

ρCp
∂T

∂t
=

{
kLT,xx 0 < x < xSL

kST,xx xSL < x < l
(2.8)

Initial Conditions: t = 0

xSL = 0 (2.9)

T (x) = Ti 0 < x < l (2.10)

Interface Conditions:

T (xSL, t) = Tmelt ∀t > 0 (2.11)

ρLv = q(x−SL, t)− q(x
+
SL, t) ∀t > 0 (2.12)

Boundary Conditions:

T (x = 0, t) = Text ∀t > 0 (2.13)

−ks
∂T

∂x
(x = l, t) = 0 ∀t > 0 (2.14)

Even if all characteristics are constant the Stefan Problem is a non linear

moving boundary problem. This non-linearity arises from boundaries

conditions set on points with unknown positions.

2.2.2 Explicit Solutions

Close-explicit solution of Stefan Problem can be found under very strict

conditions:

• constant thermo-physical properties

• mono dimensional model

• semi-infinite geometry

• uniform initial temperature

• constant imposed temperature at the boundary
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2.2.3 One-phase Stefan problem

Lets consider the melting process of a semi-infinite slab at the uniform

initial temperature Tm with imposed temperature Text at the interface. In

this specific problem the solid temperature is Tm constant in time and uni-

form for x > xSL. The last condition set the only unknown parameters on

liquid part.

Setting the solidification front position xSL to be:

xSL ∝
√
t (2.15)

the solution of the one-phase Stefan problem is:

T (x, t) = TL −∆TL
erf(x/2

√
αLt)

erf(λ)
(2.16)

where

∆TL = TL − Tm (2.17)

αL = kl/ρCl (2.18)

and λ is the root of the transcendental equation:

λ exp(λ2)erf(λ) = StL/
√
π (2.19)

In phase change problem the Stefan number St Stefan number

St =
CL∆TL
L

(2.20)

represents the sensible heat – latent heat ratio. Processes with large St can

be solved just with pure conduction equation. For small St conduction heat

transfer will be dominated by phase change.

Analytical solution

Simulated a 10cm TiAl slab at initial uniform temperature Ts = Tm =

1500◦C and heated from left side at constant temperature Tl = 1550◦C.

In this approximation temperature in the solid part is constant thus can

be considered as a boundary condition for liquid calculation. Results are

plotted in fig.2.4
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fig. 2.4: Temperature from one-phase melting problem.
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2.2.4 Two-phase Stefan problem

The results of a simulated a 10cm TiAl slab at initial uniform temperature

Ts = 1450◦C and heated from left side at constant temperature Tl = 1550◦C

are shown in fig.2.5.

2.3 Numerical simulation for solidification process

The common approaches to solve a solidification problem are to ignore

either conduction or diffusion uncoupling the physical problem. The former

one considers a isothermal “thermodynamically stable” solidification pro-

cess. The latter approach assumes constant composition in solid and liquid

phases.

2.3.1 Simulations with mushy zone

The theory of the quasiequilibrium two-phase (mushy) layer is based

on the assumption that the nascent supercooling is instantaneously reduced

by growing dendrites and that there forms some structureless two-phase

zone, separating the crystal and melt. The morphological instability of

the phase interface and the instability of the metastable constitutionally

supercooled binary solution (melt) cause a system of elements of the solid

phase in the form of dendrites, columnar and uniaxial crystals to appear in

the liquid phase. The development of this system reduces the supercooling

and leads to formation of a new stable solidification mode characterized by

the presence of a mushy layer that separates the crystal and the solution [2].

In this mushy transition zone between solid and liquid, the material

properties are blended proportionally to the fL (thermal conductivity and

specific heat) [3]:

λm = fLλl + (1− fL)λs (2.21)

cm = fLcl + (1− fL)cs (2.22)
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fig. 2.5: Temperature from two-phase melting problem.
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fig. 2.6: Schematic representation of the mushy zone [52].

2.4 Simulation with Fluent

The main goal of the numerical analysis is the better understanding of

the parameters that affect solidification, the formation of the mushy zone

and its effect on the micro-structure of materials. With this purpose, an

investigation over the Fluent capabilities has been performed in order to

evaluate the possibility to simulate the γTiAl directional solidification.

In the Fluent implemented solidification module there is no possibilities

to modify phase change temperatures nor liquid fraction definitions via User

Defined Function (UDF) [66] and those features are fundamental in the

peritectic simulation.

For that reason, a new full solidification subroutine has been imple-

mented. Liquid fraction (Lf ) represents the local percentage of molten

material volume. Fluent solidification module implements a simple linear

Lf definition between the melting and the solidification points. The liq-

uid fraction definition has been redefined in order to consider the peritectic
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transformation:

Lf =


0 T < Ts

k
k−1

T−Ts
T−Tm Ts < T < Tm

1 T > Ts

(2.23)

where Ts = max(TP , TM +mSC0), C0 is the alloy composition, k = mL/mS ,

mL and mS are the liquidus and solidus curves slope. The multiphase tran-

sition zone (mushy zone) affects both the thermal and the fluid-dynamic

behavior. In this first steps the analysis is just on the influence on the ther-

modynamic part. The material properties has been updated using the new

fL definition: phase change temperatures are already implemented into the

fL definition itself and the thermal conductivity has been re-defined as:

λ(T ) = λL(T )Lf + λS(T )(1− Lf ) (2.24)

where λL and λS are the liquid and solid thermal conductivity (with tem-

perature dependencies). There is no possibility to modify material specific

heat Cp via UDF so a simple temperature interpolation has been set using

the Fluent material data properties. The thermal diffusion equation has to

be modified in order to consider the phase change:

ρCp
dT

dt
= λT + (we + wp) (2.25)

where ρ is the material density, we is the sum of external specific power

sources and wp is the specific power released during solidification or required

during melting process:

we = −ρL
dLf

dt
(2.26)

where L is the fusion latent heat [3].

To validate the results, a simple comparison has been performed setting

the new UDF to behave like the linear Fluent module. The model represents

a cylinder of molten metal cooled from one side. In this first simulation

the alloy has a non peritectic composition and the thermal conductivity is

linear (see fig.2.7). Using the full non-linear UDF with the same model,

setting a ipo-peritectic composition and a non-linear dependency of thermal

conductivity the results differ (see fig.2.8) [24].
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fig. 2.7: Fluent results with the standard [-] and the new UDF [- -] using the same

linear settings (non peritectic composition, linear thermal conductivity).

Next steps in the UDF implementation will be the introduction of a

smoothing function in the latent heat calculation in order to reduce sim-

ulation time (small time steps are currently required in order to manage

the strong non-linearities connected with the peritectic behavior) and the

introduction of the fluid-dynamic modification. The latter change requires

the re-definition of the viscosity to take into account the phase and the

mushy-zone characteristics:

η(T, Lf ) = η(T )
(1− Lf )2

L3
f + ε

(2.27)

where η is the material viscosity and ε a predefined small number.
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fig. 2.8: Fluent results with the standard [-] and the new UDF [- -] using a peritectic

composition and the non-linear thermal conductivity definition.



3
Crystalline Silicon Production

The thing that hath been, it is that which shall be;

and that which is done is that which shall be done:

and there is no new thing under the sun.

Qoheleth

In the recent decades there has been growing interest in silicon mate-

rial. It has been used for many years in the iron and steel industry for

the production of iron-silicon alloys and, above all, for the production of

lightweight alloys. For these latter applications, material with 99.8% purity

level, called metallurgical grade silicon (MG-Si), are used and thus a com- MG-Si

plete production chain has been created. At the same time, silicon is the

base of various products with applications from adhesive and sealant up to

toothpaste. Nevertheless the most advanced technological applications are

29
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those regarding electronics and solar technology [106].

Since the early 50s of the 20th century semiconductors become a world

global need. Microelectronic components development required silicon of

higher and higher purity and an increased feedstock production: new tech-

nologies for better quality and purification process had been developed to

satisfy the spreading market requests. Considering the enormous importance

of electronics in the current technology, industry, and life, crystal silicon is

one of the most important technical materials today and, at least, in the

near future [135].

fig. 3.1: One of the first advertisement on “Look Magazine” in 1956 about the PV

technology developed by Bell Laboratories [103]

The oil crisis in the 70s focused the world attention to find alternative

energy sources other than oil or hydrocarbon. Public financial investmentsalternative energy

and scientific efforts on researches and technological applications led to de-

velop PV market from small research components to the world everyday

energy needs. In the frame of the “20/20 program” European governments

are investing on alternative energy sources and, among them, PV seems to

be the most promising technology for future small local production [51].

Several different technologies have been developed in PV area but the
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world leading one is still based on silicon (amorphous, dendritic, poly- and

mono-crystalline). High efficiency, low time degradation, a relatively low

cost and non-toxic (compared to alternative compounds as Cadmium, Tel-

lurium, Indium, Gallium, etc.), and its processing can be carried out without

any particular risks to the environment in the most modern factories: those

are the silicon success keys.

fig. 3.2: Modules efficiency vs cost: today and future target [107].

At present, about 95% of solar cells are made of silicon1 (60% of those

cells use pSi [106], 30% mSi and 10% of ribbon and thin-films) and 25% of

the final modules cost is in feedstock (see fig..5.1 at pag.64) [111, 115].

In former time the main PV silicon source was in waste or rejected

material from electronic crystal growth (tops and tails of mono rods, off-

specification due to defects or oxygen content, broken wafers, pot scraps

from CZ, etc. ). The reduction in electronic mSi wasting due to processes

optimization and the growth of the PV industry has been so rapid that

1The remaining 5% use combinations of Cadmium, Tellurium, Indium, Gallium, Sele-

nium, etc. This percentage estimation is valid just for terrestrial “standard” solar cells.

In PV concentration or spatial systems higher efficiencies in smaller surfaces are required

[104]
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fig. 3.3: Silicon grades costs and PV area [111, 9].

in the period 2006–2008, there was a serious shortage in the supply of

silicon feedstock used in the manufacture of PV cells [129, 69].

There is a clear gap both in price and purity between MG-Si and EG-Si

(see tab.3.1 at pag.35), for this reason, worldwide research efforts were spent

to fill this gap and define new ways to obtain SG-Si [104, 129, 39, 60]. The

research trends can be summarized into three main concurring directions

based on the study of:

• a low-cost processes for the production of mSi or pSi wafers and rib-

bons, alternative to the Czochralski process for the growth of crys-

talline silicon ingots [96, 9],

• a low-cost processes for the production of pSi feedstock using the

gas phase route [43, 123], and

• the effects of combinations and limit of impurities and dopant ac-

ceptable in SG-Si adapted to solar cell fabrication, without loosing

conversion efficiency and techniques [65, 9, 33, 32, 83].

The solution of problems associated to the production of a low grade

silicon using variants of the MG-Si process looks very complex: the aim
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fig. 3.4: Impurities sources and refinement process [34].

to find alternative routes for the production of a low cost, low energy in- alternative routes

tensive polycrystalline feedstock is very hard because any material based

on this processes would contain a quite large amount of impurities and

structural defects (fig.3.4). Therefore, intense basic research studies were

spent worldwide, with the objective of investigating the role of impurities

(see fig.3.4) and crystal defects on the minority carrier lifetime and minor-

ity and majority carriers mobility and to discover/develop remedies in their

presence [9, 83, 37].

3.1 Silicon production for PV applications

Silicon is the second most abundant element into the earth crust. Pure

silicon crystals are only occasionally found as inclusions with gold and in

volcanic exhalations [54, 55]. In nature it can be found as silicon dioxide

(SiO2 aka silica or quartz) or in combination with a lot of other different

impurities or elements (Mg, Al, etc.).

3.1.1 Silicon grades

Even though is quite easy to find “good” quality SiO2, the process to

produce silicon is quite complex and energetically expensive (fig.3.5). The
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fig. 3.5: Wafers production chain from SiO2 to wafers.

main pure silicon target is the electronic market and this common feedstock

limited in former time the initial PV silicon market development.

Most of the electronic devices must be made from dislocation-free mono-
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impurities MG-Si UMG-Si SG-Si EG-Si

B 40 <30 <1 <0.0001

P 20 <15 <5 <0.0003

O 3000 <2000 <10 <0.1

C 600 <250 <10 <0.1

Fe 2000 <150 <10 <0.001

Al 100 - 200 <50 <2 -

Ti 200 <5 <1 <0.003

Cr 50 <15 <1 <0.000001

Table 3.1: Target impurities concentration in ppmw for MG-Si, SG-Si and EG-Si

[111, 113, 65].

crystalline silicon of high crystalline perfection and homogeneity. Hence the

MG-Si has to be purified before any semiconductor can be made reducing

the total elements concentration other than carbon and oxygen to below

1ppba [135] (fig.3.3). To be qualified as Electronic grade (EG-Si) silicon

has to be at least 8N (ie 99.99999999%) or higher. Due to larger devices

size and fewer restrictions PV silicon has just to be at least a 6N.

Metallurgical grade

Metallurgical grade silicon (MG-Si) is the precursor for solar-grade and MG-Si

electronic-grade. Silicon is commercially prepared by the reduction at 2400K

of high-purity silica (SiO2) with wood, charcoal and coal in an electric arc

furnace with graphite electrodes as in fig.3.6.

SiO2 + 2C → Si+ 2CO (3.1)

Molten silicon collects in the bottom of the furnace and it is drained out,

casted and cooled. The MG-Si produced via this process is at least 98%

pure. The element contamination can be in metals as aluminum, vanadium,

boron, and phosphorus as well as inclusions of silicon carbide, silicon nitride,

silicon dioxide, and others.

In 2005 MG-Si production is 900000 tons/year, of which 50% was for
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fig. 3.6: Arc furnace

schema and chemical

reactions in the produc-

tion of MG-Si [54, 28].

production of aluminum, steel and titanium. About 45% was for the produc-

tion of silicone and just the 5% used for the production of semiconductors

(electronic and PV).

The purity of the MG-Si obtained is highly dependent on the quality of

the initial raw material. If the initial sand quality is very high the silicon is

finished off using chemical reactants reaching the UMG-Si (upgraded metal-UMG-Si

lurgical grade silicon). To reach higher quality there are other ways to refine

the silicon: the chemical and the physical purification [106, 18].

Chemical route

The chemical processes are based on the fractional distillation of siliconchemical processes

compounds as tri-chloro-silane TCS (HSiCl3), silane (SiH4) and silicon

tetrachloride (SiCl4)
2. All those compounds, obtained via chemical reaction

between silicon and hydrochloric acid, are toxic, corrosive, irritating and

explosive [122, 9, 18].

In Siemens process the decomposition of a very pure TCS gas take

2The fractional distillation process is based on the differences in boiling points in a

liquid mixture. For instance the poiling points at atmosferic pressure for SiH4 is -112.3◦C

and for SiCl4 is 57.6◦C [113]. Other compounds from non silicon reaction, as AlCl3,

FeCl3, PCl3, and so on, can be distilled this way.
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fig. 3.7: Poly-Silicon reactor

schema: (1) silicon bridge, (2)

silicon core, (3) deposited pSi, (4)

quartz bell jar, (5) pre-heater, (6)

water-cooled thermal schield, (7)

graphite, (8) thermal insulation,

(9) electric power supply.

place in special reactors over pure silicon heated rods (see fig.3.7) at 1150◦C.

4HSiCl3(g) → Si(s) + 2H2(g) + 3SiCl4(g) (3.2)

Similar decomposition can be performed on pure silicon seed granules sus-

tained by hot reactive gasses in a fluidized bed reactor (see fig.3.8). This fluidized bed

process offers some significant advantage compared to the Siemens process

as energy consumption and continuous production capability. The granu-

lated pSi obtained can be used in continuous feeding process or to refill

batch process [129, 122].

All those chemical processes can give an extremely high purity silicon

but are energetically expensive and requires a globally complex production

plant.

Physical route

To reach higher purity of chemically purified silicon or to make a better

silicon from UMG-Si a physical purification process can be used. Solid physical purification

silicon shows a very low solubility for most of the elements, much lower

than liquid silicon, resulting in a strong segregation of these elements in
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fig. 3.8: Fluidized bed reac-

tor for silicon purification. (1)

chamber, (2) induction coils, (3)

insulation, (4) susceptor, (5)

liner, (6) silicon seeds, (7) silane

feed, (8) pSi granules [55].

freezing. Consequently the most of impurities remain dissolved in the melt

and the final distribution follows the Scheil’s equation (fig.3.9(a)):

Cf = kC0(1− f)k−1 (3.3)

where k is the distribution coefficient, f is the solid fraction (solidified mass

over total mass), C0 is the initial impurities concentration, Cf is the impuri-

ties concentration at the liquid/solid interface3. If the solidification process

is performed “directionally” the last solidified part would be rich in impu-

rities leaving a better purified middle zone. In particular Czochralski (CZ),

Float Zone (FZ), and Directional Solidification System (DSS) processes are

based on physical purification.

Plasma Purification

A solution to the problem of the shortage of silicon feedstock used to

grow multi-crystalline ingots can be the production of a feedstock obtained

by the direct purification of UMG-Si by means of a plasma torch. In fig.3.10plasma torch

the standard process and the PhotoSil process are compared. Lot of studies

(see [38, 56, 78, 131, 1, 49, 108, 114, 130, 48, 121]) are focused on this

3Iron has a distribution coefficient k = 6.410−6. This means that from 150.000 iron

atoms in the melt at the freezing interface only one iron atom is incorporated into the

growing solid crystal.
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(a) (b)

fig. 3.9: Distribution of composition (impurities) during the solidification process

and the Scheil equation derivation.

purification process inorder to validate and optimize the efficiency and the

removal of the larger ammount of impurities.

fig. 3.10: Comparison between standard chemical route (left) and plasma purifica-

tion PhotoSil process (right) [121].

3.1.2 Silicon crystallization

The pSi obtained via the chemical route or MG-Si can not be used

in any semiconductor application: the best performance can be achieved

just increasing the crystals sizes in order to avoid defects mainly located in
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grain borders. A single almost perfect crystal has to be used in electronics

applications. Alternatively PV silicon can be produced in thin amorphous

ribbons or deposited as layers on transparent glasses [94].

Single crystal silicon

Silicon wafers made from mono-crystalline silicon have the highest effi-

ciency of conversion of solar energy into electricity (up to 25%).

The Czochralski process (CZ ) is a method to produce single crystals

from a liquid bath by introducing a pure crystal seed and slowly pulling up-

wards while rotating (fig.3.11). Crystal size and characteristics are defined

by thermal gradient, rotation and pulling speed, and liquid purity. Nowa-

days, single silicon crystal rods can reach 450mm in diameter and 2m in

length. For the growth of pure silicon crystals a quartz glass crucibles must

fig. 3.11: Czochralski process schema.

be used. Silicon reacts with crucible SiO2 but oxygen can easily removed

from melt as it strongly evaporate as gaseous SiO. The process chamber

has to be strongly purged with inert gasses (argon, or helium) to remove

quickly the silicon mono-oxide evaporating from the melt. Without purging

a SiO and SiO2 slug would form on the melt surface and the crystal growth

would be impossible.
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Float Zone process (FZ ) completely remove the crucible contamination

problem: a pSi rod of high grade is passed through an induction heating

coil, which creates a localized molten zone from which the crystal ingot

grows (fig.3.12). A seed mono-crystal is used at one end in order to start

the growth. The whole process is carried out in an evacuated chamber or

in an inert gas purge. As in the CZ process, the molten zone carries the

impurities away with it and hence reduces impurity concentration.

fig. 3.12: Float Zone schema from initial seeding to growth.

Multi-crystalline silicon

A multi-crystalline structure with grains on the order of mm to cm in

width and approximately columnar along the solidification direction is the

characteristic of the directional solidification (DS ). directional

solidification

The Directional Solidification System (DSS ) is going to be described

in details in the next chapter but it is based on a quite simple design:

the bottom side of a quartz crucible full of molten silicon is slowly cooled

maintaining a vertical thermal gradient4 by heating the upper zone.

4Sometime DSS is referred as “vertical gradient freeze system”.
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CZ FZ

growth speed [mm/min] 1 - 2 3 - 5

crucible yes no

consumables crucible none

heat-up / cool-down times long shot

Specific power consumption [kWh/kg] 30 - 60 30

axial resistivity uniformity poor good

Oxygen content [ats/cm3] more 1018 less 1016

Carbon content [ats/cm3] more 1017 less 1016

Metallic content higher lower

crystal diameter [mm] 150 - 200 100 - 150

operator skill less more

pSi feed form any crack-free rod

Table 3.2: Comparison between Czochralski and Float zone processes [28]

In the ideal configuration there should be almost no liquid convection and

crystals would grow from bottom to top. Further consideration on the DSS

design will be discussed later. DS can be carried out in a separate crucible

after melting (liquid silicon is poured directly into the crucible, possibly re-

heated and solidified) or directly melted and solidified in the same crucible.

The ElectroMagnetic Continuous Casting (EMCC ) has some sim-

ilarities to the casting and DS methods just described, but also has sev-

eral unique features that change the ingot properties. EMC is based on

induction-heated cold-crucible melt confinement, except that unlike the con-cold-crucible

ventional cold crucible, there is no crucible bottom. A parallel, vertical array

of close-spaced, but not touching, water-cooled, conducting copper fingers

is attached at one end to a water-cooling manifold while the other end of

each finger is closed. An internal distribution system carries cooling wa-

ter to the tip and back again. The shape of the region enclosed by the

close-spaced fingers determines the cross section of the cast ingot, and a

wide variety of shapes are possible (circular, hexagonal, square, rectangular,
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(a)

(b)

fig. 3.13: EMCC schema and cold-crucible top-view explanation (1) finger, (2)

external inductor and current direction, (3) induced current in melt, (4) current

direction in fingers [28].

etc.). Silicon is melted on a vertically movable platform (typically graphite)

located within the finger array (fig.3.13(a)). The melting is accomplished

by induction heating after suitable preheating. The induction coil, placed

outside the finger array, induces a current to flow on the periphery of each

finger, around the finger’s vertical axis (fig.3.13(b)). Like a high-frequency

transformer, each finger in turn induces a current to flow in the periphery

of the silicon charge, about its vertical axis. The silicon is heated by Joule’s

effect. Furthermore electrodynamic repulsion between the current flowing

in the periphery of the silicon melt and the currents flowing in the fingers.

Thus, the melt is repulsed from the water-cooled fingers. The open-bottom

arrangement allows the platform to be withdrawn downward, solidifying the

molten silicon, while new melt is formed by introducing feed material from

the top. In this way, a semi-continuous casting process can be carried out

[28, 21, 68, 70, 98, 99, 47].

A variety of feed silicon geometries can be used (melts, rods, pellets,

scrap, etc.). Because the interface is submerged, feed perturbations or slag
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at the melt surface do not affect the solidification front. Ingot lengths of

10m have been demonstrated. The cross section of the ingots has evolved

over years of development and is currently about 350 mm x 350 mm. The

cold fingers allow steep thermal gradients and fast growth speeds (1.5-2.0

mm/min), even in ingots with large cross sections. Thus, grains are neither

as columnar nor as large as in conventional DS.

Ribbon and sheet silicon

More than a dozen techniques have been introduced over the years for

growing silicon ribbons or sheets. The main advantage of these processes is

to avoid the kerf losses and obtain directly the wafer area to be treated.

Two methods developed commercially are the growth with edge sup-

ports, and the growth on a substrate. All these methods can be placed in

two categories [94, 28, 122, 110, 109, 30, 31, 73, 118]

• those pulled perpendicular to a solid/liquid interface with the same

shape as the ribbon cross section (web growth, capillary die growth,

and edge-supported growth), and

• those pulled at a large angle to a solid/liquid interface that is much

greater in area than the cross section of the sheet (growth on a sub-

strate)

Edge-supported pulling of “string ribbons” uses a crystalline blade sup-

ported by two filaments as initial seed fig.3.14(a). A liquid silicon meniscus

continuously feed the growing crystal ribbon. Thermal gradient, pulling

speed and lot of other parameters influence the dislocation distribution and

the final quality. The filaments are introduced through small holes in the

bottom of either quartz or graphite crucibles. Ribbons as wide as 8cm have

been grown, with the standard commercial size now being 5.6cm wide x

300mm thick. The ribbons are grown at about 1-2 cm/min pulling rates,

giving a throughput of about 1m2/day. Furnaces can be kept in continuous
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(a) (b)

fig. 3.14: Growth with Edge Supports and Horizontal Growth on a Substrate.

operation for weeks at a time by replenishing the melt. Ribbon sections of

a desired length are removed by scribing while pulling is in progress. Con-

tinuous growth of more than 100m of ribbon has been achieved, and lengths

greater than 300m have been obtained from a single furnace run (with suc-

cessive seed starts). The steady-state grain structure contains longitudinal

grains of about 1cm2 area, predominantly with coherent boundaries, in the

central portion of the ribbons, and newly generated grains at the ribbon

edges [28, 122].

Horizontal growth from the melt surface drown crystals horizontally

from the free surface of melts. Many approaches have been considered for

applying this process type to PV silicon. The ones currently under engi-

neering development move a substrate through a hot zone tailored in such

a way that a long region of molten silicon in contact with the upper sur-

face of the substrate solidifies with a long wedge-shaped crystallization front

as in fig.3.14(b). Coupled with moderate thermal gradient values (160◦C),

250mm-thick sheets can then be grown with pulling speeds as high as 6

m/min. Heat removal is facilitated by the fact that the surface in which

heat of crystallization is generated is nearly parallel to, and in close proxim-

ity to, the surface from which it is to be removed. The solid/liquid interface’s

growth direction is essentially perpendicular to the pulling direction so, as
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grains nucleate at the substrate surface, their growth is columnar across the

thickness of the sheet. This is in contrast to longitudinal grains aligned

along the pulling direction obtained in the vertical techniques. The grains

tend to be smaller in type II growth methods. Production solar cell effi-

ciencies as high as 12% are attainable at the present time, and the best

small-cell efficiency is 16%. The substrate does not have to remain with the

grown sheet, and may be engineered for clean separation at some point after

solidification.

3.1.3 Thin layer silicon

Thin-layer silicon is considered to be less than 50µm thick and deposited

on a foreign substrate. Potential advantages of thin-layer approaches include

less silicon usage, lower deposition temperatures relative to melt growth,

monolithic module construction possibilities, and a tolerance for lower τ

(the distance charge carriers have to travel is shorter). Disadvantages in-

clude incomplete light absorption and therefore the probable need for light-

trapping, a likelihood that grain sizes will be small5, and difficulty in making

rear contacts if the substrate is an insulating material.

There is not yet any significant quantity of thin-layer crystalline silicon

in commercial production for PV because only partial successes have been

achieved in meeting the challenge [28].

5Grains recrystallization can be achieved by focused laser heating or electron beam

[122].
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fig. 3.15: NREL annual “best-efficiency” up to September 2010 [75].
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4
Directional Solidification System

There’s a way to do it better

find it.

Thomas Edison

The Directional Solidification System (DSS ) used to produce pSi DSS

has a large share on the PV market because of the advantages in wider feed-

stock tolerance, lower manufacturing costs, higher throughput and simpler

process and equipment compared to Czochralski or Float Zone processes

[126]. Nevertheless the overall cost advantage of e/W still goes for pSi , the

main detraction has been the lower efficiencies obtained with pSi compared

to mSi , but process optimization is rapidly increasing conversion efficiency

up to 20% (see fig.3.15).

PV cells efficiency is related, among other, to defects in the crystalline

49
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silicon structure and grain borders acts as a recombination center for the

photogenerated carriers. In a multi-crystalline structure as in fig.4.1(a).1

carriers are trapped inside grains boundaries; conversely, in a columnar

multi-crystalline structure as in fig.4.1(a).2 the path from the electron/gap

creation area and the front/rear cell connections is almost free. The larger

the grain sizes the higher would be the cell efficiency [122]. The ideal con-

figuration in fig.4.1(b) is the base used to develop the nowadays widely used

Directional Solidification Systems.

(a)

(b)

fig. 4.1: Grain structure comparison for pSi with normal orientation (1) and di-

rectional solidification (2) and [left] DSS base concept [122].

4.1 DSS process

A schematic of a DSS station with opened insulation is shown in fig.4.2.

After the crucible with silicon charge is loaded in the station, the insulation

is closed (fig.4.3(b)). The entire system is heated until the silicon charge

is completely melted. To start silicon solidification and crystals growth,

the insulation is moved (up or downward depending on the system design)

while all the other components remain stationary (fig.4.3(c)). The bottom

block will therefore lose heat to the cold environment primarily by radiation.

This causes high heat extraction from the bottom of crucible, initiating
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fig. 4.2: An example section

of a traditional 450kg DSS

schema. (1) double wall wa-

ter cooled chamber, (2) fixed

thermal insulation, (3) top

heater, (4) side heater, (5)

quartz crucible, (6) silicon, (7)

graphite base and box, (8) mov-

ing pedestral and cooling sys-

tem.

nucleation. The insulation remains open during the growth process, then is

closed for annealing.

Heat is extracted through the bottom of the crucible in order to initi-

ate solidification. Therefore, the crystal-liquid interface moves upwards

from the bottom of the crucible. By adjusting the relative position of the

crucible and insulation along with varying the heater power, the tempera-

ture gradient and growth rate are carefully controlled to favor the growth of

a high quality crystal structure with vertically aligned grains. This nearly

unidirectional grain growth will avoid high thermal stress and reduce the

dislocation density in the pSi ingot1. dislocation density

The density of solid silicon is about 10% less than its liquid, which means

that the volume of silicon will expand during growth. The directional solid-

ification also provides the space for this expansion.

1Dislocations act as a recombination center and affect the electrical performance of

solar cell
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One of the other advantages of directional solidification is that the metal

impurities will be pushed away from the crystal due to their small segre-metal impurities

gation coefficients (see pag.37). Therefore, the majority of the silicon ingot

will have a quality suitable for a solar cell.

Moreover the square crucibles shape optimize the material utilizationsquare crucibles

avoiding wasting scrapes as in CZ of FZ processes where the wafers can just

be circular and the squaring process remove a big amount of good quality

material. DSS crucibles are sized to obtain 4x4, 5x5 or more standard sized

bricks (156x156 mm2) to be sliced in wafers for PV cells realization.

fig. 4.3: DSS relative movements in (a) open/charging, (b) heating, and (c) cool-

ing/solidification stages.

4.1.1 Termal profile during the porcess

The standard thermal profile for a DSS furnace is sketched in fig.4.4. A

brief description of the whole process steps can be the following:

Preparation : the quartz coated crucible has to be positioned over the DSS

base and filled with the silicon chucks (60kg – 800kg). This operation

has to be carefully done in order to avoid crucible damages or scratches
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fig. 4.4: Schematic DSS process temperature profile.

in the coating. Once done, the graphite walls have to be built around

the crucible to hold it while softened.

A - Cleaning : to remove all the possible contaminating elements and

remove oxygen, the whole chamber has to be emptied using vacuum

pumps to reach the highest vacuum value (0.005 – 0.5 mbar); once

emptied, the chamber can be filled in inert gases (Argon or Helium)

till the desired working pressure (0.02 – 1 bar)

B - Heating : all the system has to be heated up to the melting tempera-

ture with a defined maximum heating rate in order to avoid material

structural cracks.

C - Melting : the time required in this step depends above all on silicon

quantities, but even in sizes, and silicon kind (powder, chunks, . . . ).

D - Super-Heating : once the silicon is molten it is necessary to reach

a higher temperature needed to create the vertical gradient (1450 –

1700◦C).

E - Holding : this period is necessary to homogenize temperature, com-

position and to avoid the presence of small solid silicon still floating

over the liquid.

F - Vertical thermal gradient : the system starts the cooling from the
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bottom surface of the crucible and maintains liquid the upper parts

using the top heater.

G - Solidification : once the bottom liquid surface is cooled under Tm it

starts the solidification stage: the solidification rate (10 – 20 mm/h)

is imposed tuning the bottom cooling and the upper heating.

H - Cooling : on crystallization completion the system can be cooled

I - Relieving : is necessary to reduce internal stresses arising from differ-

ential cooling inside the ingot and to reduce dislocation creation and

multiplication (see 4.1).

J - Final cooling : can be as quick as the mechanical and silicon struc-

ture can achieve but has to be controlled in order to avoid materials

mechanical shocks.

4.2 DSS technical specifications

4.2.1 Thermal design

In ingot solidification processes, the shape and the velocity of the liquid-

solid interface is controlled by heat fluxes [92, 126]. This requires a specificliquid-solid interface

thermal furnace design with active and passive insulation regions.

In general, the lateral heat flux through the ingot mould is responsible

for the solidification interface shape, while the heat flux through the top

and the bottom of the ingot controls the solidification velocity. An exam-

ple of the process principle is shown in fig.4.5. An example of this influence

can be seen in the schematics of the hot zones in DSS and HEM2 shown in

fig.4.6. Both of the systems extract heat through the bottom of the crucible

2During the growth in a DSS station, the side insulation is moved up to allow heat

extraction from the bottom while the crucible remains stationary. In Heat Exchange

Method (HEM), the crucible and the central part of the bottom insulation move down-

wards during growth so that the heat exchange block has a direct radiation path to the

cold wall [126].



4.2. DSS TECHNICAL SPECIFICATIONS 55

fig. 4.5: Heat fluxes and

exchanges between heaters,

crucible, liquid and solid in

DSS have a deep influence in

solid/liquid interface shape.

fig. 4.6: Simulation of the global temperature profile in (a) DSS and (b) HEM and

the corresponding ingot temperature profiles [126].

in order to initiate solidification. However, the different moving parts and

specific geometries of the systems lead to quite different temperature distri-

butions. Differences in temperature profiles result in significant differences

in the shape of the solidification interfaces: DSS isothermal solidifica-

tion line is quite flat in the middle of the bath and curve upward near the
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crucible. HEM presents a downward profile. There are some advantages of

this outward growth direction. Firstly, it will help enlarge the grain size

as growth continues. Secondly, the solidification direction is perpendicular

to the solidification interface hence the segregation of impurities pushed to

the corners in a slightly convex shape interface, leading to a reduced defectconvex shape

density in the crystal.

Number, position and type of heating sources vary and change in the

company design. Top, lateral, or bottom can be combined in order to change

the thermal design.

In order to freeze convective flows and maintain the vertical direction

in growth, a vertical temperature gradient has to be set. The higher the

gradient the easier is to obtain a perfect vertical crystallization. Nevertheless

high gradients means higher room temperatures with consequent complex

thermal shielding, rapid material deterioration, higher maintenance costs an

so on. Standard values3 for 450kg DSS are in the range of 2 – 5 K/cm.

Because of the 10% higher density of molten silicon in comparison with

the solid phase, a solidification of the top region of the ingot has to be

prevented under any circumstance during the ongoing crystallization. Oth-

erwise, enclosed solidifying melt can cause a crack on the mould and an

outburst of liquid silicon into the furnace.

After total solidification of the ingot, the cooling down to room temper-

ature requires low thermal gradients inside the ingot to prevent the genera-

tion of thermal stress. This stress can raise the value of crystal defects, likethermal stress

dislocations, which are known to limit the solar cell efficiency [57].

Summarizing the general aspects of DS thermal design, the most impor-

tant parameters that have to be controlled during the process, and therefore,

to be investigated by numerical simulations are:

• the melting rate

• the crystallization velocity

3Smaller laboratory systems can impose a higher gradient (up to 15 – 20 K/cm) on

smaller silicon quantities due to the small ingots height.
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• the shape of the solidification front

4.2.2 Vacuum and Atmosphere

Due to the high chemical reactivity of the molten silicon at high temper-

ature the whole melting and solidification process have to be performed in

inert atmosphere. Moreover all the graphite components (insulation, suscep- inert atmosphere

tors, box, heaters, etc.) react with oxygen at temperature higher than 400◦C

reducing the consumables lifetime [63]. The materials design and choice (see

4.2.3) has to take into account the vacuum and process compatibility.

Thus is necessary to clean the chamber in the initial process step in order

to remove as much oxygen as possible. Once the required conditions are

obtained, the chamber is filled in inert gasses up to the working pressure

value depending on the recipes used. A continuous gas flow is necessary

not only to keep clean from oxygen flowing though vacuum chamber possible

leakeges but even to remove SiO originated from the crucible and evapo-

rating from the free liquid surface. Otherwise the formation of a skull may

reduce the heat flux from the top, cooling the upper part of the melt and

leading to a undesired and dangerous crystallization from the top.

The commercial DSSs have a double vacuum pumping station in order

to clean the chamber with various combinations and capacities [23, 22]. The

inert gasses type (Ar or He), pressure (1 – 6 bar), consumption and flow

(0.05 – 200 m3/min) vary from company to company.

4.2.3 Materials

Materials design in DSSs is quite complex due to some technical aspects

of the process and some limitations:

• very high temperature reached during the melting phase (up to 1800◦C)

• aggressive atmosphere with SiO, SiO2, Si, etc.

• chemical compatibility with the process (no metals or foreign element

have to be released during the process) to maintain the silicon quality
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• vacuum (no closed porosity, degassing or evaporation)

• cost

• durability

• easy maintenance

Graphite is normally used both as insulation and heating system. It as

good resistance up to 3000◦C and can be tailored in order to obtain lot of

different characteristic :

• isostatic graphite has good mechanical properties and can be used

in structural components for the box and the bottom plate

• CFC carbon fiber composite can be shaped in a variety of design to

define mechanically excellent detail as bolt, shielding, L-shaped profile,

tubes, etc.

• rigid graphite felts (rigid carbon fiber complex structures with a low

density and thermal conductivity) can be used as thermal insulation

• flexible graphite felts cover are used to create a reactive shielding

in the bottom chamber shell: in case of crucible breakage and silicon

run-out, the bottom vessel can contain all the melt and the silicon

wets and reacts with the felt producing a very strong and protective

SiC skull

4.2.4 Safety

The management of 450kg reactive liquid silicon at 1500◦C is a quite

complex problem for safety and can be potentially dangerous. The risk

tree have to be taken into account in the engineering design and safetyrisk tree

procedures. Active and passive protections have to be designed in order to

avoid at first people hurts and secondly to prevent system damages.

If the unlikely (but possible and not unusual) event of a crucible breakage

occurs, a large quantity of high temperature material may flow outside the

crucible, leading in the worst case to a possible explosion. In particular,
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the main risk in this kind of devices is silicon/water esothermal reaction:

Si+ 2H2O → SiO2 + 2H2 (4.1)

leading to temperature increase and hydrogen creation usually connected

to an sudden and rapid increase in pressure. Water is normally used to

cool the double-walled chamber and as a cooling medium for the bottom

heat/exchanger. Any water leakages have to be prevented (checking weld-

ing, corrosion, heat cycle embrittlement, structural damages as graphite

oxidation, etc.) and the device design has to avoid the silicon water contact

in case of crucible breakage by the creation of specific path and shielding for

molten silicon.

The system control (4.2.5) has to monitorize the process temperature,

pressure variation, oxygen content, leakage detection devices, and all the

parameters to check the normal process and to implement the emergency

procedures.

High temperature insulation, liquid silicon confinement paths, water-

cooled zones design and position, thermal shields, and others passive pro-

tections have to be designed.

4.2.5 Process Control

The possibility to monitorize and control the whole melting and solidifi-

cation process is crucial for the DSSs end users. Each pSi producer has his

own “recipe” to implement related to the feedstock quality, form, quantity,

etc.

An industrial computer has to manage the whole system:

• power sources switching and regulation

• temperature profile definition and measurement using pyrometers and

thermocouples

• vacuum management (pumps) and measurements

• gasses flow and switching control
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• mechanical positioning (chamber open/close, heat exchanger or cru-

cible)

• water cooling system (pumps, pressure, chiller, towers, etc.)

are just few of the parameters to be set and continuously controlled.

All the active safety procedures (see 4.2.4) and emergencies management

has to be defined and implemented in the control system as:

• electrical black-out (UPS, alternative electrical power supply)

• absence of cooling water (emergency chillers and pumps)

• crucible breakage

• temperature and pressure increase

• . . .

4.2.6 DSS outlook

To avoid the costy consumable quartz crucibles it is possible to cast

directly the silicon ingot into a graphite crucible inductively heated. The

earlier casting experiments were performed in this kind of containers [29].

The material properties have to be compatible with Silicon thermal expan-

sion in order to avoid crack during solidification, impurities contamination

distribution coming from carbon crucible also has to be evaluated.

To improve the thermal design a new special crucible has been devel-

oped and patented by Apollon Solar and Cyberstar [79, 84, 50]: the cru-

cible is assembled with four lateral IR opaque quartz sides and a bottom in

transparent quartz. Consequently the vertical thermal gradient can be eas-

ily maintained because the lateral heat dissipation is limited to conduction

[81].

To improve the crystal orientations it is possible to use a mSi “seed”

base plate in the bottom of the crucible in order to impose the crystallization
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growth starting from a defined crystallographic plane [58]. In this way it

should be possible to have equiaxial growth in all the ingot section.
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5
induction Direction Solidification Systems

Any sufficiently advanced technology

is indistinguishable from magic.

A. C. Clarke

Due to the feedstock amount over the solar cells final cost, the pro-

duction of low-cost and high quality silicon in photovoltaic application is a

main topic in PV industrial research (fig.5.1). The large grained columnar

poly-crystalline silicon (pSi) obtained via Directional Solidification Systems

(DSS) was found to be a convenient alternative to the expensive mono crys-

tal (mSi) obtained via Czochralski: production costs are much lower and

the solar cells efficiency has been significantly increased in the last years

(fig.3.15).

Among the main manufacturers of DSS systems the traditional resistance

63
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fig. 5.1: Costs distribution for a pSi PV module and the subdivision for the wafer

production [74, 114].

heating is used both in the phase of melting the raw silicon and in the phase

of re-crystallization in order to maintain the proper temperature gradient

between the top and the bottom of the crucible. The induction heatinginduction heating

technology could be a valid option, but only few manufacturers use it [25].

Though induction is a well known industrial technology used in lot of dif-

ferent applications (see chapter 1) with higher performances and capabilities

compared to resistive heating, just few companies developed an induction di-

rectional solidification for silicon casting and the market is still fully oriented

in the traditional systems.

Some disadvantages in the induction Directional Solidification Sys-

tem (iDSS ) can be in the initial financial investment and in a kind of inertiaiDSS

to switch from a traditional and improved technology to a “new” one. On

the other hand, lot of laboratories and research centers all around the world

are already using small size systems based on induction because of their

flexibility and capabilities.

In 2008, after a preliminary economical and technical planning made

in collaboration with the UCLA (University of California, Los Angeles),

a collaboration has been established between the ElectroHeat Laboratory

of the University of Padova, Inova Lab (a spin-off company of the same

department), and SAET industrial group to study, design, and developed a
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DSS prototype based on induction heating: “iDSS project”. iDSS project

This chapter is a general description of this project development, simula-

tions, economical and technical aspects. Not all the details and specifications

will be described in order to meet some industrial confidential agreements

signed with companies involved into the project.

5.1 DSS: induction and resistive heating

The aim of this section is a comparison between the two different tech-

nologies used in DSS for the production of pSi ingots: electric resistors

and induction furnaces. The former is a well known and widely used

technology. The latter is increasing in interest and possibilities in the last

years.

fig. 5.2: Comparison schema between traditional and inductive DSSs. (1) silicon,

(2) thermal insulation, (3) heating elements resistors/inductors, (4) crucible, (5)

cooling base, and (6) insulation base [25].

5.1.1 Resistive DSS features

Traditional DSSs are designed to fit the radiative thermal exchange (IR)

system limitations and requirements. One of the main drawback is that

the radiating heating elements are not “directional” or selective thus heat is
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dissipated all around in the furnace surfaces. Moreover the thermal fluxes

are strongly dependent on the “view factor”1 and the heaters must have a

complex design to have a uniform temperature profile.

The process control parameters during heating and cooling are just

the upper heater power and the relative position between heaters and box.

Due to the heaters and masses thermal inertia the system controllability and

tuning is slow and not reactive (once switched off, the temperature slowly

decrease but still radiating). The possibility to tune or change thermal

profile is far to be simple.

Almost 30% over the total time necessary for the complete manufac-

turing of the ingot (which typically is in the range of 55 to 65 hours for a

450kg DSS) an important part is covered by the melting and homogeniza-

tion phases. This time is required to heat up the system, melt and hold the

temperature before solidification. In order to achieve the melting tempera-

ture, the resistors should be heated at least up to 1500-1600◦C with a lot of

thermal losses which must be dissipated by the vacuum chamber walls.

The most important phase, the directional solidification, is obtained im-

posing a vertical temperature gradient (5-10◦C/cm) using the heat flux from

the upper heater. IR thermal flux require a temperature differency2 between

the source and the target. Thus to maintain the necessary radiative heat

exchange the the upper resistors have to reach higher temperature, near to

1700-1800◦C, with an increase in thermal losses.

Maintenance costs and repairs in graphite or carbon nitride resistorsMaintenance costs

is quite high. All those components have a short life-time because of the

chemical aggressive atmosphere (Si, SiO, SiO2, etc.) and the thermal

cycling consumption (usually all the graphite components and heaters have

to be changed every 1 – 2 years).

1The IR thermal flux exchanged between two element surfaces depends on their relative

position and obstacles between them. The view factor is the adimensional parameter

describing the heat percentage exchanged per unit of area.
2The IR thermal flux between two infinite facing surfaces is q1−2 = σε(T 4

2 − T 4
1 ) de-

pending strongly to the temperatures difference.
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In order to increase the efficiency of the process some manufacturers are

developing new furnaces capable to produce bigger ingots. Some Chinese

firms like JYT are developing e new furnace (JZ-660) capable of casting

ingots up to 800 kg; the European ECM has declared to be ready for the

next year with a furnace capable of casting 600 kg ingots. The innovation

proposed by all these companies are in the direction to produce a scale

economy of the process, but a real innovation regarding the technology used

or the variation of process main parameters is difficult to be accepted by

the manufacturers and customers. If we compare the furnaces of the main

DSS manufacturers in the world they differ only for some details [27]. IR

is a very efficient surface-to-surface heat transfer but this feature limits the

internal ingot heating capability requiring longer time for the conductive

transfer. In the direction of increasing ingots size, a more efficient internal increasing ingots size

source should be preferred.

The main drawbacks of DSS resistors furnaces can hence be summarized

as follows:

• A big vacuum chamber because of the need to reduce the high thermal

losses due to radiation of resistors at high temperature (1600-1700◦C);

• A long heating and melting time due to the low specific power available

in the range of 5-10 W/cm2;

• A big consumption of energy for the radiation losses during heating,

melting and solidification

• The high operation temperature of resistors reduces their lifetime and

hence there is the need to frequent substitutions.

5.1.2 Induction features

The idea of using induction technology is not new in DSS furnaces: a lot

of patents regarding the use of classical induction heating or melting and cold

crucible for continuous casting of silicon are known. Despite the feasibility of

the process only few (one or two) manufacturers are proposing to the market

DSS furnaces with induction technology. The reason of this limited diffusion
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of induction DSS furnaces could be related to the knowledge needed to

design the heating system constituted by a frequency converter, capacitors,

transformers and inductors which is more complex than the resistors heating

system.

The iDSS design and features are the same of a traditional system but

based on the induction possibilities and limitations. Some of these are here

summarized.

To be inductively heated the susceptors have to be realized in an elec-

trically conductive material; the isostatic graphite structures used in the

traditional systems can be used leaving the “standard design” of some con-standard design

sumables as the graphite box. This is an important feature in order to avoid

a complete re-design and be more attractive to the market. The possibili-

ties to have a system as similar to the standard as possible has to be taken

into account in the project. Production industrial plants are optimized and

equipped for specific procedures connected to the silicon charging, process

management, and so on over traditional systems.

The design of the hot-zone is completely different (see fig.5.2) becausehot-zone

induction is an indirect heating method. A proper thermal shielding

between inductors and susceptors have to be realized in order to protect

inductors from high temperature and at the same time to direct the heat

generated by the eddy currents toward the silicon.

Nevertheless it is not possible to use a too thick insulation because of

the electrical efficiency of the system: in induction heating devices the gap

between inductors and susceptors has to be as small as possible in order

to have a better coupling and a higher energy transfer.

Those conditions impose a very small hot-zone compared to the stan-

dard one where the heaters have to be in the between of insulation and

susceptors. This reduces the insulation dimensions, the high temperature

zones and the surface, reducing in such a way the thermal losses. Short-

ening the time and lowering the temperatures the consumed energy can be

drastically reduced.
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To increase the heating rate and the global system controllability an

induction DSS furnace can be constituted by three different inductors which

can be placed on the bottom, on the top and on the sides of the graphite

susceptors constituting the box containing the crucible as shown in fig.5.4(b).

The induction specific feature to put heat sources directly into defined

zones by a proper inductors design can be used to optimize the thermal

maps and to obtain the desired thermal profile. For instance, the side

inductor can be used to control the cooling in such a way to compensate

the lateral thermal losses to create an active adiabatic insulation able to active adiabatic

insulationguarantee a perfect vertical heat flow or to shape the solid/liquid interface

as discussed in 4.1.

Contrary to the slow resistor system, induced power into the susceptors

can be tuned and switched on and off instantaneously just controlling the

power supply. In the same way tuning frequencies and voltage inductors can

be used for electromagnetic stirring as in fig.5.3 in melting and holding

steps. With the same flexible power system is even possible to generate

heat directly inside the silicon at temperature higher than 800◦C when the

electrical conductivity became comparable to a metal. This leads to an

increase in melting speed by reducing the conduction transfer and increasing

the efficiency.

One of the main drawback is that inductors copper tubes have to be

cooled to dissipate the internally generated heating introducing a new po-

tentially dangerous water source in the system. On the other hand these

cold heat-sources can be used to cool the structure itself keeping all the ex-

ternal zone to lower temperature and avoiding the expensive chamber double

wall. For the same reason the bottom inductor can be designed in such a

way to be a perfect cooling surface for thermal exchange acting both as a

heat source and cooler. Finally an inductor is a very simple “mechanical”

component operating at very low temperature and for this reason its lifetime

can be considered unlimited.
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fig. 5.3: Simulation of the electromagnetic stirring effect in the first system con-

figuration. Lorentz’s forces induced into the molten silicon.

5.2 Simulations

The direct experimental studies are extremely laborious and expensive

because of high temperatures typical of this process (up to 1700◦C). Detailed

measurements of the temperature field are almost impossible due to techni-

cal and physical limitations. System optimization would be too expensive.

Mathematical modeling may significantly shorten the time of technological

prototyping, narrow the search range for the optimal parameters, decrease

expenses, and provide a qualitative estimate for any design. Therefore, nu-

merical simulation is very important and urgent even for the ideal process

of growing.

Nowadays Computer Aided Design (CAE) packages can manage almost

all the physical phenomena. Commercial multi-physic softwares have been

heavily used in the project in mechanical, thermal, electromagnetic, and

fluid dynamic design.
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5.2.1 Geometry

Using the “standard” DSS structure as base to the mechanical and ther-

mal design the new starting geometry has been defined as in fig.5.4(a).

(a) (b)

fig. 5.4: CAD project view and 1/4 FEM model section.

5.2.2 Materials properties

Silicon is a semiconductor with a melting point around 1420◦C and it

requires 1411 kJ/kg to be molten. At room temperature silicon is an elec-

trical insulator, electrical resistivity decreases with temperature and up

to 800◦C material can be heated directly by induction (fig.5.5). A visible

gap in ρ between solid and liquid phases is an interesting feature to be taken

into account. Thermal and electrical properties (fig.5.5, fig.5.6, and fig.5.7)

vary in literature and can vary depending on the feedstock type and quality.

Materials properties used in simulations are a compromise between real

values with temperature and complex dependencies and the computational
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fig. 5.5: Silicon electrical resistivity ρ dependency with temperature in solid and

liquid phase according to different authors.
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fig. 5.6: Silicon volumic specific heat ρCp dependency with temperature in solid and

liquid phase. Curve used in thermal non-linear simulations. The latent melting heat

is simulated as a peak in the specific heat around the melting point.

fig. 5.7: Silicon thermal conductivity k dependency with temperature in solid and

liquid phase according to different authors.

time required to solve a FEM model. Each non-linear property used can

give a better result but real multi-physical models are very complex to be

“usable” in engineering design. Simplified models can give the hint to un-

derstand the problem and solve it in shorter time.
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property UM solid melt quartz susceptors insulators

density kg/m3 2300 2500 2190 2260 1800

thermal conductivity W/mK 26 54 5 40 0.7

heat capacity J/kgK 950 1000 1525 2050 1800

emissivity - 0.6 0.3 0.5 0.8 0.8

electrical resistivity Ωm fig.?? 8010−8 - 95010−8 -

Table 5.1: Some of the material properties used in simulations [94, 85, 11, 97,

91, 112, 20, 59, 120, 63]

5.2.3 Thermal simulations

The ideal thermal profile and the position of the solid/liquid interface

can be calculated using a simple one-dimensional heat transfer model, where

it is assumed that all the heat is transferred through the crucible bottom

[81, 101]. As shown in fig.5.8 solidification rate, imposed thermal gradient,

and geometrical parameters are used to evaluate temperatures and fluxes.

The heat flux qPC [W/m2] released during solidification phase-change can

be calculated as:

qPC = v · δ ·∆H (5.1)

where v[m/s] is the solidification rate, δ[kg/m3] is the density, and ∆H[J/kg]

is the latent heat. Solid and liquid fluxes:

qL = kL · ∇TL = kL ·
(Tsurf − Tmelt)

hL
(5.2)

and

qS = qL + qPC = kS ·
(Tmelt − Tbott)

hS
(5.3)

where k[W/m2K] are the thermal conductivities, hS [m] = v · t is the ingot

height, hL = h− v · t is the liquid height, and T [K] are the temperatures as

described in fig.5.8.

Using these relations is possible either to calculate fluxes and tempera-

tures defining solidification speed or conversely to estimate the solid/liquid

front position from temperature measurements [101, 19].

After the electromagnetic design and the power sources estimation some

3D thermal simulations have been implemented to understand temperature
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fig. 5.8: Ideal thermal setting

between top free liquid surface

and bottom solid silicon.

profile and give some hints about materials and insulation to be used. This

simple model doesn’t take into account the IR thermal exchange but some

tricks have been used to simulate this flux [102]. The thermal conditions set

are:

• isothermal surface for the water-cooled external chamber wall

• molten silicon at 1450◦C

• power density maps from electromagnetic simulations

• steady state and transient analysis

Some results used in the project design are in figs.5.9.

fig. 5.9: Thermal simulations results (a) inductors maximum temperatures, (b)

thermal map for insulation design, (c) steel chamber shell thermal fluxes.
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5.2.4 Electromagnetic simulations

The electromagnetic simulations were developed using the Cedrat Flux

CAE package. 2D and 3D electromagnetic and thermal couplings have been

done in order to have maximum efficiency and heat distribution.

In the inductors design process (some evolutions of the upper inductorinductors design

are shown in fig.5.10) required a strict collaboration between different teams

and skills: process requirements, simulations, power electronics, fluidic, and

inductors realization team. Electrical and fluidical connections, shape and

fig. 5.10: Some steps of the inductors design process.

size of copper tubes, the relative position to the susceptors, process safety

and mechanical feasibility have been discussed and modelized. The final

inductors result is shown in fig.5.11.

fig. 5.11: Inductors final design (bottom, lateral, and top).

To design and realize the power supply some technical data are requiredpower supply

by the power electronics and electric teams. The system impedance cal-

culations are necessary to design the power generators, capacitors, auto-

transformer, and power balance systems. Parametric simulation analysis is
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useful to optimize the frequencies (see fig.5.12) in order to maximize the

transferred power and the efficiency.

fig. 5.12: Power induced into graphite and lost into inductors and efficiency

parametrized over frequency to optimize the bottom inductor.

To increase the DSS control flexibility, each of the turn constituting the

side inductor can be switched on and off. In such a way it is possible to

implement the “active insulation”. Coils switched off are set in a short-

circuit condition in order to create a EM shield and confine the induced

power into the designed zones (see fig.??). Doing that the total impedance

changes and it is necessary to change electrical configuration to set the

system.

The aim to have a uniform temperature distribution over the susceptor

and to avoid thermal gradients and fluid flow imposes the design of the

upper and lower inductors (fig.5.11(c) and 5.11(a)). Due to some geometrical

and process constrains these are designed in a “pancake” shape, ie a spiral

facing the susceptor. The four pancake-tubes can be electrically connected

in different configurations where current flows in relative different directions

(see fig.5.14). In the three possible cases the electromagnetic configuration

changes and the induced power too (see fig.5.15).
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fig. 5.13: Eddy currents density along a vertical path induced into the side susceptor

by switching off some turns.

fig. 5.14: Inductors connection schema (NN, TN, TT). Arrows describe the pan-

cake current direction, dotted lines are induced current paths, and the continuous

lines show the magnetic field condition imposed as boundary (N and T stand for

“normal” and “tangential” magnetic fields).

5.2.5 Fluid-dynamics simulations

The thermal design has been further developed to take into account

all the mass and energy transport phenomena [13, 12]. The multi-physics

model in fig.5.16 is an axy-symmetric geometrical equivalent to the squared
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fig. 5.15: Current density induced into the graphite susceptor using different in-

ductors connection (NN, TN, TT).

ones designed. Liquid silicon fluid flow, thermal conduction, radiative heat

fig. 5.16: iDSS 2D model and mesh for the CFD simulations. (1) silicon, (2)

quartz crucible, (3) bottom susceptor, (4) lateral susceptor, (5) top susceptor, (6)

insulation, (7) vacuum zone, (8) water cooled chamber, and (9) heat exchange bot-

tom inductor [61].

exchange between all gray and diffusive surfaces in the furnace, gasses con-

vective exchanges, phase changes, and external heat sources are considered

in this simulation (fig.5.17 and 5.18) [61].

The governing equations are the mass balance, momentum conser-
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vation, and the energy conservation:

ρ̇i +∇(ρi ~ui) = 0 (5.4)

∂ρi ~ui
∂t

+ (~ui · ∇)ρi ~ui = −∇ρi +∇τi + (ρi − ρi,0)~g (5.5)

∂ρiCp,iTi
∂t

+ ρiCp,i ~ui · ∇Ti = ∇ · (ki∇Ti)−∇qrad + ST (5.6)

where ρ[kg/m3] is the density, ~u[m/s] is the velocity, τ [Pa] is the stress

tensor matrix, ~g[N/kg] is the specific gravity, Cp[J/kgK] is the specific heat,

T [K] the temperature, k[W/mK] is the thermal conductivity, qrad[W/m2]

is the radiative flux, and ST [W/m3] are the thermal sources.

To evaluate the radiative heat exchange a specific module is imple-

mented in the CAE package to trace the surface-to-surface effects. Each

surface element flux qIN [W/m2] is calculated using:

qINi =
∑
j

Fij

(
εjσT

4 + (1− εj)qINj
)

(5.7)

where ε[−] is the material emissivity, T [K] the temperature, σ = 5.6710−8W/m2K4

is the Stefan-Boltzman constant, and Fij is the view-factor between the two

surface elements.

Some relations and equations are in chapter 2.

To solve the fluid-dynamic problem a RANS solver has been used in

order to take into account the unstable flow behavior [14, 133, 134, 53].

By means of this information it is possible to:

• optimize the power load variation in time

• control the solidification rate (fig.5.19)

• define the thermal setting to shape the solid/liquid interface to convex

• evaluate the heat fluxes and design the cooling system

• evaluate the thermal losses and the global thermal efficiency of the

system

• study the argon flow and re-design the inlet in order to keep clean the

silicon surface

• have a map of the impurities concentrations in the ingot by using

diffusion simulations coupled with thermal and fluid dynamic ones
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fig. 5.17: Global temperature [K] distibution evaluated in fluid dynamic CAE soft-

ware.

fig. 5.18: Temperature and fluid flow at the beginning of the solidification process.

5.3 Prototype construction

At the beginning of 2010 the project landed to the realization stage.

The iDSS prototype has been realized in the SAET Group facility plant

in Leińı (Torino) where all the engineers and technicians involved into the

project are.



82 CHAPTER 5. IDSS

fig. 5.19: Solidification rate changing during the process.

SAET Group (founded in 1966) is a worldwide company specialized inSAET Group

design and manufacturing of induction heating production solutions. All

the skills required form the initial design to the practical realization of a

such a complex device are available inside the group (R&D, mechanical,

fluidic, inductor design, power electronics, electric, software, purchase, and

productions departments).

5.3.1 Machine set-up

Once completed the first global design, the construction phase showed

some features to be re-designed and difficulties and problems mainly con-

nected to vacuum and high temperatures.

The prototype is approximately 4m wide, 5m in height, and 8m in “charg-prototype

ing” configuration with the bottom part of the chamber extracted.

Other unique feature in iDSS is the design and realization of the induc-

tors electrical feed-through. Standard system power supply is a 50-60Hz

using standard connection to cross the chamber double wall. Higher fre-

quency used in induction imposed to design a special plug for the inductors.
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fig. 5.20: Two views of the prototype realized displaying the main components.

fig. 5.21: Photo of the iDSS prototype.

Some problems connected with vacuum leakages have still to be resolved.

Some materials used in standard DSS had to be modified or completely materials

changed due to incompatibility with the electrical inductors design: graphite

felt is a perfect thermal insulation but is electrically conductive. Other
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fig. 5.22: Bottom inductor used both to heat and and cool the system.

ceramic materials are been evaluated to replace this one. Limitation had

been found in the isostatic graphite usage due to the maximum block size

that can be found. The bottom susceptor has to be redesigned to utilize

standard and more economical pieces.

5.3.2 Tests

The testing step started before the complete system construction in order

to check some installed components. The main feaures to be controlled were

vacuum, inductors matching with susceptors, and materials resistance

to high temperarture.

Testing power converters gave a good concordance to the simulation’s

predicted values. Problems arose in the process testing phase. In certain

condition power converters were shouted down due to current dispersion.

Some electric arcs were generated inside the chamber between inductors

and susceptors leaving visible effects over the graphite. Those interruptions

were limited to the initial process phase when the heating process start in

vacuum atmosphere in order to increase the degassing rate and increase the
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fig. 5.23: Air

dielectric strength

depending on

pressure and

glowing discharge

pressure range in

evidence (1Torr ≡
1.33mbar).

chamber cleaning. Once identified that the possible cause was connected

to vacuum level, the problem was identified as an glow electrical discharge glow electrical

dischargecaused by a drastic reduction of the air dielectric strength at low pressure as

in fig.5.23. The problem has been solved switching off the power converter

when the pressure is under a threshold value of 10mbar and electrically

insulating all the graphite in order to set the whole structure in a floating

electric potential.

The graphite box containing quartz crucible has a standard design: four graphite box

walls connected by CFC screws set over a graphite square base. In tradi-

tional DSS sometime a tungsten wire is used to keep them together in case of

breakage. In the iDSS design the side inductor induces currents to flow from

wall to wall passing the walls joint sections (graphite is normally used to

realize the brush electrical contacts in electric motors). After some tests

the joints were damaged due to scratches, dust, consumption connected to

the normal walls assembling and disassembling (fig.5.24). In damaged joint

points current flow finds smaller contact section with higher resistance, hence

flowing through different paths (as through CFC screws and small contact
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fig. 5.24: Original and used cru-

cible wall joint. Reducing the

contact section, the current den-

sity increase.

points), increasing temperature and creating small arc between the walls as

in fig.5.25(b). The temporary solution found is to increase the screw number

and tighten more by using a kind of washer in carbon felt to increase the

conductive area. New box designs are being evaluated in order to realize a

connection both mechanically strong and electrically conductive. The main

problem is still the cost and the usability: DSS final users have to assemble

and disassemble the box at each process to remove broken crucible with the

ingot and put the new one with the silicon charge.

A better thermal shielding against reflected IR heat fluxes has beenthermal shielding

tempted but still have to be optimize. Slits and opening for the pyrometers

inspection and argon flow created direct or reflected heat exchange between

susceptors and some other components not designed to resist at high tem-

perature. Moreover, this dissipated heat flux decrease the global efficiency.

Some zones have been protected using a quartz felt while some slits have

been closed to reduce radiation.

The software implemented over the industrial PC controlling the DSS

acquires data from all the devices connected. The sensors and analyzer used

are:

• Type C (tungsten 5% rhenium - tungsten 26% rhenium) thermocou-

ples, suited for measurements in the 0◦C to 2320 ◦C range in for vac-

uum furnaces at extremely high temperatures

• Vacuum pressure sensors for low and high vacuum levels

• two pyrometers to measure from top (both liquid silicon or top suscep-

tor) and a moving lateral one to check the vertical temperature profile

of both susceptor or crucible through some holes made into the side

insulation (fig.5.25(a))
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(a) (b)

fig. 5.25: (a) Side pyrometer slide and quartz glasses. (b) Side box wall damaged

by super-heating cause by high current concentration through the screw.

• oxygen analyzer to check the chamber atmosphere composition and

evaluate vacuum leakages

• water flow in all the system components (top and lateral inductors,

and singular pancake control in the bottom one)

• water temperature in basin and in outlet of all the components

• electrical set-up for side inductor (switches, capacitors, auto-transformer,

etc.)

• power converters data (frequency, voltage, current, power, power fac-

tor, etc.)

• power balance control

• global electrical power consumption

• valves and switches states

Even though some other problems are still to be resolved a first test pro-

cess has been completed using a half-charged crucible with 240kg of silicon

(fig.5.26).
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fig. 5.26: A photo from the first ingot extraction step.

5.3.3 Next steps

The iDSS project is still on work and lot of open points have to be

analyzed:

• the vacuum tightness to be improved by changing the electrical

feed-through,

• the gasses flow to clean the molten silicon surface. In the first ingot

process a protective SiO and SiO2 thick layer has been created re-

ducing the thermal exchange from the top heater and cooling the melt

from the top

• moreover gasses have to be used to keep clean the quartz glasses for

the inspection and the pyrometers

• a better thermal insulation than the rigid graphite felt has to be de-

signed to reduce heat losses and avoid electrical problems with induc-

tors

• the thermal design and the insulation of the bottom susceptor can be

redefined to reduce the cooling flux flowing to the bottom frame [61]

• the process control software has to be re-designed in order to be more

flexible
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• some additional data have to be stored in order better analyze the

process flow and to be able to understand possible problems sources

• a system to check the solidification rate has to be implemented; some

tricky devices have been found in literature [114]

• some mechanical components inside the chamber have to be re-designed

to increase the safety in case of silicon run-out. Some groove and chan-

nel have to be relized to create preferential path to the molten silicon

flowing out of the crucible
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6
Conclusions and Outlook

When it is obvious

that the goals cannot be reached,

don’t adjust the goals,

adjust the action steps.

Confucius

6.1 Conclusion

Due to the multi-disciplinary roots, EPM is quite a complex topic grow-

ing in theoretical research and industrial applications. To grow further, the

main targets are to get together different skills and knowledge focused on

the physical problem to solve, the ability to blend them and discover new

91
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ways to apply known technologies.

The project on the γTiAl directional solidification has been developed

in collaboration with the Institut für Elektroprozesstechnik of the Leibniz

Universität Hannover where EPM is both a theoretical and industrial re-

search. This project has been useful to improve the knowledge on CFD and

modelization of complex phenomena such as phase changes.

Looking for new application of EPM and induction heating, the iDSS

project started in 2008 with a collaboration between SAET Group and the

ElectroHeat Laboratory of the University of Padova and lead to develop

and realize a 450kg prototype of induction Directional Solidification System.

Economical, technical, and research skills have been developed in the design

and realization of the system in collaboration with industrial engineers and

technicians teams.

6.2 Outlook

• the iDSS project is going on with the testing and tuning phase

• lot of improvements in thermal and fluid-dynamic aspects can be

achieved

• further investigations can be done on electromagnetic stirring

• new feature of EPM can be included into the project or in similar and

connected ones
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