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Riassunto

La spettroscopia nucleare v ad alta risoluzione € uno degli strumenti piu
potenti e sensibili per lo studio dei nuclei atomici. A partire dagli an-
ni ottanta sono stati utilizzati array di rivelatori al germanio con schermi
anti-Compton, che hanno permesso di scoprire nuovi fenomeni come ad
esempio la superdeformazione nucleare.

E ora evidente che I'attuale generazione di rivelatori non avra presta-
zioni sufficienti negli esperimenti futuri utilizzanti fasci radioattivi. Per
guesto sono in sviluppo nuovi rivelatori con una piu elevata efficienza e
risoluzione. La soluzione che é stata proposta negli ultimi anni si basa sulla
possibilitd di determinare la posizione e I'’energia depositata dalla singo-
la interazione di un fotone all’interno di un cristallo di germanio, e sulla
capacita di ricostruire la sequenza delle interazioni attraverso sofisticati al-
goritmi di analisi dei segnali prodotti. | risultati di simulazioni Monte Carlo
suggeriscono che un array di rivelatori al germanio che utilizzi queste tecni-
che, conosciute come analisi di forma d’impulso e tracciamento ~, raggiungera
le prestazioni richieste per un suo utilizzo in futuri esperimenti con fasci ra-
dioattivi. Attualmente due progetti mirano alla costruzione di un array di
rivelatori di nuova generazione di questo tipo: AGATA in Europae GRETA
negli Stati Uniti.

Questa tesi descrive i risultati ottenuti durante il primo esperimento sot-
to fascio con un rivelatore prototipo di AGATA. L'obiettivo dell’esperimen-
to era essenzialmente la misura della precisione con cui I'analisi di forma
d’impulso determina la posizione dei singoli punti di interazione. Tale pre-
cisione gioca un ruolo fondamentale nel determinare le prestazioni finali
dell’array.

Il capitolo 1 introduce brevemente i temi piu attuali della spettroscopia
nucleare, puntando alla necessita dello sviluppo di acceleratori per fasci
radioattivi e di nuovi sistemi di rivelazione come AGATA.
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Lo stato del progetto AGATA é riassunto nel capitolo 2, assieme a una
breve introduzione ai principi del tracciamento ~ e dell’analisi di forma
d’impulso.

| risultati dell’esperimento sotto fascio con il cluster triplo prototipo di
AGATA sono presentati nel capitolo 3, dove viene descritta in dettaglio I'a-
nalisi dati. Il confronto con i risultati di una realistica simulazione Mon-
te Carlo suggerisce un valore per la risoluzione posizionale dell’ordine di
5 mm per fotoni di energia 1382 keV. Tale valore e considerato adeguato per
raggiungere le prestazioni previste dallo spettrometro AGATA.

Nel capitolo 4 viene presentata una possibile tecnica per estrarre la riso-
luzione posizionale dei rivelatori di AGATA attraverso tecniche di Comp-
ton imaging. | risultati preliminari esposti confermano il valore ricavato
dalla misura sotto fascio.



Introduction

High-resolution ~-ray spectroscopy is one of the most powerful and sen-
sitive tools to investigate Nuclear Structure. Significant progress in this
field was achieved through the use of arrays of Compton-suppressed high-
purity germanium detectors, leading for instance to the discovery of phe-
nomena such as nuclear superdeformation. However, it is apparent that
the present generation devices are not suited to the expected experimental
conditions at the planned and under construction radioactive ion beam fa-
cilities. Devices with higher efficiency and sensitivity should be developed.
The solution which has been proposed since the mid-nineties relies on the
possibility to determine the position and the energy deposition of the indi-
vidual interaction points of a photon within a germanium crystal, and on
the capability to reconstruct the photon scattering sequence through power-
ful signal analysis algorithms. The results of Monte Carlo simulations sug-
gest that indeed an array of germanium detectors using such techniques,
which are known as Pulse Shape Analysis and ~-ray tracking, will reach the
performance required to operate effectively at the future radioactive ion
beam facilities. Presently, two major projects aim at the construction of an
array of germanium detectors based on the pulse shape analysis and ~-ray
tracking techniques, namely GRETA in the USA and AGATA in Europe.

The present work describes the results obtained during the first in-beam
test performed with the prototype detector of AGATA. The goal of the ex-
periment was essentially to measure the precision on the position of the in-
dividual interaction points extracted with pulse shape analysis algorithms.
Such a precision plays an essential role in determining the overall perfor-
mance of the array.

Chapter 1 deals briefly with the most actual topics in Nuclear Structure
studies, pointing to the necessity to develop new generation radioactive ion
beam facilities, as well as new detection systems such as AGATA.
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The status of the AGATA project is reviewed in Chapter 2, together with
a short introduction to the principles of v-ray tracking and of pulse shape
analysis.

The results from the in-beam test with the AGATA prototype detector
are presented in Chapter 3, where the data analysis procedure is described
in detail.

Finally, in Chapter 4 a possible technique to extract the position res-
olution of the AGATA detectors through Compton imaging techniques is
presented, together with some preliminary results.



Chapter 1

Nuclear Structure through
INn-beam ~-ray spectroscopy

The continuous development of beams and instrumentation has been cru-
cial for Nuclear Structure studies. The experimental findings that have gui-
ded this field come from the exposure of nuclei to external probes and the
study of their response under extreme conditions. Whenever innovative
experimental techniques for accelerating and detecting particles and radi-
ation have been developed, new and quite often unexpected features have
shown up.

High-resolution ~-ray spectroscopy is one of the most sensitive tools at
our disposal to study in detail the structure of nuclei. This leading role
was achieved thanks to the technological advancements which culminated
with the construction of large arrays of Compton-suppressed germanium
detectors.

In this chapter, some of the current topics in Nuclear Structure will be
reviewed, with particular care to the techniques required to address them
and the new instrumentation needed when approaching exotic nuclei far
from stability.

1.1 Nuclear structure at the extremes

The nucleus is a many-body quantal system composed of A nucleons (Z
protons and N neutrons). Other guantum numbers characterising the state
of a given nucleus are the third component of the isospin T, = (N — Z)/2,
its total angular momentum J and its excitation energy E. In alternative
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to the excitation energy, a temperature parameter 7' is often used, which
is actually related to the density of excited levels. Current topics in Nu-
clear Structure deal with the properties of nuclei at “extreme” values of
spin, temperature and isospin. As sketched in figure 1.1, angular momen-
tum is transferred to the nucleus, producing rapidly rotating nuclei, or the
nucleus can be heated (temperature degree of freedom), or very proton- or
neutron-rich nuclei can be formed (approaching and mapping the drip-line
regions). Much work has been carried out in the past concerning the prop-
erties of nuclei with extreme values of spin and temperature, leading to the
observation of phenomena such as nuclear superdeformation [1, 2] or giant
dipole resonances [3]. The isospin degree of freedom remains largely unex-
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Figure 1.1: Schematic representation of the nuclear phase space displaying
a variety of new perspectives in the study of Nuclear Structure Physics.
The three dimensions of spin, isospin and temperature will be accessible to
exploration with a combination of experimental probes composed of multi
detector arrays for y-rays, exotic beams and recoil mass spectrometers.
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plored because of the experimental difficulties involved. In fact, contrary
to the spin and temperature degrees of freedom, in order to produce nuclei
with “extreme” values of isospin it will not be sufficient to increase the en-
ergy or the intensity of existing beams, but new (unstable) beams should be
eventually developed.

There are many combinations of neutrons and protons which can form a
nucleus of a given mass. Almost 300 stable nuclei exist, which are indicated
by the black squares in figure 1.2. All other nuclei ultimately convert to a
stable nucleus by a chain of radioactive decays which can have lifetimes
ranging from nanoseconds to millions of years. Typically one or two stable
isobars exist for each mass. Over 2500 nuclides are known and they are
shown in blue in figure 1.2. However, there could be as many as an addi-
tional 5000 nuclei that have yet to be discovered. Potentially bound nuclei
as predicted by Tachibana et al. [4] are shown in red.

The limits of nuclear stability provide a key benchmark of nuclear mod-
els. These limits also highlight the emergence of new phenomena leading

proton number Z

2 8 neutron number N

Figure 1.2: Isotope chart. The stable nuclei are shown as black squares;
the observed unstable nuclei are shown as blue squares, while the expected
(not yet observed) bound nuclei are shown as red squares.
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to extra binding and an extension of the expected limits of stability, as it
has been discovered for halo nuclei [5]. The limits of binding for extremely
neutron-deficient nuclei and the location of the proton dripline are fairly
well defined, but very little is known about the limits of binding of very
neutron-rich nuclei and the location of the neutron dripline, which are es-
tablished experimentally only for the eight lightest elements [6]. Actually it
is experimentally easier to populate proton-rich nuclei with reactions using
stable projectiles and targets, since in these cases the charge equilibration
processes tend to unfavour the population of neutron-rich nuclei. Anyway
multi-nucleon transfer and deep-inelastic reactions with heavy ions stable
beams became recently a well established method for exploring moderately
neutron-rich nuclei. In order to study neutron-rich nuclei very far from sta-
bility, new tools should be developed such as radioactive ion beams. De-
tailed studies of nuclear properties in heavy neutron-rich nuclei far from
the line of stability will allow stringent tests of current theories of Nuclear
Structure in a new territory and will drive the development of nuclear mod-
els with greatly improved predictive power. Indeed, there is broad agree-
ment in the science community that the critical path to improvements in
nuclear modelling passes through neutron-rich nuclei far from the line of
stability. Their properties must be known to determine the effective de-
grees of freedom and constrain the effective interactions such as the ten-
sor force [7], the symmetry energy [8], and isospin dependent three-body
forces [9] which are, so far, only poorly determined.

In the following, some of the topics related with the study of neutron-
rich nuclei will be discussed more in detalil.

1.2 Exploring changes in shell structure

An important concept for the description of nuclear properties is that of
single-particle motion in an average mean field. In nuclei near stability,
bunchings of low-lying energy levels with related pronounced shell gaps
are observed, which are ultimately caused by the spin-orbit interaction. As
a consequence, certain numbers of protons and neutrons (the magic num-
bers) correspond to particularly stable nuclei. The location and size of shell
gaps depend on the specific details of the mean field and the residual inter-
action between the valence nucleons.
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Figure 1.3: Scale-type Is quenching. In neutron-rich nuclei the spin-orbit
force should be weaker as a consequence of the diffuseness of nuclear sur-
face.

Huge extrapolations are needed in order to make predictions on exotic
nuclei using the models developed and tested on the isotopes near the sta-
bility line. Hence, many theoretical schemes have been proposed. Consid-
ering that the spin-orbit force, being proportional to the radial derivative
of the potential, may be weakened with a diffuse surface region (see figure
1.3), it is expected that the magic humbers identified near stability could
change for neutron-rich nuclei (figure 1.4) because of the presence of a dif-
fused neutron surface (or skin) [10]. Some calculations indicate that, near
the neutron drip line, one may encounter quenching of existing shell gaps
or perhaps even the emergence of new magic numbers. This is called scale-
type Is quenching [10].

Another model is under development, predicting a different shell model
evolution towards more exotic nuclei. Otsuka et al. started from Wein-
berg’s Chiral Perturbation Idea [12] to make predictions on the param-
eters entering the general form of a potential for elastic, non relativistic
nucleon-nucleon scattering. Two additional terms [13] should be consid-
ered in the nuclear Hamiltonian, because of their importance in the de-
scription of neutron-rich nuclei. The former term produces an attraction
between a proton and a neutron in a spin-flip partner orbits. In other words,
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Figure 1.4: Possible evolution of shell model orbitals moving towards more
exotic nuclei [11].
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Figure 1.5: Effective single-particle energies for (a) °Si and (b) 24O relative

to 0d; . Figure taken from [15].

ifaprotonisinj. =1+ 1/2andaneutronisin j. =1 —1/2 (or vice versa),
they attract each other. This means that, if the proton j- orbit is filled, the
neutron j. orbit is lowered and its single-particle energy becomes smaller.
An example of this mechanism is reported in figure 1.5 [14]. Both 2°Si and
240 have N = 16. Valence protons are added in the 0ds/, orbit as Z in-
creases from 8 to 14. The energy of the 0d3, neutron orbit is thus lowered
as a consequence of the attraction of the 0d5/, proton orbit that is being
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proton neutron

Figure 1.6: Schematic picture of the monopole interaction produced by the
tensor interaction [17].

filled and a new gap appears.

Another term predicted to be important in the shell evolution is the ten-
sorial term. The monopolar part of this interaction has been studied by
Otsuka [16], in order to predict the changes on the effective single-particle
energies. Neglecting the higher multipoles, the excited level pattern for the
neutron-rich nuclei does not change. The monopole part of this interaction
acts as depicted in figure 1.6 [17]. Differently from the former term, the
tensor interaction acts also between nucleons with different orbital angular
momentum and it is also predicted to be stronger. The radial wavefunc-
tions of the two orbits must be similar in order to have a large overlap in
the radial direction. This is fulfilled if the two orbits are both near the Fermi
energy, because their radial wavefunctions are rather sharply peaked at the
surface. For the same radial condition it is predicted that larger orbital mo-
mentum enhances the tensor monopole effect.

This model is in good agreement with the experimental findings, as
shown for instance by the plot of figure 1.7. The energy difference between
the 1h;, , and the 1g;/, proton orbitals, deduced from the structure of the
known antimony isotopes [6], is compared to two different theoretical cal-
culations. The former has been performed with the D1S interaction [19]
used in the past for calculations in the same mass region, while the latter
has been performed with the GT2 interaction developed by Otsuka and col-
laborators [7], which includes the tensor monopole force. Itis clear that only

11
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Figure 1.7: Evolution of 1hy;/5-1g7/, shell gap in Sb isotopes. The differ-
ence from the value of N = 64 is plotted for experimental data [18] and
calculated with GT2 [7] (with tensor monopole force included) and D1S in-
teractions [19]. See text for details.

with the inclusion of the tensor monopole force the theoretical calculations
and the experimental data are in good agreement.

Some consequences of these theoretical predictions on the shell evolu-
tion have been pointed out. A change in the magic numbers is expected [14]
(see figure 1.8) and indeed new ones have been discovered in the recent
years (N = 16, N = 32 ...) whereas, well established ones may disappear
(e.g. N = 20, Z = 14). In looking for new (sub)shell closures the most sensi-
tive and direct signature can be derived from binding energies. The second
differences

52n(Z, N) = Sgn(Z, N + 2) — Szn(Z, N)

0op(Z,N) = So,(Z+2,N) — S9,(Z,N) (1.1)
where

Son(Z,N) = BE(Z,N)— BE(Z,N —2)

So,(Z,N) = BE(Z,N)— BE(Z —2,N) (1.2)
show a distinct peak for closed-shell nuclei and its height represents the

shell gap. However, a basic change of the underlying nuclear structure,
as, e.g., quadrupole correlations, can severely distort 4, since the binding
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Figure 1.8: Schematic chart of known and expected new shell structure in
N > Z nuclei. Known and new closed shell nuclei are indicated respec-
tively as full and hatched squares [14].

energies of three nuclei are involved in equation 1.1. More indirect mea-
sures for shell closures are the excitation energies of the first excited 2+
states, F(27), and the reduced transition strength, B(E2;2* — 0T). In fig-
ures 1.9 and 1.10 [20, 21] the dy,,/2,, B(E2) (in Weisskopf units) and E(2T)
are shown for the closed shells Z = 8, Z = 20 and Z = 28. To demonstrate
the isospin symmetry and to integrate the scarce data, the mirror nuclei
with N = 8, 20, 28 are overlapped. The known magic nuclei, such as 60
and %°Ca, clearly stand out in these plots, and evidence for semimagicity of
others, e.g. 34Si, can be found.

The study of neutron-rich nuclei, as stated above, is one of the most ac-
tual themes of contemporary Nuclear Structure investigations. These stud-
ies are currently being pursued in several facilities, both using stable and
unstable beams. For instance, a campaign of experiments has been recently

13
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Figure 1.10: Shell signatures d,,,/2,, B(E2;2" — 0%) and E(2") for shell
evolution of Z = 28 nickel isotopes (full-line) and N = 28 isotones
(dashed). [21]

carried out at the Laboratori Nazionali di Legnaro using the CLARA ar-
ray of Clover detectors [22] in coupled operation with the PRISMA mag-
netic spectrometer [23]. The persistence or disappearance of the known
shell gaps for large values of N/Z has been one of the main subjects of
the experimental campaign. The moderately neutron-rich N = 50 isotones
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Figure 1.11: Mass distribution for the Kr to Ni isotopes populated in the
82Se (505 MeV) + 238U experiment.

have been studied in a series of measurements [24]. An example of the
results obtained is presented in figures 1.11 and 1.12, both of which refer
to an experiment performed with the 82Se(505 MeV)+238U reaction, where
the beam was delivered by the Tandem-ALPI accelerator complex. The
PRISMA spectrometer was placed at the grazing angle, in order to select
mainly the quasi-elastic projectile-like reaction products from the multi-
nucleon transfer process. More than 50 nuclear species were produced,

15
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Figure 1.12: Doppler-corrected ~-ray spectra measured with the CLARA
Ge-detector array for Z = 31, 32, 33 and N = 50 selected with the PRISMA
spectrometer [25].

ranging from krypton to chromium isotopes, as shown by the mass distri-
butions of figure 1.11. Sample spectra for some of the N = 50 isotones are
shown in figure 1.12. The overall good agreement found between the shell-
model calculations and the experimental data indicates that for the N = 50
isotones there is no evidence of a substantial reduction of the N = 50 shell
gap down to 8'Ga [25].

Studies such as those performed with CLARA-PRISMA are currently at
the limit of feasibility, on one hand because of the difficulty to populate the
nuclei of interest with combinations of stable projectiles and targets, on the
other hand because of the limitations of the experimental set-up, making it
impossible, for instance, to collect v~-ion coincidences with adequate statis-
tics and quality of the spectra. New facilities are needed in order to push
these studies to more and more neutron-rich nuclei. It is necessary both
to enhance the rate of production of such exotic nuclei by using unstable
beams with large values of N/Z and to push the observational limits of the
detection systems to weaker and weaker reaction channels.
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1.3 Radioactive beam facilities

It is evident in the international Nuclear Structure community that the fu-
ture developments in this field of research will depend strongly on the
planned radioactive beam facilities. In fact, only using exotic projectiles
it will be possible to study more and more exotic nuclei as discussed in the
previous section.

Over the last decade the nuclear research community has undertaken
the development, implementation and exploitation of the necessary new
techniques, resulting in the commissioning of first-generation radioactive
ion beam facilities and in the upgrade of existing facilities. The radioac-
tive beam facilities in Europe at GANIL [26] and GSI [27], together with
their counterparts at RIKEN [28], Japan, and MSU [29], USA, developed
methods for extracting significant nuclear structure information from scat-
tering experiments with intermediate-to-high energy secondary beams of
unstable nuclei, although restricted to nuclear masses up to A = 50 and in-
tensities up to 10°-107 pps, which should be compared with the 10! pps of
a stable beam. Given the low beam intensities, the nuclear structure infor-
mation is typically obtained through direct reactions such as single-nucleon
transfer or Coulomb excitation. Even in the most favourable cases, it is ex-
tremely difficult, if not impossible, to identify high-spin states with these
techniques. In particular, using ~-spectroscopy, it is very difficult to study
excited levels lying above the first excited state. Therefore, an increase in
beam intensities by several orders of magnitude is mandatory, involving a
large number of technological challenges. Most of these have been identi-
fied, but for certain cases major R&D work is needed to find suitable solu-
tions.

Beams of exotic nuclei can be produced in two complementary ways:
the In-Flight separation method (IFS) and the ISOL method.

In the In-Flight Separation scheme, a heavy-ion beam at very high en-
ergy (of the order of 40-2000 MeV/u) collides with a target, resulting with
high probability in projectile fragmentation. After the primary target area,
a complex system, composed of electric and magnetic separators and de-
graders, selects the desired isotopes, which can be focused to the secondary
target position for the studies of interest. This technique is used, for in-
stance, at the RISING facility of GSI Darmstadt [30].

In principle, all ions lighter than the initial beam are produced, but only

17
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the ones reasonably close to the primary beam have high enough intensities
to create secondary beams that are useful for more than particle identifica-
tion. The limit on the lifetime of the secondary beam ions is determined
only by the flight-path through the separators and the velocity of the beam.
Typically, nuclei with lifetimes down to the microsecond region can be stud-
ied. This allows for identification of very exotic species, such as “®Ni which
was recently shown to be bound by fragmenting a *®Ni beam on a nickel
target [31].

The experimental conditions at an IFS facility will be extremely chal-
lenging for y-spectroscopy. The typically high energies and large emittance
of the secondary beams point to a detector with very high effective granu-
larity in order to perform good quality Doppler correction. As mentioned
above, the intensities of these beams will be orders of magnitude lower than
the intensities at the existing stable beam facilities and the nucleus of inter-
est will have to be detected in a hostile environment, as the result of the
cocktail of nuclear species reaching the secondary target and of the decay
of part of the secondary beam. Hence, detection efficiency and selectivity
will be essential.

In the Isotope Separation On-Line (ISOL) technique, the primary beam
is typically composed of very light ions, such as protons and deuterons, hit-
ting a bulk production target. In some cases, a converter target is used. The
primary beam interacts with such a converter, releasing neutrons, which
later induce reactions on the actual production target. The nuclei of interest
can be extracted from the production target through chemical or physical
methods. Following extraction, they are fed to an ion source and they are
accelerated to the secondary target by means of “conventional” machines.
As a result of this process, the quality of the secondary beam, in terms of
energy and emittance, will be comparable to that of a stable beam from an
existing facility. The drawback of the ISOL method is that the delay time
from production to extraction of the secondary beam could be as high as
several tens of milliseconds, thus making it impossible to accelerate the
shortest-lived isotopes. The ISOL technique is used, for instance, in the
ISOLDE facility [32] at CERN and it will be used in the planned EURISOL
project [33]. It should be remarked that a project to build an ISOL facility
at the Laboratori Nazionali di Legnaro has been recently approved. It is
expected that the SPES (Study and Production of Exotic Species) [34] could
be operational in the next few years.
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As mentioned before, the quality in terms of emittance of the beams
produced by the ISOL method will be less critic than what is expected at an
in-flight facility. Anyway, the low intensity and purity of the beam will be a
challenge for the detection and identification of the nuclei of interest. Also
in this case, detection efficiency and selectivity turn out to be essential for
~-spectroscopy studies.

1.4 New instrumentation required for in-beam exper-
iments with radioactive ion beams

As anticipated in the previous section, the new experimental conditions
at the planned radioactive beam facilities will impose quite stringent re-
quirements to the detection devices, strongly dependent on the reaction
kinematics, i.e., beam energy and asymmetry of the projectile and target
masses. Many results in the field of ~-spectroscopy have been obtained
in the past few years, by using arrays of Compton-suppressed high-purity
(HPGe) germanium detectors such as GASP [35, 36], GAMMASPHERE [37,
38] and EUROBALL [39, 40]. Given the technology on which such devices
are based, it is apparent that these arrays will not meet the requirements

Reactions Physics Energy | v/c 107 E,
MeV/u % Mult. | MeV

Fragmentation beams Coulex, knock out, soft dipole >70 >25 few <5
Capture, inverse Astrophysics 1-4 <10 low <3
Coulomb Excitation:

Inverse Kinematics Collective properties ~4 7-10 1-15 <5

Normal Kinematics Collective properties ~4 2-4 1-15 <5
Transfer Reactions:

Inverse, heavy target Single & multi-particle transfer 4-6 <10 <15 <3

Inverse, light target Single-particle transfer <15 <20 <5 <3

Normal, heavy ion Single & multi-particle transfer 4-6 <7 <15 <3

Normal, light ion Single-particle transfer 4-15 <3 <5 <3
Fusion:
Inverse Kinematics High spin, decay tagging, p-rich 4-5 <10 <25 <4
Normal Kinematics High spin, decay tagging, p-rich 4-5 <6 <25 <4
Deep Inelastic Collisions:

Inverse Kinematics High spin, n-rich >5 <10 <25 <5

Normal Kinematics High spin, n-rich >5 <5 <25 <3
Hot GDR Giant Resonances 4-5 <6 <25 <25
Decay Tagging Particle unbound, isomerism 4-5 <6 <25 <3

Table 1.1: Characteristics of reactions used for ~-ray spectroscopy.
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posed by the planned and under construction radioactive ion beam facili-
ties.

For instance, in the case of secondary beams produced following pro-
jectile fragmentation, very high velocities (v/c up to 50%) and low beam
intensities (a few pps in the case of the most exotic species) are expected.
Therefore, in order to perform ~-spectroscopy experiments, high photo-
peak efficiency (larger than e,, = 20%) should be combined with large
granularity in order to keep the effective energy resolution, obtained fol-
lowing Doppler correction, below 1%. These values clearly exceed the pos-
sibilities provided by the existing devices, where the detection efficiency is
typically lower than 10% for single photons and where, most importantly,
such limiting resolution value is obtained at much lower recoil velocities,
namely at 3 ~ 5%. The situation is even worse at higher photon multiplici-
ties since in this case the detection efficiency of the “conventional” devices
drops rapidly with the increasing photon multiplicity.

Also in the case of reactions close to the Coulomb barrier, for instance
fusion-evaporation reactions between heavy ions, the expected experimen-
tal conditions will be quite challenging. The expected photon multiplicities
will be as high as 20-30, implying that high granularity will be essential to
keep the probability of multiple hits within the same detection element to
a minimum. On the other hand, also in this case Nuclear Structure studies
with ~-spectroscopy techniques will require a detection efficiency as high
as 20-25% for high photon multiplicity.

The expected situation for some cases interesting for ~-spectroscopy
studies is summarised in table 1.1, together with the special requirements
posed by the presence of background § and ~ radiation originating from
the decay of the secondary radioactive ion beams. It is altogether clear
that the existing devices are not suited to perform ~-spectroscopy studies
at the planned radioactive ion beam facilities, thus implying that new de-
vices with much better performance should be developed. Following the
discussion above, it is clear that such new instruments should have:

¢ high efficiency (larger that 30-40%) also at high multiplicities to allow
the use of radioactive ion beams and the study of nuclei produced
with a low cross section;

e good position resolution for the individual photon interaction points
in order to perform good quality Doppler correction in case of pho-
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tons emitted by fast moving recoils (3 > 20%);

¢ high granularity to minimise the probability of multiple hits even in
case of high y-multiplicity events;

e capability to stand a high count rate, to allow the use of high-intensity
ion beams in experiments where the nuclei of interest are produced
with a low branching ratio;

e high efficiency (larger than 5%) also for high-energy ~-rays;

e capability to measure Compton scattering angles to allow the mea-
surement of the linear polarisation of photons.

It is also clear that it will not be feasible to push the technology of
Compton-suppressed arrays to its limits in order to meet the requirements
posed by the future radioactive ion beam facilities. An alternative solu-
tion has been proposed and investigated since the mid-nineties, which im-
plies developments on the (digital) signal processing software rather than
on the detector hardware alone. This technique requires the use of highly
electrically-segmented germanium crystals combined with digital electron-
ics in order to identify the positions of the single energy depositions within
the crystals through a detailed analysis of the signal shape (pulse shape anal-
ysis). The energies of the individual photons will be subsequently extracted
by powerful algorithms following (or tracking) the scattering sequences of
each ~-ray.

Presently two major projects aim at the construction of an array of high-
purity germanium detectors based on the novel concepts of pulse shape anal-
ysis and ~-ray tracking: AGATA [41] in Europe and GRETA [42] in the USA.
These techniques will be reviewed in Chapter 2, together with a status of
the AGATA project.
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Chapter 2

The AGATA project

In this chapter the principles of y-ray tracking and pulse shape analysis will
be presented. The status of the AGATA project, aiming at the construction
of an array based on such technologies, will be reviewed.

2.1 Arrays of germanium detectors

Major discoveries in the field of v-spectroscopy have been triggered, in the
past, by the technological achievements. Following the early works using
inorganic scintillators, such as Nal(Tl), the major progress was the develop-
ment of solid-state germanium detectors, namely Ge(Li) and HPGe crystals,
which occurred around the end of the sixties. Given their intrinsic resolu-
tion, between one and two orders of magnitude better than a Nal(TI) crystal
coupled to a photomultiplier tube, high-resolution ~-spectroscopy became
possible.

A limitation with the early, small-sized germanium crystals, having vol-
umes of the order of 50 cm3, was the large probability of photon escape
following Compton scattering, resulting ultimately in poor response func-
tions due to the large background generated. This limitation was overcome
on one hand with the development of larger and larger crystals and on
the other hand with the use of Compton-suppression shields, that is veto
detectors shielded from the direct radiation and surrounding the germa-
nium crystals. Using a germanium crystal with relative efficiency around
60%, that is having a volume of the order of 300cm?, a typical value of
peak-to-total ratio is P/T ~ 30%, which can increase up to 60% by using a
Compton-suppression shield.
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Figure 2.1: The GASP array. The beam is coming from the left. The
Compton-shielded detectors and the multiplicity filter composed of BGO
detectors are visible.

The final breakthrough in ~y-spectroscopy occurred in the mid-eighties
with the development of arrays of Compton-suppressed HPGe detectors.
These devices have later become kind of standard tool and many valuable
results have been obtained with devices such as GASP [35, 36] (a picture
of which is shown in figure 2.1), EUROGAM [43], EUROBALL [39, 40] and
GAMMASPHERE [37, 38]. Itis clear that the future developments as well
will rely on arrays of HPGe detectors and therefore it is convenient here to
provide methods to properly characterise these devices.

The figure of merit characterising a multi-detector system is known as
the resolving power of the array, which is a quantity proportional to the peak-
to-total (P/T) ratio in the spectra and inversely proportional to the effec-
tive energy resolution of the detectors, including the Doppler broadening
of peaks in case of in-flight emission of the photons.
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These notions about multi-detector systems can be written down in a
more formal way, as discussed in [44]. Imagine that one wants to study a
cascade of M, transitions, populated with intensity aq, with a mean sepa-
ration SE, between the transitions. It is clear that only peaks standing out
from the background can be properly identified. For instance, we could say
arbitrarily [44] that a peak is identified when its peak-to-background ratio
N, /Ny is larger than 0.2 and its area is larger than 100 counts. The back-
ground consists of an uncorrelated, fold-independent part, coming from
transitions that are not in coincidence with the cascade (both full-energy
and Compton events), and of a correlated, fold-dependent part, coming
from transitions in coincidence with the cascade (Compton contributions,
statistical v-rays, feeding transitions). Taking coincidences between F' <
M., detectors, the peak-to-background ratio considering only the uncorre-
lated background can be calculated as [44]:

N,
(—p> = apRy(0.76R)" (2.1)
No/ (k)

where Ry is a background reduction factor coming from the use of external
selection devices (namely, ancillary detectors) and R is a parameter called
the resolving power of the array:

SE, P
r= <AE: f) 22

where P/T is the peak-to-total ratio and AE, can be taken as the resolu-
tion of the detectors. The factor 0.76, which is valid for gaussian peaks,
originates from the fact that gates are normally put at the half-height of
the peaks. It is clear that, in order to maximise the peak-to-background ra-
tio, one has to maximise P/T and to minimise AE., including the Doppler
broadening of the peaks.

As mentioned earlier, for being properly identified a peak must stand
above the background and it must have a minimum area. The probability of
detecting an F'-fold event is strongly dependent on the detection efficiency:

M 1
W(F) = ( F”) el —ep)r s ﬁggh (2.3)

where the last approximation is valid for F' < M.,. Itis clear that, for a fixed
measurement time, since the probability of detecting F'-fold events rapidly
decreases with F', the area of F-dimensional peaks will decrease with F.
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Figure 2.2: The observational limit of an array as a function of the resolving
power and of the photopeak efficiency. The values for some arrays are pre-
sented, as well as the expected performance of the AGATA array evaluated
through extensive Monte Carlo simulations.

The minimum intensity of a v-ray transition that can be identified or,
in other words, the observational limit I,, depends on a balance between the
resolving power and the efficiency of the multi-detector system. Working at
higher folds the peak-to-background ratio improves, but the area of peaks
decreases. The intersection of the two curves I,(R, F') and I, (e, F') defines
the operating point of the spectrometer, that is it fixes the optimal fold at
which the spectrometer should operate and the observational limit that can
be reached, as shown in figure 2.2.

We can have a look at some numbers to get an idea of what has been
reached in the recent past. The GASP array [35, 36], for instance, composed
of 40 Compton-suppressed HPGe detectors, reaches a total photopeak ef-
ficiency ¢,, ~ 3% for single 1.332 MeV photons and a peak-to-total ratio
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P/T =~ 60%. Each crystal covers a solid angle of approximately 30 msr, re-
sulting in a resolving power R ~ 6.5 and in an observational limit of about
8 - 10~* at optimal fold F = 3.

The EUROBALL array [39, 40] was composed of 239 crystals, resulting
in a larger photopeak efficiency €,, ~ 9%. The P/T ratio was around 60%,
therefore similar to GASP, but with an increased granularity. In this case,
R =~ 9 can be estimated, resulting in an observational limit almost one order
of magnitude better than GASP, coming close to 1 - 10~* at optimal fold
F = 4 (see figure 2.2).

Following the above discussion, it is clear that in developing an array
of HPGe detectors a careful balance must be found between two contrast-
ing needs. On one hand the detectors should be placed at large distances
from the target position in order to subtend small solid angles with each ele-
ment, thus keeping the effective energy resolution to acceptable values. On
the other hand, in order to maximise the detection efficiency with a given
number of detectors, each of them should be placed as close as possible to
the target position. If the solid angle subtended by each element is lim-
ited because of the requirements on the effective energy resolution, a very
large number of crystals might be needed in order to reach the required de-
tection efficiency. In addition, the attainable detection efficiency is limited
because the Compton-suppression shields cover a fraction of solid angle
in which the high-resolution germanium detectors cannot be placed. The
problem can be partially overcome by using composite detectors such as
the Clover [45] and Cluster [46] detectors developed within the EUROBALL
collaboration. In these detectors, more crystals (respectively 4 and 7) share
the same cryostat and the same Compton-suppression shield. Efficiency
and peak-to-total can be recovered by summing up (adding back) the energy
deposited in neighbouring detectors.

This process could be taken to its extreme by conceiving an array com-
posed solely of germanium detectors and performing Compton suppres-
sion through some “intelligent” add-back. Unfortunately, since each crys-
tal should subtend quite a small solid angle (of the order of 1 msr) to keep
double-hit effects and energy resolution to a minimum, thousands of crys-
tals would be needed in order to reach a detection efficiency of the order
of 25-30%, which would be hardly manageable and economically unfeasi-
ble. Furthermore, Monte Carlo simulations [41] suggest that such an array
would reach P/T values around 30%. This means that the resolving power
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of such an array would not be larger than the value for EUROBALL and
that the increased price for the construction would not be justified.

In order to keep the solid angle subtended by each element to a mini-
mum and at the same time cover a large fraction of the solid angle with a
limited (around 200) number of crystals, a recently developed alternative
relies on using electrically-segmented crystals, similar to those developed
for MARS [47], MINIBALL [48], SeGA [49] or EXOGAM [50]. Early Monte
Carlo simulations, however, proved that for such a device as well the at-
tainable P/T ratio is no larger than 30% [41], resulting again in a resolving
power comparable to existing devices such as EUROBALL and GAMMAS-
PHERE. Also in this case the increased costs are not justified. It is therefore
clear that, in order to build an array with a photopeak efficiency larger than
30%, having at the same time a P/T ratio around 60% and effective resolu-
tion better than 1%, new techniques have to be developed, implying using
the detectors in a “smart” way.

Research and development on these new techniques, known as ~-ray
tracking and pulse shape analysis, is being carried out since the mid-nineties.
Presently two projects, AGATA in Europe [41] and GRETA in USA [42],
aim at the construction of an array of highly-segmented HPGe detectors
based on these techniques, which will be briefly reviewed in the following
sections.

2.2 Principles of y-ray tracking

Charged particles deposit their energy in matter through a continuous ion-
isation track, which can be followed (tracked) through the detector directly
or indirectly through the temporal sequence of ionisation charges collected
(in time projection chambers). The situation with the ~ radiation is com-
pletely different as the photon energy is deposited in matter through dis-
crete events which, being separated by macroscopic distances, often can not
be directly associated to the photon that generated them. The situation is
even more complicated for high ~-multiplicity events, where energy depo-
sitions generated by different photons can be geographically close as shown
for instance in figure 2.3. These simulated data were produced by consid-
ering an ideal germanium shell covering the full 4= solid angle around a
point source position emitting 1.33 MeV photons. The inner and outer ra-
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Figure 2.3: “World map” representation of an £, = 1.33 MeV, M, = 30 event
detected in the ideal germanium shell and reconstructed with the “cluster-
tracking” algorithm. Correctly reconstructed transitions are encircled; the
two rectangles represent badly reconstructed events.

dius of the shell were R;,; = 15 cm, R,,; = 24 cm. In the case of figure 2.3,
M., = 30 photons emitted in coincidence were considered. The first interac-
tion point of each detected photon is marked in blue, the other points being
drawn in red if the y-ray is fully absorbed or in green if partly escaping. The
interaction points were plotted according to their (8, ¢) angles in a polar co-
ordinate system centred at the source. In this representation, some points
(grouped with rectangles) are geographically close although generated by
different photons. More details on this plot will be given later.

In principle, if the individual interaction points are known with suffi-
ciently high precision, the scattering sequence of each photon could be dis-
entangled and followed (tracked). The algorithms performing ~-ray track-
ing must take into account both the physical characteristics of the interac-
tion mechanisms of ~-rays and the geometry of the detector. For the en-
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Figure 2.4: Interaction cross section for photons in Germanium [53]

ergy range of interest in Nuclear Spectroscopy, nhamely from 10 keV to a
few tens of MeV, the interaction mechanisms that a photon can undergo
in a solid state detector are restricted to photoelectric absorption, Compton
scattering, electron-positron pair production and secondarily Rayleigh scat-
tering [51, 52]. The relevance of each interaction mechanism as a function of
energy is depicted in figure 2.4. It should be remarked that the most prob-
able interaction for a photon in germanium is Compton scattering, which
can be described analytically. Depending on the relative angle 8 between
the directions of the incoming and of the outgoing photons (see figure 2.5),
the energy of the scattered photon takes the following value:

- M (2.4)
1+ =% (1 —cos )

Me

!
E’Y

This forms the basis for all the tracking algorithm developed so far.
In principle a y-ray tracking algorithm should check which of the pos-
sible sequence within a set of points is compatible with the Compton scat-
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Figure 2.5: A photon going through two subsequent Compton scatterings
and being finally photoabsorbed.

tering formula, as exemplified in figure 2.6. This is not feasible, in practice,
in case of high-multiplicity events such as that shown in figure 2.3 because
of the computational requirements. The problem can be reconduced to a
treatable one by means of clustering techniques.

As the mean free path in germanium of the ~ radiation with an energy
around 1 MeV is approximately 3 cm, hence one order of magnitude smaller
than the dimension of the full array, it is expected that the interaction points
generated by a single photon will be localised in a small portion of the spec-
trometer. Clusters can be identified through several techniques, based ei-

|
4 4 &
|
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Figure 2.6: All possible scattering sequences which have to be sampled dur-
ing the y-ray tracking procedure for a cluster with 3 interactions.
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ther on angular proximity or on linear proximity, taking into account the
amount of material in between the interaction points. For instance, in the
case of figure 2.3, a clustering algorithm based on angular proximity was
applied to the data [54]. In most cases the algorithm identifies correctly
the clusters generated by a single photon (marked as circles), although it
fails in a fraction of the cases (marked as rectangles). It is also important
to remark that the three incompletely detected ~-rays are not accepted at
all, meaning that the reconstruction algorithm acts as a high-performance
Compton-suppression shield.

Following the identification of the clusters, each of them can be checked
for Compton scattering as discussed above. Actually, two alternative ap-
proaches are possible. The first one, known as forward tracking, is the ap-
proach followed within the GRETA collaboration [55]. A similar approach
has been followed in the Orsay tracking code [56], which is the “official”
tracking code for AGATA, and in the mgt (Mars Gamma Tracking) code
developed earlier in Padova [54], which was actually used to calculate the
performance of the AGATA array. Assuming a given origin for the photons,
the agreement of each sequence with the Compton scattering formula is
evaluated, taking also into account the probability that the photon travelled
inside the detector without undergoing other interactions and the probabil-
ity of a Compton scattering with respect to the total interaction cross sec-
tion. If a v-ray undergoes a pair production interaction, the reconstruction
is quite simple since the annihilation photons do not travel long distances,
thus resulting in a very characteristic pattern of the energy depositions. The
clusters which are not accepted in this process can be rearranged together to
form new clusters in an iterative procedure. Finally the remaining interac-
tions are tested for photoelectric interaction on the basis of their travelling
path inside the detector.

The alternative backtracking [56] approach relies on the empirical ob-
servation that the energy deposition in a photoelectric interaction usually
lies within a narrow energy range (100-200 keV). The idea is to identify
a candidate for a photoelectric absorption point and then to reconstruct a
track back to the point of origin of the photons.

So far, the existing tracking algorithms have been developed on the ba-
sis of simulated data sets. The plot of figure 2.7 gives the photopeak effi-
ciency of an ideal germanium shell (inner radius 15 cm, outer radius 24 cm)
covering the full 47 solid angle around the source position. A point source
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Figure 2.7: Photopeak efficiency of an ideal germanium shell for 1.332 MeV
photons as a function of the position resolution. Tracking is performed. The
different colours give the performance for different photon multiplicity.

at rest emitting 1332 keV ~-rays was considered. It was assumed to lo-
calise the individual interaction points with different position resolution. It
is clear that in order to obtain photopeak efficiencies close to the limiting
values (obtained with zero positional error) the interaction points should
be measured with a precision of a few millimetres at most. In other words,
even considering highly electrically-segmented detectors, techniques to go
at sub-segment precision should be used, such as those outlined in the fol-
lowing section.

2.3 Pulse shape analysis

As discussed in the previous section, in order to obtain maximum values of
photopeak efficiency for a y-ray tracking array, sub-segment position reso-
lution is required. The techniques used to obtain such a result rely on the
detailed shape of the signals and are generally known as pulse shape analysis.
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Figure 2.8: Signals produced in the core and in the segments for a 6-fold
segmented detector when a photon is fully absorbed in segment 4. Since
the interaction takes place closer to segment 3, the amplitude of the corre-
sponding transient signal is larger than the amplitude for segment 5.

In principle, limited information could be obtained on the position of
the interactions within a germanium crystal also with a conventional coax-
ial detector. Even with the simple model in the book by G.F. Knoll [57], it is
clear that the radial position of the interaction can be extracted, in a coaxial
detector, from the shape of the pulse. In order to extract more information,
it is necessary to break the symmetry and to use electrically-segmented de-
tectors.

The basic principle is that the drifting motion of the charges released
following an interaction within the detector induces a signal not only in the
segment where the actual interaction took place, but in the other electrodes
as well. The main difference is that the signal of the segment where the
interaction took place is a net-charge segment, with a non-vanishing inte-
grated current, while, in contrast, the signals in the neighbouring segments
are transient and the integral of the current over the collecting time is zero.
Since the amplitude of the transient signals depends on the specific location
of the primary interaction, this information can be exploited to deduce the
position of the interaction. For instance, in figure 2.8 a 6-fold segmented
detector is considered. A photon is fully absorbed in segment 4, inducing
transient signals in the neighbouring segments 3 and 5. Since the interac-
tion takes place closer to segment 3, the amplitude of the corresponding
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transient signal is larger than the amplitude for segment 5.

This is basically the technique used with the MINIBALL detectors to
extract the azimuthal coordinate of the interaction [48]. Unfortunately, this
simple method cannot provide the kind of precision needed by the tracking
algorithms and more sophisticated techniques had to be developed, involv-
ing digitisation of the signals from each segment and the comparison of the
transient and net charge signals with a basis of reference signals (that is, a
set of signals corresponding to interactions taking place in specific locations
within the detectors).

Several algorithms have been developed and tested so far within the
AGATA collaboration [58]. The method used in the present work is a simple
grid search, consisting of a comparison between the recorded signals and
the basis signals, which are sampled over a uniformly-spaced grid. A more
detailed description of the algorithm, as well of the results obtained, will be
given in section 3.7.

Since the construction of the reference basis is an essential ingredient for
any pulse shape analysis algorithm, it is worth reviewing the techniques to
measure and construct such basis.

2.3.1 Scanning tables

Several devices, known as scanning tables, have been developed within the
AGATA collaboration in order to construct the reference basis needed by
the PSA algorithms or, in other words, to measure in a semi-automatic way
the signals corresponding to specific locations within the crystal (with the
possibility to move such locations in any point of the detector).

In case a collimated photon beam is available, the position of the inter-
action can be determined by requiring the coincidence of the germanium
signal with a second collimated detector, as schematised in figure 2.9. The
main problem with this kind of measurement is that the constraints on the
recorded events are stringent and as a consequence very long measurement
times are needed to collect the required statistics. In addition, the measure-
ment for points at the backward part of the detector is extremely difficult.

This technique is used in the scanning table built at the University of
Liverpool [59, 60], which is shown in the pictures of figure 2.10. In order
to save measurement time, the lateral collimation is actually performed
through horizontal slits and the coincidence detectors, in this case BGO
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Figure 2.9: Schematic view of the scanning table in Liverpool. The colli-
mated photon beam enters from the front face of the detector through a
hole collimator. The trigger of the acquisition system selects only the events
where the photon Compton scatters and the residual photon passes through
a second collimator to reach one of the scintillator detectors placed around.

crystals, cover a 360° angle around the collimated incoming photon beam.
The scanned point is therefore defined through the intersection of the pho-
ton beam (defined by the source collimator) and the orthogonal plane (cor-
responding to a scattering angle of 90°) defined by the slits. Further time
can be saved by measuring simultaneously more interaction points, that
is by defining more coincidence planes within the germanium crystal, as
shown in figure 2.10.

It should be observed that, in principle, the information gathered with
this kind of scanning table is redundant. In fact, the energy deposited by
the photon inside the germanium detector is fixed by the geometrical ar-
rangement since the source is monochromatic and the scattering angle fixed
(with a minimum spread distribution around 90°). This information on the
energy is used in combination with the equivalent information given by the
coincidence detectors to clean the data from spurious events in which the
photon underwent multiple Compton scattering.

The scanning table under development in Orsay [61] follows the same
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Figure 2.10: Photos of the scanning table in Liverpool [59]. The lateral colli-
mation and the BGO detectors are visible. To enhance the counting rate the
collimation covers the full 360° around the detector.

principle but a different strategy to reduce the time needed for a scan of
the full detector. In this case an array of collimated Nal(TI) scintillators is
placed around the scanned detector as depicted in figure 2.11. The conver-
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Focal point

Figure 2.11: Drawing of the scanning table in Orsay (left) and of a Nal scin-
tillator array with its convergent collimator. This setup will allow a fast
scan of the detector thanks to the enhancement of the angular acceptance of
the coincidence detectors.

gent layout of the collimators defines a point, through which the collimated
incoming photon beam is sent. In this case, more scattering angles can be
measured simultaneously, thus enhancing the angular acceptance with re-
spect to the Liverpool scanning system, while preserving the accuracy in
localisation of the interaction.

Other strategies are possible to decrease the time needed for a full scan-
ning of the detector. For instance, it is possible to remove the front collima-
tor and place a position-sensitive detector on the opposite side of the pho-
ton source instead, as schematised in figure 2.12. If a 5~ -decaying source
is used, which emits two 511 keV photons following positron annihilation,
the interaction position can be extracted by intersecting the lateral collima-
tion plane with the line joining the firing position of the position-sensitive
detector and the source. This method has actually been chosen by the GSI
group working for AGATA [62] and the scanning table is under develop-
ment.

2.3.2 Pulse shape calculations

Using the scanning methods presented in the previous section, it takes quite
a long time (some months) to scan a full detector with a fine grid (1 mm x
1 mm x 1 mm). This means that years of scanning will be required to fully
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Figure 2.12: Schematic view of the scanning table under development at
GSI. The 8~ -decaying source emits a positron that annihilates producing
two 511 keV photons moving in opposite direction. One ~-ray is detected
by a position-sensitive detector, the other one goes through a Compton scat-
tering and, after passing through a lateral collimator, is detected by a scin-
tillator.

characterise the detectors composing AGATA, which will be of the order of
200.

In principle, knowing the electric fields inside the detector, the signal
shapes can be calculated and the data from the scanning tables can be used
to tune the parameters of the calculations and to validate this “mathemat-
ical” solution. The sequence leading to the calculations is outlined in the
following.

The interaction of nuclear radiation with matter generates primary char-
ge carriers as energetic electrons or electron-positron pairs. While slowing
down in the detector material, these primary charge carriers produce a large
number of electron-hole pairs which are forced to drift to the electrodes (an-
ode and cathode) by an electrical field. It is important to recognise [57] that
the signals measured by the readout electronics correspond to the current
induced at the electrodes by the moving charge carriers and that this cur-
rent is only present during the motion and stops flowing once the charges
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are fully collected. Following this scheme, the signals at the electrodes can
be calculated by modelling, as precisely as possible, the steps described
above. The interaction of nuclear radiation with matter and the generation
of electron-hole pairs in semiconductor detectors are well known [57] and
we will restrict here to a synthetic description of procedures related to the
calculation of signals.

The (static) electric field inside the detector is calculated by solving the
Poisson equation, which depends on the geometry of the crystal, the ex-
ternally-applied high voltage and on the concentration and distribution of
immobilised charges that build up in the depleted region as ionised residual
impurities (positive charge for the donor atoms of n-type HPGe crystals).
Due to the complicated geometry of the crystals, the Poisson equation has
to be solved numerically. In principle this can be done with high accuracy
but the actual precision is limited by the poor knowledge of the impurity
concentration and profile. This is quoted by the crystal manufacturer as
a range (typically 0.5 — 1.5 - 10'? atoms/cm?® for HPGe) and can only be
measured with invasive techniques that destroy parts of the crystals. At
this point the drift of the electrons and holes to the electrodes of the detector
is calculated from their mobility (v = . »E). The mobility is different for
electrons and holes and is known to be a function of the local electric field
strength and of its direction with respect to the crystallographic axis of the
detector lattice. The factor limiting the accuracy of these calculations is
again the incomplete knowledge of the mobility laws (in particular for the
holes) and the uncertainty of the parameters.

Finally, from the motion of the charge carriers one can calculate the in-
duced currents. To do this one should solve the Poisson equation for a
large sequence of different charge configurations that exist during the col-
lection time, but this is an extremely tedious and computing-intensive pro-
cedure which is rarely used. All practical signal calculations are instead
performed using a much simpler procedure based on the Shockley-Ramo
theorem [63, 64], which states that the signals induced by a charge (moving
or not) on one of the electrodes of the system can be calculated by remov-
ing all other charges and solving the much simpler Laplace equation with
a (unit) voltage applied to it and grounding all other electrodes. Due to
the complicated geometry of any practical detector, the Laplace equation is
also solved numerically. The fictitious electric field produced in this way
is known as the weighting field E,, [65, 66] and the corresponding weighting
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potential is called v,,. The induced current/charge is given by:

Z(t) = —qmEy (I‘(t)) ’ V(t)
qt) = = qmw (r(t)) (2.5)

Here, ¢,, is the moving charge and v(¢)/r(t) is its moving law as calculated
from the actual electric field and charge mobility. In practice ¢,, is taken
as unit (-1 and 1 for electrons and holes respectively) because the signal
amplitude is normalised to the energy deposited in the interaction as a part
of the standard calibration procedures. As the weighting field is calculated
only once for each of the electrodes, the signals of an AGATA detector are
determined by solving one Poisson and 37 (1 for the anode and one for
each of the 36 segments of the cathode) Laplace equations. The final signal
basis is then calculated by generating a unit negative (positive) charge on
a predefined space grid (typically with a step of 1 mm in each dimension),
by calculating on a fine time grid (typically every 1 ns) its motion until it is
collected on the anode (one of the segments of the cathode). At each of the
time steps the charge induced on each electrode is calculated and the two
values are summed to obtain the final signal.

Many codes have been developed to calculate the signal shapes in seg-
mented germanium detectors. An early example is reported in [47]. The
code presently used by the AGATA collaboration is called MGS (Multi Ge-
ometry Simulation) [67] and it can calculate the signal shapes for interac-
tions distributed over a regular cubic lattice having 1 mm step, at a sam-
pling rate of 1 ns.

2.4 The AGATA project

The aim of the AGATA (Advanced GAmma Tracking Array) project is the
development of an array of HPGe detectors based on the techniques of ~-
ray tracking and PSA outlined in sections 2.2 and 2.3. Such an array will be
suitable for Nuclear Structure studies at the planned radioactive ion beam
and high-intensity stable beam facilities. The design goals for the array can
be summarised as follows:

e efficiency larger than 40% for events with a photon multiplicity 1 and
larger than 25% for events with a photon multiplicity 30;
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e peak-to-total ratio around 60%;

¢ high granularity to minimise the probability of multiple hits even in
case of high v-multiplicity events;

e position resolution better than 5 mm FWHM for the single interaction
point;

e capability to stand a counting rate up to 50 kHz for each germanium
detector when used with high intensity stable beams;

e enough internal free space to host ancillaries detectors.

As a consequence of the tracking process, the AGATA array will have
as well:

¢ high efficiency for high-energy ~-rays;
e capability to measure the polarisation of the detected photons.

The design values for the photopeak efficiency required to the AGATA
array can be reached only by covering with germanium detectors a solid
angle as close as possible to the 47 around the target position. In order
to minimise the amount of passive materials, it was apparent from the be-
ginning that the detectors should be grouped in clusters within the same
cryostat, presumably into triple or quadruple clusters. As a matter of fact,
clusters of more than four highly-segmented germanium detectors would
almost be impossible to handle and operate, requiring too large a time
for set-up and maintenance. Furthermore, it was decided to use encap-
sulated detectors, that is detectors hermetically sealed inside a thin walls
aluminium can, similarly to the capsules of the cluster detectors developed
for EUROBALL [46], to simplify the handling procedures for such complex
objects.

In order to maximise the solid angle coverage using only few crystal
shapes, an elegant possibility is to tile the spherical surface with the projec-
tion of the same simple pattern drawn on each of the faces of an enclosed
regular polyhedron, namely one of the so-called “platonic” polyhedra. The
maximum symmetry of the spherical tiling is obtained using the icosahe-
dron, which, having 20 equilateral triangular faces, is the platonic solid
with the largest number of faces. In the attempt to cover the sphere with
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Figure 2.13: Geodesic tilings of the sphere obtained by decomposition of the
regular icosahedron, labelled with the number of hexagons composing the
array. For each configuration, the different colours correspond to a different
crystal shape. The configurations investigated for AGATA, corresponding
to Ny = 120 and Ny = 180, are highlighted with a square frame.

the best approximation of circular figures, the pattern on the faces of the
icosahedron should have the shape of regular hexagons. Such tilings will
always end up with Np = 12 pentagons and with Ny = 20 - n hexagons,
where n = [i? + 352 — 4]/8, i + j even, 2n, i and j integers. Some of the
resulting configurations are shown in figure 2.13.

Not all the possibilities are attractive for an array such as AGATA. Fix-
ing the maximum size for the crystals, the configurations corresponding to
small values of n result in a very small inner radius for the array, making
it impossible to place inside any ancillary device. On the other hand, many
of the configurations with larger n values, having a sufficient inner space,
are not attractive because of the impossibility to group easily the detectors
into triple or quadruple clusters. Here it should be noticed that the space
for the cryostat is obtained from the cluster boundaries, resulting in irregu-
lar hexagons. Therefore, the shape of the detectors is obtained through the
intersection of a cylinder with an irregular hexagonal prism. The resulting
shape is similar to what is shown in in figure 2.14. On the other hand, the
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Figure 2.14: Geometrical configuration of a tapered asymmetric detector.
The segmentation pattern is reported.

pentagons are always regular. Given the cost for their development and
their contribution to the overall performance of the array, it was decided
to minimise their volume and consider only arrangements of hexagonal (or
hexaconical) crystals.

A specific code (called marsview) performing the solid angle decom-
position into this kind of configurations was developed, providing as an
output the elementary crystal shapes (namely, the coordinates of the ver-
texes), the transformations needed to build a cluster and the transforma-
tions needed to place the clusters into the array. The kind of transforma-
tions which have been considered are of the kind T'(z, y, z) - R.(¢) - Ry(0) -
R.(v), where, e.g. R.() is a rotation of an angle ¢ around the z axis and
T(z, y, z) is arigid translation along the vector with Cartesian coordinates

(z,y,2).
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Figure 2.15: Possible geometrical configurations of the AGATA spectrom-
eter. The array was designed to cover the maximum effective solid angle
around the target using 120 or 180 detectors.

The configurations corresponding to Ny = 120 or Ny = 180 depicted
in figure 2.15 have been soon identified as the most attractive for AGATA.
In the case of Ny = 180, it is quite natural to form triple clusters out of three
different crystal shapes as shown in figure 2.16; all of the clusters have the
same composition. In the case of Ny = 120, the same solid angle as in the
case of Ny = 180 can be covered using quadruple clusters (each containing
two crystals for each shape), or using two types of triple clusters, corre-
sponding to six different crystal shapes. In alternative, it is possible to form

Figure 2.16: Three encapsulated crystals packed in the same cryostat.
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‘ A120 ‘ Al120F ‘ A120C4 ‘ A180 ‘

Number of crystals 120 120 120 180
Number of crystal shapes 2 6 2 3
Number of cluster types 2 2 1 1
Covered solid angle (%) 70.97 | 77.79 78 78.36
Volume of Germanium (cm?®) 43590 | 42225 43160 70243
Mass of Germanium (kg) 232 225 230 374
Initial mass of Germanium (kg) 289 289 289 434
Fractional loss of Germanium (%) 19.7 22.1 20.4 13.8
Centre to Detector face distance (cm) | 19.7 18 18.5 24.6

Table 2.1: Some of the relevant geometrical characteristics of the configura-
tions.

two different cluster types out of two crystal shapes, with the disadvantage
of a lower solid angle coverage.

The performance of the proposed configurations for AGATA (depicted
in figure 2.15) was evaluated by means of a Monte Carlo simulation code
based on the GEANT4 toolkit [68]. The code for AGATA [69] is suited to
evaluate the performance of the array under a wide range of conditions, in-
cluding “realistic” event generation, in-beam experiments and coupling to
a range of ancillary devices. The actual construction of the geometry is per-
formed by reading the files produced by marsview as explained above.
The results of extensive comparisons [70] suggested that the configura-
tion with 180 detectors has the best performance while still being econom-
ically feasible by the collaboration. Preliminary results for three different
configurations with 120 detectors (labelled for brevity A120, A120F and
A120C4) and the one with 180 detectors (A180) are reported in table 2.1
and in figure 2.17. It should be remarked that the key parameter in produc-
ing the photopeak efficiency is the solid angle coverage, which is similar for
the A120F, A120C4 and A180 configurations; the better performance of the
A180 arrangement is due to a larger target-detector distance, resulting in a
better definition of the distance of photons and in a better performance of
the tracking algorithm (in this case, the mgt algorithm). For all these rea-
sons, the AGATA collaboration has decided to base the array on the A180
configuration. The GRETA collaboration has selected, mostly for econom-
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Figure 2.17: Photopeak efficiency for the proposed configurations for
AGATA, calculated in the case of a point source at rest in the geometrical
centre of the array emitting a rotational cascade of 30 photons in coinci-
dence [69, 70].

ical reasons, the A120C4 configuration with the more complex 4-crystals
cryostats.

The power of ~-ray tracking is apparent by the spectra shown in fig-
ure 2.18. These spectra refer to the same simulated data, considering a ro-
tational cascade of 30 photons emitted by a recoiling nucleus with 5=50%.
The Doppler correction was performed respectively at a detector level, at a
segment level or using the full information provided by the tracking algo-
rithm. Only in the last case the peaks stand out of the background up to
high energies.
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Figure 2.18: Simulated spectra obtained considering the emission of a rota-
tional cascade of 30 photons from a source moving with velocity 5 = 50%
along the z axis and performing the ~ detection with the A180 configuration
of AGATA. From top to bottom, the Doppler correction has been performed
respectively at the detector, at the segment and at the interaction point level.

2.5 The AGATA detector

As discussed previously in section 2.4, the AGATA array will be based on
a polyhedron composed of irregular hexagonal prisms. This results in so-
called “hexaconical” detectors, having a tapered front face with hexagonal
shape and a cylindrical backward part. This is a necessary compromise be-
tween the requirement to cover as large a fraction of the full solid angle
as possible and the contrasting requirement to cut away as little a fraction
as possible of the original cylindrical crystal. As mentioned previously, in
order to be able to deal with such a big number of crystals, efforts were re-
quired to enhance the stability of performance and reliability of these detec-
tors and to reduce to a minimum the maintenance time required. With this
purpose, it was decided to rely on the encapsulation technology [71], devel-
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Figure 2.19: Effective segmentation of an AGATA detector. The colour scale
represents in arbitrary units the position sensitivity of the AGATA proto-
type crystal [72]. The effective volume of the segments in the front part of
the crystal is much larger than the value deduced from the segmentation
scheme because of the distortion of the electric field.

oped within the framework of the EUROBALL collaboration. The AGATA
crystals will be closed in an aluminium can 0.5 mm thick, with an internal
distance between the Ge surface and the can of 0.5 mm, much smaller than
the 5 mm distance in conventional Ge detectors. The capsule is hermeti-
cally sealed by electron welding of all feedthroughs and the lid. Thus, the
detector vacuum is separated from the cryostat vacuum, and the capsules
can be closely packed in a common cryostat. This has several advantages:
the crystal remains sealed at all times, which avoids contamination of the
Ge surfaces which can happen for example when annealing detectors; an-
nealing is greatly simplified since one just needs to set the capsule in an or-
dinary oven; the cold FET is outside the capsule and can be easily repaired
and also removed before annealing; a defective Ge detector in a cluster can
be replaced with minimal effort.

In order to exploit pulse shape analysis techniques, the HPGe crystals
should be segmented, as discussed previously. A 36-fold segmentation was
chosen on the basis of extensive electric field calculations [41] as the rea-
sonable compromise to identify the position of each interaction point with
a precision of the order of a few millimetres, as needed by the tracking al-
gorithms. The hexagonal shape of the crystals results naturally into a 6 sec-
tors x 6 slices segmentation scheme. The size of the slices (along the crystal
axis) was chosen trying to balance the “effective” volumes of the segments,
which differs from the geometrical volume because of the distortion of the
electric field in the front part of the detector as shown in figure 2.19.

Since the final geometry for AGATA was decided quite in a late stage

49



50 The AGATA project

1
|

Figure 2.20: Photo of one of the prototype AGATA capsules and resolution
values of its 37 channels for 60 and 1332 keV photons.
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of the project, prototype detectors were bought from Canberra France in
order to check the quality of such complex objects and to gain experience in
handling them. Hence, the first three prototypes have a regular hexaconical
shape. A picture of a prototype detector is shown in figure 2.20 together
with the resolution values for all of the segments.

As discussed previously, the detectors of AGATA will be grouped into

triple clusters in a common cryostat. Each cryostat will contain also the
preamplifiers for 111 channels (36 segments + core for each crystal). A pic-

Figure 2.21: Photo of the prototype cryostat of the AGATA symmetric triple
cluster.
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ture of the prototype cryostat, built by the company CTT, is shown in fig-
ure 2.21. With its 111 high resolution channels (=3 times more than GASP,
~50% of the whole EUROBALL) this cryostat is an extremely complex ob-
ject and its performance and reliability are critical for the success of the
project. Its development has been carried out in close collaboration be-
tween the manufacturer and the AGATA-detector working group thanks
to the know-how built at the Institute of Nuclear Physics of the Cologne
University with the EUROBALL and MINIBALL projects.

2.6 The electronics for AGATA

As mentioned before, the detectors of AGATA will be operated in a “posi-
tion-sensitive” mode, by digitising the signals from the preamplifiers and
by using PSA algorithms to extract the information (energy and position)
on the single interaction points. In order to keep the relevant position in-
formation, the signals should be digitised at a sampling frequency of at
least 100 MHz, with a 14 bits ADC. Considering the expected number of
crystals/segments for AGATA and a single rate of 50 kHz per crystal, this
results in an extremely high data flux (6660 segments x 200 MB/s) which is
too large to be stored and has therefore to be analysed in real time in order
to extract the useful physical information. This is done as shown in fig-
ure 2.22, where the Data Acquisition System (DAQ) of AGATA is outlined
in a schematic way.

All of the digitisers work synchronously by receiving their 100 MHz
clock and a time stamp from a central clock generator (the Global Trigger and
Synchronisation, GTS [73]). The continuous flux of samples from the digitis-
ers is sent over optical fibres to the pre-processing digital electronics [73],
which analyses each crystal as an independent entity in order to extract the
useful information for each detected signal. To be able to perform the re-
quested operation in real time, i.e. analyse a sample every 10 ns, the signal-
processing algorithms are implemented into powerful highly-parallel FP-
GAs (Field Programmable Gate Array). The occurrence of signals in the
crystals is detected by a digital trigger applied to the data stream of the an-
ode (core). This local trigger forces the core and all 36 segments to generate
an energy value (by means of the so-called Moving Window Deconvolu-
tion [74, 75]), and up to 128 samples (~1 us) of the rise time of the pulse,
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Figure 2.22: Schematic view the DAQ of AGATA.

discarding all the rest. Although in this way a data reduction of ~95% is
achieved, the throughput can still be as high as 500 MB/s/detector and it is
almost mandatory to have a second-level trigger selecting the most useful
events according to to user-defined, experiment-specific conditions. These
conditions can be simply that a minimum number of germanium crystals
fire simultaneously but can also (and usually do) request that other (ancil-
lary) detectors participate in the event.
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The time correlation among the detectors of AGATA is achieved by
means of a time-stamping system where each clock pulse distributed by the
GTS has an associated 48-bit clock counter which gives, in steps of 10 ns, the
time elapsed since the beginning of the measurement run. Whenever the lo-
cal triggers in the detectors fire, the clock number (time stamp) is recorded
in a local memory buffer together with the energies and rise time slices of
the 36 segments and the core. At the same time, the time stamp is sent
back to the GTS system which uses it to generate a global trigger accord-
ing to the specified conditions. The locally-recorded data is validated and
passed over to the next processing stage only if the global trigger fires, oth-
erwise it is discarded, thereby reducing the data throughput to whatever
level is desired. To simplify the operation of the global event builder, the
GTS generates an event number which is added as a tag to the validated
data. Obviously the global level trigger can be defined in such a way that
all local triggers are validated (e.g. in case of very low counting-rate experi-
ments) achieving what in the AGATA specifications is called the trigger-less
mode.

In the AGATA scheme, the ancillary detectors can use a similar digital
electronics but can also use a classical VME-based analogue DAQ. In this
case, the time correlation to the AGATA detectors is performed by a dedi-
cated VME module, called AGAVA, which interfaces to the GTS system by
reading its clock and time stamp and by sending local trigger requests and
getting the corresponding validations.

After pre-processing, the validated local events are passed to the Pulse
Shape Analysis stage. This is a farm of computers where the PSA algo-
rithms are applied to extract the coordinates of the interaction points from
the pulse rise-time samples. Once this is done, the traces can be discarded,
thereby reducing the data throughput by an order of magnitude. This anal-
ysis is local to each of germanium crystal and the fastest PSA algorithms
developed so far need a few milliseconds of a good level CPU to analyse
an event. This is the bottleneck of the whole data-processing sequence and
to achieve the 50 kHz singles rate of the AGATA specifications one should
dedicate a farm of many (~100) computers to each crystal. For the initial
phases of AGATA and until faster PSA algorithms will become available,
the rate of accepted signals will be reduced by the global trigger to ~1 kHz
per detector, meaning that the PSA farm can be limited to a few CPU per
crystal.
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Figure 2.23: Schematic view of the preamplifiers designed for AGATA.

The PSA completes the data analysis at the detector level. After this,
the global event has to be built collecting together, on the basis of the event
number and/or time stamps, the information of all firing detectors. In the
first implementation of the AGATA DAQ, this is done by first assembling
the germanium detectors and then merging the data from the ancillaries.
The global event contains all information (energies and positions of the
interaction points of the firing germanium detectors) needed to perform
the v-ray tracking and any other experiment-specific on-line analysis. The
events will of course be saved on permanent storage and will be made avail-
able to the experimental groups for the final off-line data analysis.

2.6.1 Preamplifiers

In the electronics of AGATA, the preamplifier is the only “electronic mod-
ule” in a conventional sense. The preamplifiers for AGATA, developed in
collaboration by INFN Milano, GANIL and IKP Cologne [76], play a vital
role. Special care has been taken in keeping a sufficiently large bandwidth,
so that the information on the position of the interaction, which is contained
in the early part of the signal, is not lost.

Following the experience by using HPGe detectors in an environment
having a background of very high energy ions, a fast-reset system was im-
plemented. The problem observed in operating the RISING detectors at GSI
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Figure 2.24: Schematic working principle of the “fast-reset” technique.

Darmstadt was that such energetic ions could interact directly with the ger-
manium crystals, resulting in saturated signals which should be avoided
since during saturation no useful information can be acquired. It was not
considered appropriate to use a broader dynamic range for the preampli-
fier, which would limit the attainable resolution at lower energies. It was
decided instead to apply a fast-reset technique (figure 2.24). The side effect
of such technique is that the measurement of the time over threshold can
be used to obtain an estimate of the amplitude of the saturated signal with
good energy resolution [77].

The core preamplifier will include a built-in high-stability pulser, which
will induce a signal on the segment preamplifiers as well through the ca-
pacitive coupling. The core preamplifier thus will provide a convenient
signal to check the stability of all of the segment preamplifiers and digi-
tisers. It should be remarked that a check of the stability of the segment
preamplifiers with conventional techniques, that is using standard radioac-
tive sources, will be not feasible in limited measurement times, and there-
fore the built-in pulser will be a reliable way to perform such checks.

2.7 The AGATA collaboration

So far 12 countries have joined the AGATA Collaboration: Bulgaria, Den-
mark, Finland, France, Germany, Hungary, Italy, Poland, Romania, Swe-
den, Turkey, UK. The present Memorandum of Understanding covers the
period up to the end of 2008, by which time it is expected that a subset of
five triple clusters (the AGATA Demonstrator Array) will be available in or-
der to prove that the operation of a ~-ray tracking array, with on-line PSA
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Figure 2.25: Evolution of the AGATA project from the demonstrator to the

full 47 array.

and tracking, is actually feasible. The first installation site of the AGATA
Demonstrator array will be the Laboratori Nazionali di Legnaro, where it
will replace the CLARA [22] array in coupled operation with the PRISMA
spectrometer. The collaboration is presently discussing a further MoU. It is
foreseen that several campaigns will be run with partial subsets of the ar-
ray as shown in figure 2.25, up to its final completion which could happen

around 2018.



Chapter 3

In-beam experiment with the
first AGATA triple cluster

In this chapter we will present the experimental results of the first in-beam
test of the AGATA prototype triple cluster which were obtained during this
work. It will be shown that with the application of PSA algorithms it is
possible to improve the effective energy resolution of the detectors from
35keV to 4.8keV FWHM for the 1382 keV ground-state transition of 4°Ti.
This result corresponds to a position resolution of approximately 5mm,
fully consistent with the specifications of the AGATA project. The proce-
dures followed in the data analysis will be described in detail.

3.1 Motivation

As discussed thoroughly in section 2.2, the performance of a v-ray tracking
array like AGATA depends critically on the precision achieved in the mea-
sure of the individual photon interaction points. Therefore, once the proto-
type triple cluster of AGATA was available, it was soon decided to deter-
mine experimentally such value through an in-beam measurement which
was performed in Summer 2005 at the Institute of Nuclear Physics (IKP) of
Cologne, Germany. A very preliminary in-beam test with a cryostat mount-
ing only a single crystal was actually performed previously by the Cologne
group [78]. However, the experimental conditions were sub-optimal (no
particle detector to define the kinematics) and the data were analysed fol-
lowing a simplified MINIBALL approach [79] which is hardly comparable
with what reported in this thesis and will not be discussed further.
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The main goal of this experiment was to compare the performance of
different pulse shape analysis algorithms under realistic experimental con-
ditions. At this stage of the project, the speed of the PSA algorithm was
not considered as an essential parameter for the comparison, and there-
fore the available algorithms were benchmarked essentially on the basis of
the attainable position resolution. However, in the final implementation of
AGATA, the algorithms will have to be fast enough to perform an on-line
processing, as remarked in section 2.6.

Incidentally, being the technology of encapsulated segmented HPGe de-
tectors quite new, the in-beam test made it possible to gain experience in
handling such complex devices under “realistic” experimental conditions.
Inside the AGATA community, previous experience was present on the use
of segmented HPGe detectors, namely with the 25-fold segmented MARS
detector [47] and with the encapsulated 6- and 12-fold segmented MINI-
BALL detectors [48]. The new detectors of AGATA are however much more
challenging from the technological point of view, given the high degree of
segmentation combined with the process of encapsulation. It was there-
fore important to verify the behaviour of these detectors so that potential
problems could be fixed in the subsequent production.

Another goal of this experiment was to check whether tracking of v-rays
is already feasible with just three germanium crystals. The practical result
is that tracking is quite problematic in such a closely packed configuration
and therefore such a point will not be discussed further in this thesis.

3.2 Measurement of the position resolution

In order to have a “direct” estimation of the position resolution which can
be obtained with the AGATA detectors, a dataset of collected signals is
needed, corresponding to events in which a photon interacted in a single
point of known position. With such a dataset, the result of a PSA algorithm
applied to the data can be compared event-by-event with the known posi-
tion of the interaction.

In order to collect such datasets, the signals from the detector must be
recorded under controlled conditions, so that the position of the interaction
point can be determined. The techniques outlined in section 2.3 provide a
basis of reference signals allowing to evaluate the position resolution of the
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PSA algorithms. A major limitation of such methods is that the position
of the interaction is defined with a precision of the order of the size of the
collimator. In order to collect enough statistics in reasonably short times,
the holes of the collimator cannot be too narrow and as a consequence a
PSA algorithm will give a distribution of points for each position of the col-
limator, the dispersion depending both on the PSA resolution and on the
hole dimension. With the collimators used presently, the distribution will
depend practically only on the collimation precision. Another limitation of
this method is that only single interaction points are sampled, which is not
the typical case in y-spectroscopy experiments, being multiple Compton
scattering a highly probable process for ~-rays interacting with a germa-
nium crystal in the energy range 500-1500 keV.

A possible solution is the one of an indirect measurement, as done in the
past for the MARS [80, 81] and GRETA [82] detectors. The basic idea is that,
when the ~-rays are emitted in-flight by a recoiling nucleus, the width of
peaks in the Doppler-corrected spectra will depend on three factors, namely
the intrinsic detector energy resolution, the error on the velocity vector of
the emitting nucleus and the uncertainty on the photon direction. The last
factor depends on the position resolution of the PSA algorithm used. If the
other causes of Doppler broadening are known, the position resolution of
the detector can be inferred from the observed energy resolution. This is not
an easy task because all the direct and indirect sources of Doppler broaden-
ing have to be tracked down and, when not negligible, accurately quanti-
fied. Contrary to the scanning table events which are selected to correspond
to a single photon interaction, in an in-beam measurement the conditions
are the same as in the future use of the AGATA detectors.

The broadening of the peaks in this work has been predicted using a
Monte Carlo simulation but, as a first approximation, it can also be calcu-
lated using the propagation of errors and some schematic assumptions. The
importance of this approach is to make the results intuitive. The Doppler-
shift formula is the following:

om 1 —[Bcost
ET"=E (3.1)

'Y /1 _ 62
where ES™ is the intrinsic energy of the y-ray, ., is the energy of the pho-

ton in the laboratory (in other words the energy seen by the detector), (5 is
the velocity of the emitting nucleus in fractions of ¢ and @ is the angle be-
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Figure 3.1: The finite position resolution attained from the AGATA detector
is reflected in an uncertainty in the angle between the direction of the pho-
ton and the direction of the emitting recoil, resulting in a broadened peak
in the Doppler-corrected spectra.

tween the direction of the recoil and the direction of the photon again in the
laboratory.

Each of the parameters entering the formula contributes to the final un-
certainty. For instance, the 8 angle is determined experimentally from the
position of the first interaction of the photon and the target position. Thus,
an error in the position is translated to an error in the direction of the v-ray,
giving an imperfect Doppler correction as schematised in figure 3.1. Quan-
titatively, the contribution of each parameter to the final position resolution
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is evaluated through the propagation of errors on EX™, giving:
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e = (T @t

(Y o

op

DEC™\ 2
+ (az%) (AE,)? (3.2)

In this calculation, the different broadening sources are considered as statis-
tically independent contributions, neglecting for simplicity any correlation
between them. In equation 3.2, AS and A6 are respectively the uncertainty
on the velocity module and on the direction of the nucleus emitting the
radiation. Even if the recoil velocity vector can be measured on an event-
by-event basis, Ag and A8 will be generally non-zero given the finite reso-
lution of the detectors. The term AE,, in equation 3.2 describes the contri-
bution of the intrinsic energy resolution of the detector.
The partial derivatives are:
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OES™ 1—(Bcost

RN >
The angular error is propagated to the error in the determination of the
intrinsic energy of the ~-ray by the coefficient given in the first of equa-
tions 3.3. As an example, the contributions of the three sources of Doppler
broadening are sketched in figure 3.2, for the case of photons of 1 MeV emit-
ted from a nucleus in motion with 8 = 20.0% and detected with an uncer-
tainty Af = 1° on its direction.

Besides the finite resolution on the position of the interaction, in an indi-
rect measurement the other relevant sources of error in the determination of
the intrinsic energy of the photon are the energy resolution of the detector
and the uncertainty on the velocity vector of the emitting recoil. To simplify
the experimental setup, it is possible to measure indirectly the velocity vec-
tor of the emitting nucleus through a kinematic calculation based on the
measurement of the velocity vector of the other reaction products. This
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Figure 3.2: The contributions of the different Doppler broadening sources
as a function of the azimuthal angle of the detector with respect to the di-
rection of the recoil emitting the radiation. A photon energy of 1 MeV is
assumed, with a typical energy resolution for a germanium detector, pro-
ducing the “Intrinsic” contribution (in red); a source velocity of 5 = 20.0%
with an error of 0.5%, giving the “Recoil” contribution (in blue); an uncer-
tainty A6 = 1° in the source direction, obtaining the “Opening” contribu-
tion (in green).

is actually the case for the experiment we performed. As a consequence,
some other contributions have to be considered to explain the experimental
broadening, namely:

e straggling of the beam inside the target;

e angular and energy dispersion of beam due to the accelerator and the
transport;
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e straggling of the other products of the reaction inside the target and
absorbers.

All of these broadening sources have been quantified through a Monte
Carlo simulation using SRIM [83] as it will be discussed in more detail in
section 3.6.

3.3 The experiment: choice of the reaction and setup

3.3.1 Optimisation of the experimental conditions

In planning an experiment aiming to estimate the position resolution of the
AGATA detector, one has to maximise the contribution to the error on the
intrinsic energy coming from the position uncertainty of the first photon
interaction, thus maximising the first term in the sum of equation 3.2. From
the physical point of view this means:

e to maximise the velocity module of the emitting nucleus. In this re-
spect, the possibility to use an inverse kinematic reaction is a clear
advantage;

¢ to place the detector at an angle of 90° with respect to the beam axis
in order to have an angle between the recoil and the photon close to
6 = 90°;

e to place the detector as close as possible to the target. In fact a given
position uncertainty translates into an angular uncertainty which is
inversely proportional to the distance between the target and the in-
teraction point.

It should be remarked that, in order to have the best estimate on the posi-
tion resolution, all of the contributions to the intrinsic photon energy uncer-
tainty which cannot be precisely estimated should be minimised. Once the
decision was taken to perform an in-beam test with the prototype AGATA
triple cluster, it was soon decided to run the test at the IKP of Cologne where
the detector was assembled and where it was being tested. In fact, it was
considered too risky to transport it to other laboratories, being the detector
not fully debugged at the time. In Cologne it would have been possible
to rely on the constant support of the local group, which at the time was
the most experienced group within the collaboration in handling these new
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detectors. Unfortunately, the available beams at the FN-Tandem accelera-
tor of IKP Cologne are limited to mid-mass nuclei, somewhat limiting the
possible reactions of interest.

After evaluating the possibilities given by the available beams, it was
decided to perform a *"Ti + d reaction at 85 MeV beam energy, using a
deuterated titanium target. Since the beam energy was far below the Cou-
lomb barrier for a “3Ti target nucleus (which in the laboratory reference
frame is of the order of 125 MeV), no contaminant 7 Ti+*®Ti reaction was
expected. In this way it was possible to avoid the use of a gaseous target,
which would have implied major technical challenges.

The choice of performing the experiment at 85 MeV beam energy was
actually motivated with the attempt to enhance the cross section for direct
reaction mechanisms with respect to the cross section for fusion-evapora-
tion reaction, dominating at higher beam energies. This would somewhat
simplify the required experimental setup, as discussed below. The Q-value
for the planned reaction 47Ti(d,p)**Ti is 9.4 MeV.

As discussed in section 3.2, for this experiment the full information on
the recoiling nuclei was needed for an accurate Doppler correction. The ve-
locity vector of the emitting nucleus was measured indirectly on an event-
by-event basis by using a segmented silicon detector to detect the light
charged particles emitted in coincidence with the ~-rays. This implies that
the only useful events for this experiment are those in which a photon was
detected by the AGATA detectors and a charged particle interacts with the
silicon detector, allowing for a selection of the reaction channel as well. In
the case of direct reactions, the velocity vector of the reaction partner can
be extracted from the information on the position of the firing segment,
by exploiting the two-body kinematics. Thus, there was no requirement to
fully stop the particles inside the silicon detector, which would be needed in
case the full particle energy had to be measured; the light charged particles
were detected with a compact-disc shaped, 300 xm thick double-sided sili-
con strip detector (in the following DSSSD) segmented in 64 radial sectors
on one side and 32 annular rings on the other side, placed at 35 mm from
the target position. With this detector, the uncertainty on the reconstructed
direction of the recoiling " Ti nucleus ranges from 0.01° to 0.06° depending
on which ring of the silicon detector is hit. Such value is negligible with re-
spect to the uncertainty of the photon direction. A 16 um thick aluminium
absorber was placed in front of the silicon detector to avoid the elastically
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Figure 3.3: Photo of the experimental setup: the AGATA prototype triple
cluster placed at 90° with respect to the beam axis and the DSSSD inside
the open chamber.

scattered titanium nuclei to reach the silicon detector.

In order to maximise the Doppler broadening, the minimum chamber
size to fit the silicon detector was used in the experiment and the AGATA
triple cluster was placed at a nominal distance of ~10 cm from the target,
i.e. as close as possible to the chamber, at 90° with respect to the beam axis.
A photo of the setup is shown in figure 3.3.

The ~ spectrum recorded by the AGATA cluster in coincidence with the
DSSSD is shown in figure 3.4, where no Doppler correction was performed.
A broad 984 keV peak corresponding to the 2+ — 0% transition of “8Ti is
clearly visible, but there is also an unexpected strong 1382 keV peak which
corresponds to the ground-state transition in “°Ti. Actually it turned out
that it was not possible with the accelerator magnet to separate in the beam
47Ti from “8Ti, which has a natural abundance roughly ten times larger.
Therefore, it was decided to increase the beam energy and run instead the
much stronger fusion-evaporation reaction d(*®Ti,*Ti)p at 100 MeV beam
energy. The problem with this reaction mechanism is that, since the centre-
of-mass spectrum of the evaporated protons has a broad distribution, the
direction of the proton is not sufficient to deduce the direction and the ve-
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Figure 3.4: Raw ~-ray spectrum recorded by the AGATA triple cluster in
coincidence with the DSSSD. Some peaks are labelled with their energies.

locity of the “°Ti recoil on an event-by-event basis and a measurement of
the full proton energy is needed. Unfortunately, as mentioned above, the
DSSSD in use was 300 pm thick, not enough to provide such information.
This problem was taken into account by performing the simulations consis-
tently with the experimental situation, i.e. ignoring the information on the
proton energy. This procedure increases the uncertainty on the estimate of
the position resolution.

3.3.2 Electronics, DAQ and trigger

The layout of the electronics and data acquisition system, based on the
Multi Branch System developed at GSI [84], is shown in figure 3.5. The
signals from the core contacts of the AGATA crystals were split in order
to generate the trigger information through conventional constant-fraction
discriminators and at the same time be digitised. No signal splitting was
necessary for the segment signals as they do not participate in the trig-
ger. Both the core and the segment signals were digitised using XIA-DGF
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Figure 3.5: Layout of the electronics and of the trigger used in the experi-
ment.

cards [85] with 14-bit FADCs and 40 MHz sampling frequency. The FPGAs
mounted in these cards performed a digital trapezoidal shaping of the ac-
quired signals to retrieve the information on the amplitude of the signal,
which is proportional to the energy deposited inside each segment (fig-
ure 3.6; see [86]). With this configuration, the output for each channel of
the DGF card consisted of 80 samples of digitised signal (i.e. a time slice of
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Figure 3.7: Layout of the trigger and clock distribution between the DGF
modules. See text for details.

2 us), the value of the amplitude of the digitised signal and a timestamp.
When a valid trigger was received by the digitisers, the signals from the
core preamplifier and from all the segments of the detector were read-out
and recorded. The synchronisation of the cards was performed by dis-
tributing a common clock through a star connection. This, together with
the common trigger distributed by a daisy chain (as shown in figure 3.7),
was expected to guarantee a constant time difference between the signals
digitised from different segments.

The signals coming from each of the 96 channels of the silicon detector
were sent to a shaping and timing filter amplifier (STM 16 manufactured by
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Mesytec) and then digitally converted and readout by a VME Peak Sensing
ADC (V785 manufactured by Caen) and a VME TDC (V775 manufactured
by Caen). Since the scattered beam was stopped inside the absorber foil,
the expected particle multiplicity was one particle per event, and therefore
by combining the information from the rings and from the sectors it was
possible to know without ambiguity the radial and azimuthal position of
the interaction.

The trigger conditions required the coincidence between one of the three
AGATA detectors AND one segment AND one ring of the silicon detector.
In order to accept the events only when the digitisers were ready to process
the signals, the "busy” signal from the digitisers has been used as a veto.

Since the data transfer of the DAQ was slow and the size of the event
was of the order of 6 - 18 kByte (depending on the number of AGATA detec-
tors firing), the trigger rate was dominated by the readout dead time, i.e. for
most of the time the trigger was vetoed by the busy signal of the digitisers.

3.3.3 Naming conventions and reference frames

To identify uniquely each segment within the detector, the reference frame
and numbering depicted in figure 3.8 has been adopted. For each crystal,
letters (from A to F) are used to label a sector, numbers (from 1 to 6) to
identify a slice. The reference frame of each crystal is right-handed, having
the z-axis positioned along the crystal axis and pointing from the front face
to the back side, that is towards increasing slice numbers. The front face
has z = 0; the x axis points to the centre of sector A, sectors increase counter-
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Figure 3.8: Labelling and reference frame for a single detector.
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Figure 3.9: Labelling and reference frame for a cluster detector.

clockwise in the crystal reference frame.

The three crystals composing a cluster are identified by Greek letters («,
6 and ). As schematised in figure 3.9, the crystals are oriented so that the
“A” sectors share a side (and a vertex); such side coincides with the z axis
in the cluster reference frame, while such vertex has z = 0. The z axis of
the cluster is oriented towards the back side of the crystals; the x axis of the
cluster points to the « crystal axis; crystal names increase counter-clockwise
in the cluster reference frame.

3.4 Presort

In order to be able to perform the pulse shape analysis of the collected data
a particular treatment has to be done on the recorded digitised signals. The
event belonging to the channels of interest have to be selected. The fact
that this experiment was performed coupling a thin DSSSD to the AGATA
prototype triple cluster generated some difficulties in understanding the
reaction channels and the mechanisms involved.

In this section, the preliminary treatment of the experimental data will
be described in detail.
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3.4.1 Quality and integrity of the data
Germanium detector: calibrations

Before and after the measurement, the germanium detectors were energy
calibrated using a standard ®°Co source. This operation is particularly crit-
ical with these detectors. In fact, differently from the standard non-seg-
mented detectors, extremely long measurement times are required to gather
enough peak statistics for the segments positioned in the back part of the
crystal. Moreover, high statistics is needed to evaluate the crosstalk cor-
rection as first explained by Venturelli et al. [87]. This effect is expected to
affect the resolution of the detector as a consequence of a variation of the
gain depending on the pattern of firing segments. The signal amplitude of a
segment has to be corrected according to a linear combination of the signal
amplitudes of the other segments. This effect is known to be due to capac-
itive coupling between the high-impedance input and the low-impedance
output of the FETs of two different preamplifiers [88]. Bruyneel in his PhD
thesis [89] proposed an interpretation of this phenomenon based on an AC
equivalent scheme of the detector which is shown in figure 3.10.

Predictions based on this model can be made for the coupling of the
electrodes and their electronics. The core is AC coupled to its preamplifier
using a large capacitance. Being less effectively coupled to ground than the
segments, the core contributes more to the crosstalk. Experimentally, two
kinds of crosstalk have been observed, namely a crosstalk which is propor-
tional to the net-charge signal and one which is proportional to its deriva-
tive. Measurements of both kinds of crosstalk are reported in [89] and it is
shown that a proper combination of them can account for the observed de-
viation of the shape of the signals from the expectations from the Shockley-
Ramo theorem. The comparison of the predictions of this model with the
experimental results is presently under evaluation. Bruyneel showed that
this model accounts for most of the crosstalk but that probably it has to be
refined to formulate a correction to the experimental data with such a good
guality that the resolution of the detectors is not affected even at high en-
ergy. Presently studies on this subject are being carried out in Cologne [90]
and Padova [91].

Using the data of the calibration runs, it is possible to estimate the ef-
fect of proportional crosstalk for the coupling of the core with a particular
segment, by constructing a dataset with the request that only one segment
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Figure 3.10: Detector equivalent AC scheme. Only 2 segments are drawn
(labelled 1 and 2); the core central contact is labelled 0. The couplings be-
tween the different contacts and between them and the ground are shown.

is firing (i.e. at segment multiplicity 1) and, for each detector, by increment-
ing 36 spectra of the core contact, each spectrum corresponding to the co-
incidence with a particular segment. In this way, the proper recalibration
coefficients have been estimated. Due to the lack of statistics in the cali-
bration data it was not possible to determine the recalibration coefficients
to correct the crosstalk for higher multiplicities. As a first approximation
the coefficients found at multiplicity 1 have been applied also at higher seg-
ment multiplicities. Although the results are not perfect, the approximation
seems to be reasonable since the crosstalk is expected to be more effective
from the core to a segment, while the cross talk from a segment to the core
is of the order of 0.05%-0.2%. Since we are missing part of the cross-talk co-
efficients, during the subsequent analysis the energy measured by the core
contact will always be used.

The energy measured by the core central contact as a function of the
firing segment is shown in figure 3.11. The 6-segment period shows that
the segment-central-contact crosstalk is similar for segments belonging to
the same slice, or, in other words, having similar extension along the crystal
axis.
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Figure 3.11: Energy measured by the core central contact as a function of
the segment that is firing.

Germanium detector: gain stability

Since the electronics was not temperature-stabilised, variations of the gain
with time were expected. This effect can be corrected for by looking, in the
experimental data, at the position of narrow peaks of known energy emit-
ted from nuclei at rest (for instance, photons coming from the activation of
the beam dump or similar sources of background radiation). The only con-
venient line with such characteristics found in our dataset was the 511 keV
annihilation line, since the statistics for the other peaks was poor.

In figure 3.12 the electronic gain drift for one of the AGATA detectors
is evident. What is drifting is the energy calculated internally by the DGF
module connected to the core preamplifier of the a-detector. Alignment
coefficients are calculated from the fit of the position of the peak in these
spectra. The statistics for the 511 keV peak in the spectra of the individual
segments is not good enough to perform the same correction. In any case,
as discussed previously, since part of the cross-talk coefficients is missing,
during the subsequent analysis the energy measured by the core contact
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Figure 3.12: Gain drift of the core energy of the « detector. The fitted peak
correspond to 511 keV and the vertical lines are spaced by 3 keV. Different
spectra correspond to different acquired tapes.
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will always be used. Therefore, the (possible) instability of the electronics
processing the segment signals will not affect our results. As mentioned
in section 2.6.1, in the future a high-stability pulser will inject periodically
a signal into the core preamplifier, which will also induce signals in the
segments. With this method, there will be a constant reference to correct for
the drifts of the electronics.

Germanium detector: synchronisation of DGF cards

The synchronisation of the digitisers is a relevant aspect of this kind of mea-
surements. The digitised signals have to be processed with a pulse shape
analysis algorithm, consisting in a comparison between the experimental
data and the calculated signals stored in a database. A systematic delay of
the signal from a particular segment will cause a mistake in the identifica-
tion of the correspondence between the recorded and the basis signal. An
even more complicated situation would arise if the the delay of one channel
with respect to another is changing event-by-event.

The trigger was sent via a daisy chain to each digitiser card and, as we
will see, it turns out that the different distribution methods generated some
inconsistency on the data. The use of a common clock, distributed via a star
connection, in this configuration should ensure a constant delay between
channels which can be measured and corrected for.

In order to perform the alignment needed by PSA, the digitised data
have been processed with an algorithm to extract the timing information.
The process is illustrated in fig 3.13 for a signal digitised from a net-charge
segment, namely a segment where an interaction occurred inside. After
the ”raw” signal is baseline restored, it is differentiated and summed with
a delayed, inverted and amplified copy of itself. The time is then given
by the zero crossing of the obtained bipolar shape. As a final refinement,
the subsampling time is extracted by interpolation of the value of the sam-
ples before and after the zero-crossing. This algorithm gives a value for the
timing which is independent of the amplitude of the signal. Since this tech-
nique is essentially the same signal treatment as performed in an analogical
constant-fraction discriminator [92, 93], we refer to the timing algorithm
used in this analysis as digital constant-fraction discriminator (dCFD).

The differences in time between two detectors (in this case § and ~) cal-
culated with respect to the beginning of the trace are shown in figure 3.14.
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Due to the fact that the timestamp is not accounted for, it is not possible to
see just one coincidence peak, but rather many peaks are visible, each of
them corresponding to a different timestamp between the signals digitised
from the central contact of the two detectors. In this case, each peak has
approximately a FWHM of 12 ns.

If the timestamp information is taken into account, it is possible to ob-
tain a proper timing as shown in figure 3.15, where the difference of the
times obtained applying the dCFD to the two signals of the central contact
of the detectors is summed to the difference of their timestamps. Again the
[ and ~ detectors are considered. The FWHM of the resulting time peak is
15 ns. As the sampling rate was 40 MHz, this result proves that subsam-
pling precision is obtainable.

For the events in which only one segment is firing, the same good reso-
lution has been obtained for most of the channels by performing the timing
between a net-charge segment and the corresponding central contact. A
different situation arises when the timing is performed on a transient sig-
nal. The algorithm used to get timing information from the transient sig-
nals differs from the original one according to the relevant characteristics

Figure 3.13: Illustration of the algorithm used to extract the timing infor-
mation from the digitised signals. A baseline-restored digitised signal is
shown in red; the green line corresponds to the signal shape after a differ-
entiation. The black line indicates the final result of shaping: the differenti-
ated signal (green) is summed with a delayed, inverted and amplified copy
of itself.



3.4. Presort

800 -

700 -

600 -

500 -

400 | =

300 -

200 -

100 -

L | ] ] ] L
700 800 900 1000 1100 1200 1300 ns

Figure 3.14: Time difference between the 3 and ~ detectors for events in
which both detectors fired. A dCFD algorithm was used. The FWHM of
the highlighted peak is 12 ns.
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Figure 3.15. Time difference between the § and ~ detectors for events in
which both detectors fired. In this case a dCFD algorithm was used and the
timestamp information was taken into account. The FWHM of the peak is
15 ns.
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Figure 3.16: Comparison between the timing resolution obtained on tran-
sient and on net-charge segments. A threshold of 10 keV of equivalent am-
plitude is set on the transient signals.
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Figure 3.17: Comparison between the timing spectra obtained with signal
from the first (upper part) and the seventh (lower part) DGF module in the
clock distribution chain. The multiple peaks are caused by a misalignment
in time.



3.4. Presort

Figure 3.18: Signals from the first (upper part) and the seventh (lower part)
DGF module in the clock distribution chain. Shifts in time are visible in the
signals from DGF#7, particularly for segments E3 and E4.

of these signals. Since the transient signal has a null integrated current, it
is possible to skip the differentiation step. In addition, the transient signal
can start with alternatively a positive or a negative slope, implying that the
algorithm finding the zero-crossing should be sensitive to both the positive-
to-negative and negative-to-positive transitions. With these modifications
to the timing algorithm, it was possible to have a good time resolution also
for the transient signals. This resolution depends strongly on the signal
amplitude. The timing resolution for the different transient segments is
presented in figure 3.16, compared to the resolution for the net-charge sig-
nal. Only transient signals with equivalent amplitude of at least 10 keV
have been considered.

Unfortunately, not all the segments resulted properly time aligned, as
shown for instance in figure 3.17, where the timing spectra obtained from
the segments processed by the first and the seventh DGF card in the trigger
distribution daisy chain are compared for detector a. The misalignment is
so macroscopic that it is possible to observe it just by looking at the digi-
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Figure 3.19: Discrete time shifts observed for segment E1 of detector a. The
blue line corresponds to net-charge signals, the black line to transient sig-
nals, while the red line corresponds to the superposition of net-charge and
transient signals.

tised “raw” signals, shown for instance in figure 3.18. This misalignment
lead us to consider the opportunity of an event-by-event time alignment
rather than a constant time shift alignment depending on the segment, as it
was planned before the problem arose. A similar procedure for time align-
ment, considering the limited time resolution that is possible to obtain on
the transient signals is very harmful for the position resolution attainable
from PSA.

The timing spectrum for segment E1 of the first detector (a) is shown
in figure 3.19. It is possible to see that the distribution of time differences
is not a continuum, but rather five peaks are visible. All of the segments
behave similarly. These time shifts can be considered as jumps of a discrete
number of samples. In the case of figure 3.19, peaks corresponding to shifts
of 0, 2, 3, 7 and 15 samples are visible. As a consequence, in the limit of our
timing resolution, we can identify which of these peaks an event belongs
to and apply a second-order correction factor depending on the number of
samples corresponding to the peak. Exemplifying the procedure for seg-
ment E1 of detector «, if in an event the peak corresponding to 3 samples is
incremented, the time shift for such such event will be At = Atg+3-25ns,
Atg being the reference time shift corresponding to the leftmost peak.
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Figure 3.20: Same as figure 3.19, in which the correction for the discrete time
shifts has been applied. See text for details.

Following the application of this alignment method, it was possible to
obtain a good timing resolution also for the transient signals. Some ambi-
guity anyway still remains, as this method is based on the capability of the
timing algorithm to identify the sub-peak in time spectra which the event
belongs to. If for example a transient signal has a very small amplitude, it
is not possible to clearly identify the peak, thus some alignment errors can
arise. The spectrum shown in figure 3.20 is obtained by applying this cor-
rection to the same data shown in figure 3.19, proving that the good timing
resolution was restored for the net-charge as well as for the transient sig-
nals. In this case the overall timing resolution was 10 ns for the net-charge
and about 25 ns for the transient signals.

Silicon detector: cleaning the data

In order to proceed with the analysis of the germanium detectors, some
operations are required to extract the information needed for the Doppler
correction from the silicon detector data.

For the kind of reactions expected to take place in this experiment, only
one particle per event should be detected by the silicon detector, thus only
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Figure 3.21: Statistics on the rings of the silicon detector (top left), multi-
plicity of rings firing (top right), statistics on the sectors (bottom left) and
multiplicity of sectors firing (bottom right), all without conditions on the
energy deposition. The fold distributions are peaked at high values.

one ring and one sector are expected to fire at a time. In fact, since the
beam-like nucleus is stopped by an absorber placed after the target, only
light particles can reach the silicon detector, and only one particle per event
is emitted. The DAQ was designed in a way that sectors or rings with no
energy deposition were not read out. However, it turned out that, probably
because of noisy signals and low energy thresholds, the silicon detector
was firing with almost all its channels as shown in the multiplicity plots of
figure 3.21, which refer to the firing rings and segments.

In the case of the rings, the situation improves considerably by request-
ing a condition on the detected energy. As shown in figure 3.22, the mul-
tiplicity distribution for the firing rings with a condition on the detected
energy is peaked at low values, with a maximum at fold 1 as expected.
However the situation is not perfect, since higher folds are present in quite
a high fraction of events.

The equivalent energy-gated plots for the sectors are in figure 3.22. The
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Figure 3.22: Energy-gated statistics on the rings of the silicon detector (top
left), multiplicity of rings firing (top right), energy-gated statistics on the
sectors (bottom left) and multiplicity of sectors firing (bottom right). The
fold distributions are peaked at low values, however folds larger than 1 are
observed, which is unphysical for this experiment.

distribution of figure 3.22 is different from what is expected from the sym-
metry of the reaction around the beam axis. Actually, in about half of the
events no sector have a net energy deposition, which is not physically pos-
sible, since the same energy seen by the rings must be seen by the sectors
as well. This is a clear symptom of an electronic malfunctioning, which
would make it impossible to understand in which sector the particle inter-
acted, hence losing the information on the recoil direction.

The information on the detected particle could be recovered by exploit-
ing the timing information from the silicon detector segments. For each
channel (sector or ring), the timing information was digitised using a TDC
channel. The time range of the TDC was 100 ns. This part of the acquisition
system turned out to be fundamental for the identification of the firing seg-
ment. In fact for all but one of the firing sectors and all but one of the firing
rings this time was missing (i.e. the TDC was in overflow). The real firing
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Figure 3.23: Time spectrum of the auto-coincidence of a sector of the silicon
detector. The gate, set between channels 80 and 400, is shown. This gate is
only a validation to identify whether the sector is actually firing.

sector as well as the real firing ring could therefore be selected through the
proper condition on the timing signals as shown in figure 3.23. The mul-
tiplicity of firing segments in most of the events is 1 as expected and the
distribution of statistics over the sector number, shown in figure 3.24, is flat
except for a few malfunctioning channels. Some segments are not firing as
expected (number 1, 27, 28, 31, 32, 35, 36, 53, 54, 56 and 57) and some other
appear to be in short-circuit (47, 48 and 49 seen all as channel 47; 50 and 51
seen both as channel 51). The resulting matrix of statistics of rings versus
sectors is presented in figure 3.25. It is possible to see that all of the rings are
properly working, differently from the sectors where the above mentioned
problems are evident.

Silicon detector: numbering and positioning

In order to perform a proper Doppler correction, it is necessary to know
the position of each segment of the silicon detector. In practice, the corre-
spondence between ring/segment number and its position must be found,
in particular:

¢ the polar angle (6) corresponding to each ring;
e the azimuthal angle (¢) corresponding to each segments.

The relative position of the rings of the silicon detector can be deduced by
looking at the calibration run where an alpha source was put in the target
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Figure 3.24. Distribution of firing sectors identified from the auto-
coincidence in time.
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Figure 3.25: Firing segment versus firing ring. The distribution is in agree-
ment with what can be expected from the kinematics of the reaction.
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Figure 3.26: Side view of the silicon detector. PK is the distance (D) between
the alpha source and the silicon detector, QK is the internal radius (R;.:)
and QM is the segmentation step (S) of the silicon detector.

position. The distribution of the hits over the sectors can be predicted an-
alytically from the geometry of the setup. The parameters on which the
analytical formula depends can be extracted through a fit of the experimen-
tal data.

The predicted hit distribution depends on the solid angle subtended by
each ring with respect to the alpha source. We start for instance by cal-
culating the solid angle subtended by the most external ring. Looking at
figure 3.26 it is clear that such value can be obtained by subtraction of the
solid angle subtended by the spherical cap of half-opening angle KJSQ («
from now on) from the solid angle subtended by the spherical cap of half-
opening angle KPM (B from now on):

2rPM - KT — 27PM - ZT
[PM]?
= 2w (cosa — cos f3) (3.4)
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Figure 3.27. Experimental distribution over the different rings of the alpha
particle detected in a calibration run. The fitting function is in equation 3.5c.

This can be generalised to calculate the solid angle ©2; subtended by the i-th
ring:

0, — arctan Fmits:t
L D
Ript +s-(1+1
B; = arctan nt D( )
Q, = 2mw-cos <arctan%>+
R; i+ 1
— 27 - cos (arctan mt+sD(Z+ )> (3.5)

Since the internal radius and the segmentation step of the silicon detector
are known, the only free parameter in the last of equations 3.5 is the dis-
tance D of the silicon detector from the source. The optimal value of this
parameter can be extracted through a fit of the experimental data as shown
in figure 3.27. The optimal value turned out to be D = 34 mm, in good
agreement with the known 35 mm target-detector distance. As a byproduct,
the correct numbering of the rings of the silicon detector was determined,
choosing between the two alternatives (ring #0 could correspond either to
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Figure 3.28: Photon energy versus firing sector.

the inner or to the outer ring; in our case the correct solution was the latter).

In order to identify the correct numbering of the sectors and the ¢ ro-
tation around the beam axis, the Doppler correction was employed. The
Doppler-shift formula contains the dependence on the sector firing through
the angle 6 between the photon and the recoil directions and also through
the recoil velocity module 5. The uncorrected energy of a strong peak will
depend on the firing sector as shown for instance in figure 3.28 for the
984 keV line. Knowing the reaction kinematics, as it will be discussed in the
next section, it is possible to extract the value of the rotation angle around
the beam axis which best reproduces the energy oscillation through a fit to
the experimental data. The best fit curve shown in figure 3.29 corresponds
to an angular position ¢o=12.3° for sector #0. The fitting formula for this
calculation was derived numerically. The resulting detector arrangement is
sketched in figure 3.30.
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Figure 3.29: Peak position versus firing segment. The best fit curve shown
as a continuous line was calculated numerically.
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Figure 3.30: Position and numbering of the sectors of the silicon detector.
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Silicon detector: positioning

When looking carefully at figure 3.25, it is possible to notice the presence of
a small anisotropy in the statistics depending on the firing sector. This was
not expected and therefore it was investigated in detail.

Since the symmetry with respect to the rotation around the beam axis
has to be strictly satisfied by the reaction kinematics, the only way to create
such anisotropy is a misalignment of the silicon detector with respect to the
beam axis. Two are the possible reasons:

¢ the plane in which the silicon detector lays is not orthogonal to the
beam;

e the beam is not passing through the centre of the silicon detector.

It should be remarked that it is not possible on the basis of the experimental
data alone to discern between the two alternatives because, with an appro-
priate choice of the parameters, they produce exactly the same effects. As
a consequence, there will be no difference in assuming either of them for
the Doppler correction. Therefore, in this section a quantitative estimate for
each case is provided.

In order to have a more quantitative feeling of the mispositioning, the
problem should be simplified. The particular kinematics of a direct reac-
tion implies that for a fixed angle between the detected particle and the
beam axis, two energies at most are allowed for that particle. In the case of
a fusion-evaporation reaction, this is not true since the centre-of-mass spec-
trum of the evaporated particles is a continuum. A matrix of the distribu-
tion of counts in rings versus the counts in sectors was produced, selecting
only events with a particular range of energy deposited in silicon detector,
corresponding to the direct reaction channel (as will be discussed in more
detail in the next section). This matrix is shown in figure 3.31. In the case
of a direct reaction, the kinematical problem has only one solution so that
there is a univocal correspondence between energy and angle.

If the silicon detector were aligned with the beam, we would expect
the stripe in figure 3.31 to be a horizontal line. The shift from linearity
of the stripe of figure 3.31 can be parameterised and the optimal values
of the parameters can be extracted through a fit to the experimental data,
producing the plot shown in figure 3.32.



3.4. Presort

In the former assumption of mispositioning, the fit gives an angle be-
tween the plane orthogonal to the DSSSD and the beam 6 = 4.5° in the
direction of sector number 19. In the latter assumption, the optimal value
of the distance between the centre of the DSSSD and the beam is 2.7 mm,
again with a displacement towards sector number 19.

The alternative situations are depicted in figure 3.33. The observed ef-
fect could actually be due to a combination of the two causes of misposi-
tioning.

Germanium detectors: a posteriori positioning

In order to perform properly the Doppler correction, the position of the
germanium detector with respect to the target should be measured with a
precision of the order of a millimetre. In practice, such value could not be
reached with the actual mechanical setup and the position of the detectors
had to be inferred from the experimental data. More precisely we consid-
ered as the detector position the value giving optimal Doppler shift. The
accuracy of this “a posteriori” positioning will depend critically on the pre-
cision with which the position of the interactions inside the detectors are
known. In principle, the positions provided by a PSA algorithm could be
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Figure 3.31: Counts in ring versus counts in sectors for events with an en-
ergy deposited inside the silicon detector between 8 and 12 MeV.
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Figure 3.32: Misalignment of the silicon detector. If the silicon detector were
aligned with the beam we would expect the points to lie on a horizontal
line.
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Figure 3.33: Two possible causes for the misalignment of the silicon detec-
tor.

used, but in this case this procedure could lead to meaningless results. As
a matter of fact, both the PSA algorithm parameters and the position of the
detector are varied trying to minimise the width of the Doppler-corrected
peaks. It is possible that the two concurring optimisation processes sim-
ply cancel mutually obtaining a good Doppler correction as a result of two
biased procedures. For example, if the PSA algorithm systematically esti-
mates in a wrong way the position of the interactions moving them towards
the front face of the detector, the “a posteriori” positioning algorithm will
correct for this effect by moving the whole detector in the backward di-
rection. For this reason, it was decided to rely on a more robust method,
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Figure 3.34: Position of the peak at 983.5 keV as a function of the segment
firing. In case of perfect alignment all the points should be at 983.5 keV.

although less sensitive, during the “a posteriori” positioning of the detec-
tor, by assuming that each interaction takes place in the centre of the firing
segment, rather than using the more precise position provided by a PSA
algorithm.

The position of a solid in a 3-dimensional space is uniquely identified
by 6 parameters, for example by 3 coordinates and 3 Euler angles. In order
to extract these parameters from the experimental data, our algorithm looks
for the optimal Doppler correction using an “inverse strategy”, namely by
transforming the known intrinsic energy of the photon to the laboratory
reference frame. The transformation function will depend on the six pa-
rameters mentioned above, which can be extracted from the experimental
data through a multidimensional fit for which the Minuit fitter from the
ROOT suite [94] was used.

In principle, one would like to perform the multidimensional fit on a
cube having on the three axes respectively:

1. germanium segment firing [36x3 = 108 bins];
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2. silicon pixel firing grouped in 4x4 squares [64*32/(4x4) = 128 bins];

3. energy of the v-ray as measured by the central contact, without apply-
ing Doppler correction; a broad gate around 1382 keV was set [16384
bins];

The resulting cube has too large a size (108x128x16384) for a direct fit to be
feasible, hence we had to reduce the problem to a fit of smaller bidimen-
sional matrices. The matrix which was actually fitted is a 2D matrix “A”
having on the two axes:

1. germanium segment firing [36x3 = 108 bins];
2. silicon pixel firing grouped in 4x4 squares [64*32/(4x4) = 128 bins];

The content of this matrix “A” at channel (ge;, si;) was a weighted average
of the energy spectrum seen by germanium segment ge; in coincidence with
silicon pixel si;:

fEﬁ, Ey - n(E,) - dE,

wa n(Ey) - dE,

where in our case the integrals were transformed into discrete sums run-
ning on the channel number. The uncertainty associated to channel (ge;, si;)
was taken as the content of the 2D matrix “B” obtained by projecting the
original cube on the third axis, that is the number of times that germanium
segment ge; was firing in coincidence with silicon pixel si;.

The function used to fit matrix “A” takes the position of the particle
interaction on the silicon detector to calculate the direction of the recoil; the
direction of the photon, depending on the six parameters mentioned above,
is used to transform the intrinsic photon energy from the centre-of-mass to
the laboratory reference frame.

Using the 6 parameters (3 coordinates and 3 Euler angles) extracted
from the experimental data as discussed above, Doppler correction was
performed by deducing the direction of the photon from the centre of each
segment. Unfortunately, the position of the peaks turned out to be slightly
dependent on the specific segment, implying that our “a posteriori” posi-
tioning is affected by an unknown systematic error. For instance, the dis-
tribution of the positions of the 984 keV peak as a function of the firing
segment is reported in figure 3.34. A dispersion of the points around the
“true” value is apparent, with a FWHM=1 keV. It should be remarked that

<E’y>ij = (3.6)



3.5. Channel selection and reaction mechanism

further attempts were performed in order to improve the “a posteriori” po-
sitioning, both based on automated or on manual procedures, however the
alignment value could not be improved.

3.5 Channel selection and reaction mechanism

Several matrices were constructed in order to understand which reaction
channels were populated from both fusion-evaporation and direct mech-
anisms. It should be remarked that, according to the theoretical estimates,
the probability to populate channels via fusion-evaporation was larger than
the probability to populate the same channels with direct reactions.

The plot shown in figure 3.35 is a ring-energy correlation matrix for the
charged particles detected by the silicon detector, requesting a coincidence
with the 1382 keV line of °Ti. Given the univocal correspondence between
ring and angle, this matrix and the ones presented in the rest of the section
are actually equivalent to angle-energy correlation matrices. The theoreti-
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Figure 3.35: Distribution of energy versus ring number for the silicon de-
tector. A coincidence with photon energy around 1382 keV is required. The
amount of energy deposited in the silicon detector by the protons coming
from the (d,p) direct reaction channel was calculated fitting the parametric
calculation to the experimental distribution.
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Figure 3.36: Centre-of-mass energy distribution for the evaporated protons
from the d(**Ti,*Ti)p reaction.

cal value for the energy deposited by the particles in the silicon detector at
different angles assuming a direct reaction mechanism is shown as a dark
overlapping line. The prediction on the energy deposition inside the silicon
detector is obtained by using a parametric stopping power calculation pro-
gram and taking into account the target thickness, the aluminium absorber
and the silicon detector thickness after the centre-of-mass energy has been
transformed to the laboratory reference frame.

Concerning the fusion-evaporation reaction mechanism, a calculation
using PACE [95] was performed, obtaining the centre-of-mass energy spec-
trum for the evaporated protons that is sketched in figure 3.36. Given the
continuum distribution of this spectrum, we had to calculate the energy de-
position inside the silicon detector corresponding to several centre-of-mass
energies as shown in figure 3.37.

The comparison of figures 3.35 and 3.37 is consistent with the calcula-
tions performed with PACE [95] and CASCADE [96], suggesting that the
cross section for the fusion-evaporation is much larger than the cross sec-
tion for the direct reaction channel. By requesting the coincidence with the
984 keV peak of “8Ti, we obtain instead the ring-energy correlation matrix
shown in figure 3.38. The “®Ti excited nuclei could be produced either via
fusion-evaporation “8Ti+d —%°V* —%Ti + p + n or through a Coulomb
excitation **Ti(X,X’)*¥Ti* on the nucleus X. The former population mode is
expected to produce counts in the highlighted region in figure 3.38. Ac-
tually, since background was not subtracted in producing the matrix in
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Figure 3.37: Distribution of energy versus ring number for the silicon de-
tector. A coincidence with photon energy around 1382 keV is required.
The amount of energy deposited in silicon detector by the protons com-
ing from the (d,p) fusion-evaporation reaction channel was calculated us-
ing the centre-of-mass energy spectrum given by PACE [95]. The different
lines correspond to different energies of the protons in the centre-of-mass.
From bottom to top, 6.5, 5.5, 4.5 and 3.5 MeV are considered respectively.
The thickest line corresponds to 4.5 MeV.

figure 3.38, part of the counts on this region could be originated from a
spurious reaction, producing a higher-energy photon undergoing Comp-
ton escape. Assuming instead a “Ti Coulomb excitation on deuterium, the
overlapping line of figure 3.39 is obtained, for which a correspondence is
found on experimental data.

The interpretation for the structures observed in the matrix and high-
lighted in figure 3.40 is less immediate. The possible reaction channels
causing such energy depositions in the silicon detector can be guessed by
investigating the Doppler correction coefficients that should be used for the
photons in coincidence with such areas. This can be performed by looking
at the energy deposited in germanium detectors as a function of the sili-
con sector firing and requesting the coincidence with the particular regions
highlighted in figure 3.40. This produces the plot shown in figure 3.41.
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Figure 3.38: Distribution of energy versus ring number for the silicon detec-
tor. The matrix is incremented requesting the coincidence with the 984 keV
line detected with the AGATA detectors. The highlighted region corre-
sponds to the expectation for a (d,pn) reaction.

Figure 3.39: Same matrix as figure 3.38. The overlapped line corresponds to
the expectations for the (d,d’) channel.
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Figure 3.40: Same matrix as figure 3.38. The highlighted regions correspond
to reaction on contaminants. See text for details.

60
sector #

Figure 3.41: Correlation matrix of energy deposited in the AGATA detectors
versus DSSSD sector firing. The overlapped line correspond to scattering
on deuteron (continuous line) or *3Ti (dotted line).

The overlapped curves show the expected behaviour for two Coulex reac-
tions, namely d(*®Ti, 48Ti*)d’ and “3Ti(*3Ti, 48Ti*)*8Ti. It is clear from fig-
ure 3.41 that the experimental data are not reproduced by assuming such
reactions. As a consequence, a suitable reaction on an intermediate mass
element which could be present as a contaminant should be looked for.
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sector #

Figure 3.42: Same matrix as figure 3.41. The overlapped lines correspond to
scattering on '2C (continuous line) or 150 (dotted line).

Typical contaminants are for instance '?C or 60, and, in effect, the distri-
bution corresponding to these scatterer nuclei is in good agreement with
the experimental data.

A further check on the origin of the highlighted regions in figure 3.40
was performed through a parametric calculation of the energy deposition
inside the silicon detector for the case of Coulex scattering of “3Ti on carbon,
nitrogen and oxygen, as presented in the plot of figure 3.43. The results of
this calculation should be interpreted only qualitatively since the thickness
of the absorber placed in front of the silicon detector was relevant for this
calculation and it is not known with sufficient accuracy.

We conclude that the high-energy highlighted region seems consistent
with the elastic scattering of “Ti on a contaminant. The same explana-
tion holds for the low-energy highlighted region, although in this case the
model should be refined. Very high-energy signals are not recorded by the
DAQ, which was programmed to suppress the channels in overflow, but at
the same time they can induce crosstalk signals in the neighbouring seg-
ments, which are those actually recorded. This is supported by the matrix
in figure 3.44 which was constructed by putting a gate in the low-energy
highlighted region of figure 3.40. Since the matrix of figure 3.44 looks quite
similar to that of figure 3.42, again the model seems consistent with the
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Figure 3.43: Same matrix as figure 3.38. The overlapped lines correspond to
scattering on '2C, '“N and 60.
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Figure 3.44: Correlation matrix of energy deposited in the AGATA detectors
versus DSSSD ring firing requesting the coincidence with the low-energy
highlighted region of figure 3.40.
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scatterer nucleus | resolution [keV] ‘

10 9.4
12¢ 6.8
14N 8.8
160 10.5

Table 3.1: Peak FWHM of the Doppler-corrected 984 keV line assuming var-
ious scatterer nuclei. The position of the first interaction in the AGATA de-
tectors is assumed to lie in the centre of the segment firing with the largest
amount of deposited energy.

experimental data.

Since the germanium detectors were placed as close as possible to the
target to enhance the Doppler broadening, the energy resolution is not suffi-
cient to decide whether the contaminant is '2C or 0. A Doppler-corrected
spectrum was constructed, assuming that the first interaction occurred in
the centre-of-gravity of the segment having the largest energy deposition.
The results assuming several contaminant nuclei are reported in table 3.1.
We conclude that the most likely contaminant is the one producing the nar-
rowest peak, which in our case is 12C. This is also the most natural contam-
inant to expect in the vacuum chamber which is accumulated in the target
as a consequence of beam-induced sputtering processes.

3.6 Monte Carlo simulation

As anticipated earlier in this chapter, the main goal of the measurement was
to estimate experimentally the position resolution attainable with the avail-
able PSA algorithms. As explained in section 3.2 such estimate is obtained
from the quality of the Doppler-corrected spectra, namely from the broad-
ening of the peaks. Actually, the resulting peak width originates from sev-
eral independent contributions, many of which cannot be evaluated con-
sistently. Therefore, it is not possible to construct a parametric model and
the expected peak width should be obtained with a Monte Carlo simulation
taking into account all of the relevant effects.

In this work, the Monte Carlo code developed for the optimisation of
the geometry of AGATA, described briefly in section 2.4, was used [97].
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The description of the DSSSD (including the aluminium absorber) and of
the symmetric triple cluster were implemented. A pictorial view of the
simulated setup is shown in figure 3.45.

In order to reproduce the experimental conditions, it is important to
include a “realistic” treatment of the reaction kinematics. For this reason
the AGATA Monte Carlo code allows the user to provide an input file con-
taining an event-by-event description of the particles that have to be fired.
An event generator program has been written in order to produce such in-
put for the simulation. This program takes the cross sections from a calcu-
lation made with the parametric fusion-evaporation code CASCADE [96]
and chooses a residual nucleus accordingly for each event. The particles
needed to populate the residual nucleus are evaporated by the compound
nucleus assuming the centre-of-mass spectra calculated by CASCADE. The
photon cascade corresponding to the residual nucleus is generated using
the GAMMAWARE package [98] in accord to the known discrete level spec-
trum and branching ratios. As explained in section 3.5, the most probable
reaction mechanism for the production of °Ti in our experiment is fusion-
evaporation, hence the event generator based on CASCADE fits the exper-
imental case. The angular and energy dispersion of the beam, resulting
from the beam emittance and the straggling inside the target, were evalu-
ated through a Monte Carlo calculation performed with the SRIM code [83].
Since such values are relevant for the final peak width evaluation, they were
fed to the AGATA code.

The Monte Carlo code gives an output similar to the data recorded in a
real experiment. The single interaction points inside the AGATA detector

Figure 3.45; Pictorial view of the setup used for the GEANT4 simulation of
the present experiment.
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are provided together with the energy deposited in the DSSSD detector. All
of these values are given with arbitrary precision, i.e. the finite resolution of
the detectors is not taken into account. For this reason the simulated data
have been further processed by applying a smearing in the energy of the
interactions, i.e. the exact values given by the Monte Carlo simulation have
been changed according to the energy resolutions of the detectors measured
during the calibration runs. It should be remarked that these values depend
on the specific crystal.

A smearing was applied to the positions of the interaction points as
well. First, to mimic the behaviour of the PSA algorithm used to analyse
the data (see the following section) the interaction points within a same
segment were packed into a single point corresponding to their centre-of-
gravity. An energy corresponding to the sum of the individual energies was
assigned to such point. An energy-dependent position smearing was then
applied, using a 3-dimensional gaussian distribution having FWHM:

FWHM = FW H My, /% (3.7)
v

where Ey = 1382 keV and E, is the energy of the interaction point. This
expression could result in very small values of FWHM which are not likely,
therefore a minimum value FWHM,,,;,, = 2 mm was considered.

The simulated data were Doppler-corrected by deducing the recoil vec-
tor velocity from the DSSSD information in a way consistent with what was
done for the experimental data, namely by deducing the vector velocity of
the recoiling nucleus from the direction of the firing ring/sector of the sil-
icon detector. The resulting FWHM for the 1382 keV of 4°Ti is shown in
figures 3.46, 3.47 as a function of the smearing FWHMj. In the plot of fig-
ure 3.46, all segment multiplicities are considered, while in figure 3.47 only
segment multiplicity 1 is taken into account. It should be remarked that
the resulting peak width is slightly larger at multiplicity 1 than at higher
multiplicities. Actually, at this photon energy, it is unlikely that the photon
undergoes direct photoelectric absorption and the most probable sequence
is (multiple) Compton scattering followed by photoelectric absorption. As-
suming that the whole scattering sequence takes place in the same segment,
the centre of gravity of the interaction point could differ considerably from
the first interaction point, resulting in a worsening of the Doppler correc-
tion.
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Figure 3.46: Simulated width for the 1382 keV peak of *°Ti as a function
of the positional smearing, FWHM,, without conditions on the segment
multiplicity. See text for details.
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Figure 3.47: Simulated width for the 1382 keV peak of 4°Ti as a function of
the positional smearing, FWHM,. Only the events with 1 segment firing
have been considered. See text for details.
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3.7 The grid search PSA algorithm

As discussed in section 2.3, several PSA algorithms have been developed
and tested so far within the AGATA collaboration. In the present work,
the grid search method [99] by Roberto Venturelli was used, which was
originally developed and tested on the experimental data from the MARS
in-beam experiment. The original implementation was modified to cope
with the new data format and it was further optimised as well.

The algorithm is based on the comparison between measured net and
transient signals of the segments and calculated signals from a fine grid of
points in the crystal. Although it can assume one or two interaction points
per segment, in its simpler implementation the method searches for just
one interaction point per firing segment. Using simulated signals, it was
proven that, in case of multiple interactions within one segment, the result
of this algorithm is indeed a fictitious single interaction point positioned at
the centre of gravity of the real interactions. An energy equal to the sum of
the individual energy depositions is assigned to such fictitious interaction
point. This justifies the approximation considered with the simulated data,
namely packing the interaction points within the same segment. The signal
comparison is done by evaluating the following figure of merit (F.O.M.):

Tend

FOM.= Y > |[ViP—Vg (3.8)

JENS =Ty

where \%4 and Vi, are respectively the measured and the calculated signals;
the indexes i, j stand respectively for the sampled times and segment index.
The first sum runs over the segment surrounding the firing one, the second
sum runs over all the sampled points for a particular channel. The expo-
nent p is a positive number. It can be proven that this F.O.M. is a metric
for positive values of p. For instance p = 2 corresponds to the Euclidean
metric. In the present work, p = 0.3 was used, as it will be discussed in
subsection 3.7.1.

This parameter, as well as other parameters entering the algorithm, has
been adjusted in order to minimise the peak FWHM following Doppler cor-
rection, using the point position to infer the photon direction, or in other
words to produce the best effective energy resolution. For the events where
more than one segment was firing, a hit pattern (“neighbouring pattern”
in the following) was chosen to avoid the use for a given interaction of the
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Figure 3.48: Pattern used to define the set of neighbouring segments for
events with more than one segment firing. The closed-end shape of the
detector is reflected in an extended neighbouring pattern when a frontal
segment is hit.

transient signals due mainly to another one. A possible neighbouring seg-
ment pattern for multiple interactions is depicted in figure 3.48. This seg-
ment pattern is deduced from simple geometrical considerations, however
in some cases it is possible to improve the performance by modifying it, as
will be discussed later.

In order to deduce the position of an interaction, its full set of neigh-
bouring segments is used, except the segments where another net-charge
signal is present. The best performance is obtained using for the F.O.M.
calculation also the segments where the transients of two interactions are
overlapping, i.e. a further reduction of the set of neighbouring segments
worsens the peak width. Anyway, the algorithm allows to search for the
interaction points in decreasing order, subtracting at each step the result-
ing basis signal from the experimental data, in an iterative way. The signal
registered from the central contact and from the net-charge segment are not
used since it turns out that their inclusion in the F.O.M. calculation results
in a worsening of the energy resolution obtained using the hit pattern in
figure 3.48. Therefore, 8 transient signals are used on the average.

The comparison of a signal with the basis is done independently of the
position of the tested point inside the detector and the result for the match-
ing of a certain point does not depend on the matching of the neighbour-
ing points. Hence the algorithm has no particular requirements about the
geometry of the grid of calculated signals, allowing the use of irregularly-
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spaced signal basis which can be constructed with a density distribution
matching the position sensitivity of the detector [72].

Different versions of the algorithm were developed in order to meet
various experimental situations. For example, if enough computing power
is available during the analysis, it is possible to allow a time adjustment
using as F.O.M.:

Tend

FOM. = > > [V =Viiai, IP (3.9)

JENS i=To

and searching for the best Ai in some subsampling steps.

Another possibility, if enough computing power is available, is to search
for two interactions within the same firing segment. When two points are
searched, V7, is a linear combination of signals for two possible points in the
real segment while their amplitudes represent the energy partition between
the two deposits. While searching for the position of a single interaction in-
side a segment is a 3-dimensional problem, the search for two interactions
is a 7-dimensional problem: z1, y1, z1, 2, ¥2, 22 and the energy partition
k = E;/E> between the two interactions should be estimated. Thus, the
algorithm turned out to be significantly slower than the version searching
for single interaction points. On the other hand, it turned out that its per-
formance in terms of the resulting Doppler correction is not better than the
case where only a single interaction point is searched. Therefore, our results
were produced assuming only one interaction per segment.

Finally, it should be pointed out that variants of the algorithm have been
implemented in order to speed up the search in case the computing time is
an issue, such as in the future on-line implementation. Such variants rely on
adaptive methods based on a first rough search, which can be a parametric
one or a grid search on a coarsely-spaced grid, followed by a fine search in
the region identified by the rough search.

3.7.1 Optimisation of the performance of the algorithm.

In order to optimise the attainable performance, some variants of the al-
gorithm have been taken in consideration and tested on the experimental
data. In view of the timing problems presented above and of the low sam-
pling rate (40 MHZz) of the digitiser cards, the results obtained have intrinsic
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Figure 3.49: Width of 983, 1382 1585 and 1781 keV peaks as a function of
the p exponent used in F.O.M. of equation 3.8 [100].

limitations. Hence all the optimisations presented below need to be revised
on future datasets with a superior quality.

The basis signals used here and for the rest of the analysis were calcu-
lated with the MGS code [67] in points belonging to a cubic lattice having
2 mm step. The used sampling rate of the basis was 5 ns, i.e. the basis had
5 samples for each sampling period of the experimental digitised signal.

The variation of the final peak FWHM as a function of the parameter p
of equation 3.8 is shown in figure 3.49 for several intense transitions. It is
apparent that the behaviour of the curves does not depend on the energy of
the photons. All of the curves show an absolute minimum around p = 0.3
which was therefore used in the subsequent analysis.

Another degree of freedom of the algorithm is the choice of the set of
neighbouring segments. A systematic study was performed on this subject
by using a dataset with selected events where only one segment was fir-
ing. The PSA was performed using a number N of segments varying from
1 to 35 (the maximum), choosing on an event-by-event basis the N seg-
ments having the largest amplitude of transient signals. The result shown
in figure 3.50 suggests that the best performance is obtained when 18-20
neighbouring segments are used. In order to make a comparison with fig-
ure 3.48, the found pattern for the neighbouring segments approximately
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Figure 3.50: Width of the 1586 keV peak in the Doppler-corrected spectrum
as a function of the number of segments used by the PSA [100].

corresponds to the map depicted in figure 3.51 where the first and second
nearest neighbours are used.

The result of the PSA algorithm is very sensitive to a proper time align-
ment of the measured signals with respect to the calculated basis. This was
proven by changing the time alignment of the experimental data by coher-

back

Figure 3.51: Neighbouring segment pattern optimising the results of the
grid search algorithm for event with only one segment firing.
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Figure 3.52: Width of the 1382 keV peak as a function of the time-shift of the
registered signals with respect to the correct alignment to the signal basis.
The 25 ns step corresponds to the sampling period [100]. The continuous
line was calculated using the F.O.M. in equation 3.8, while for the dashed
line the F.O.M. in equation 3.9 was used. See text for details.

ent shift in time of all the signals in steps of 1 sample point (25 ns). The
resulting FWHM for the 1382 keV peak, depicted in figure 3.52 as a func-
tion of the shift in time (multiple of the sampling period), is minimum for
a zero value of shift and increases rapidly if non-zero shifts are taken into
account.

A further test of stability of the algorithm was performed using the more
complex F.O.M. of equation 3.9. The experimental data were shifted in time
in multiple steps of the sampling period, while the algorithm was allowed
to shift the basis in time by sub-sampling steps. It should be reminded that
the basis was calculated at 5 ns interval, thus each sampling period corre-
sponds to 5 calculated steps of the basis. For this test, the range of allowed
time shifts for the basis was restricted to +1 sampling step, corresponding
to £5 calculated points. The result, reported in the same figure 3.52 as a
dashed line, shows that the algorithm is quite robust. In fact, we see that
the time shift is always in the correct direction and actually takes up the
maximum allowed value. For instance, the resulting peak FWHM in case
of +25 ns (free basis) is the same as the value for zero time shift (fixed basis);
the peak FWHM for -50 ns time shift (free basis) is the same as -25 ns time
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shift (fixed basis).

In order to speed up the search of the position of the interactions, a clev-
erer algorithm can be implemented. Actually two independent methods
have been tested.

The first of these methods uses a search on a coarser grid to find the
approximate region of the segment where the interaction happened, fol-
lowed by another search on a finer grid. While this method is faster, a loss
in resolution was experienced since it might happen that the position of
the interaction zone (result of the coarse grid search) is mistaken and the
further optimisation step leads only to a local minimum.

Another method was developed for the first step of the PSA. The search
on the coarse grid can be substituted with an even faster parametric search.
A sensitive parameter which was identified is the absolute area of the tran-
sients. This parameter can be estimated for the registered waveform and the
subsequent grid search can be restricted to the basis point having an abso-
lute area of transients close to the experimental one. This method, applied
only for events with multiplicity 1 of segments firing, allowed for a faster
search (a factor 4 compared to the previous method) and showed a slight
improvement of the resolution of PSA. This result, although at the limit of
the statistics, suggests that the chosen parameter has a physical meaning.

3.8 Results

As explained in the previous sections, the position resolution provided by
the PSA algorithm can be deduced from the quality of the Doppler correc-
tion. The pre-sorted data, corresponding to events with the AGATA triple
cluster firing in coincidence with the DSSSD detector, were processed with
the grid-search PSA algorithm in order to extract the individual interaction
points within the crystal. As mentioned in section 3.7.1, the basis of sig-
nals considered for the pulse shape analysis was calculated with the MGS
code [67] over a cubic lattice having 2 mm step and 5 ns sampling rate. As
discussed in section 3.7, only one interaction point per segment was con-
sidered. In case of more segments firing in coincidence, the first interac-
tion point of the photon was assumed to lie within the segment having the
largest energy deposition. Doppler correction was performed by inferring
the photon direction from the first interaction point and by deducing on an
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Figure 3.53: Doppler-corrected spectra for the full cluster, deducing the di-
rection of the photon respectively from the centre of the detector, centre of
the segment and from the PSA information. All of the segment multiplici-
ties have been considered. The bottom spectrum is obtained by expanding
the top spectrum around the energy region of interest.

event-by-event basis the velocity vector of the recoiling nuclei as discussed
in section 3.4.

The results of this procedure are shown in figure 3.53, together with the
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Figure 3.54: Width of the simulated 1382 keV peak as a function of the posi-
tion smearing for the full triple cluster. Individual crystal energy resolution
have been considered. All of the segment multiplicities are taken into ac-
count. The horizontal arrow indicates the experimental width.

spectra obtained by Doppler correcting at detector or segment level (equiv-
alently to what was shown with simulated data in figure 2.18). The im-
provement in quality of the spectra is apparent. For the 1382 keV peak
of ¥9Ti, FWHM=4.8keV is obtained following the PSA algorithm, which
should be compared to 14 keV and 35keV at segment and detector level
respectively.

The resulting position resolution is extracted quantitatively by compar-
ing the experimental peak width to the simulated value using the curves
shown in figures 3.46 and 3.47. In this case the simulated data from the
three individual crystals were summed up, obtaining the curve plotted
in figure 3.54. A contribution of 1keV was summed quadratically to the
simulated peak width in order to cope with the systematic error originat-
ing from the imperfect positioning of the triple cluster, discussed in sec-
tion 3.4.1. The observed peak FWHM=4.8keV corresponds to a smear-
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Figure 3.55: Doppler-corrected spectrum for the third detector “4”, deduc-
ing the photon direction from the PSA information and considering only
segment multiplicity 1.

ing FWHM=5.1 mm, or equivalently the observed position resolution at
1382 keV is 5.1 mm.

It should be observed that the value deduced in this way is actually
an average of position resolution values measured at different energies,
since the detected 1382 keV could correspond to a single segment in which
1382 keV are released or to more segments in which the same energy is par-
titioned, each of them thus having lower energy deposition and worse po-
sition resolution. This originates ultimately from signal-to-noise consider-
ations which affect especially the transient signals. Thus, from this point
of view, events in which a single segment is firing with a net-charge signal
should produce narrower peaks. Furthermore, at segment multiplicity 1
there are no segments in which net-charge and transient signals superim-
pose, thus resulting in an overall better performance of the PSA algorithm.
On the other hand, as discussed in section 2.2, multiple Compton scattering
is the most probable interaction process for photon energies around 1 MeV
and in this case the PSA algorithm will only provide the centre of gravity
of the actual interaction points, which could lie at large distances (of the or-

115



116

In-beam experiment with the first AGATA triple cluster

7.0

peak FWHM [keV]

25

20 -
0 1 2 3 4 5 6 7 8

position resolution FWHM [mm]

Figure 3.56: Width of the simulated 1382 keV peak as a function of the po-
sition smearing for the third detector “~”. Only segment multiplicity 1 is
considered. The horizontal arrow indicates the experimental width.

der of 1cm) from the first interaction point. This added uncertainty in the
direction of the photon results in a broadening of the peaks which could
partially compensate the improvement in position resolution.

The experimental data have been further analysed by selecting only
events with segment multiplicity 1. For instance, the Doppler-corrected
spectrum for the third detector “~” is shown in figure 3.55, where the pho-
ton direction was provided by the PSA algorithm. In this case the width for
the 1382 keV peak of °Ti was FWHM=4.3 keV, slightly better than the value
obtained for the full cluster without conditions on the segment multiplic-
ity. The comparison of the peak FWHM with the simulated data, shown in
figure 3.56, suggests that in this case the position resolution correspond to
a smearing FWHM(;=3.8 mm, hence better than the value obtained for the
full cluster.

It is not easy to attribute an uncertainty to the present estimates of po-
sition resolution. Considering the approximations made with the Monte
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Carlo simulation, where part of the parameters can only be extracted in a
rough way, and the statistical errors, we estimate that the uncertainty on
the present measurement of position resolution is of the order of 1 mm.

Other groups within the AGATA collaboration have analysed the same
data using different PSA algorithms, which can therefore be compared on
the basis of the quality of the resulting Doppler correction. Applying the
Matrix method [101] and the MINIBALL algorithm [79] the peak width of
the 1382 keV transition is respectively 6.2 and 6.4 keV [102], therefore in
both cases the position resolution is poorer than that obtained using the
grid search method. The peak width obtained with the Recursive Subtrac-
tion method [103] is instead 7.3 keV [104]. In this last case the result should
be considered quite a preliminary one since the present version of the al-
gorithm only considers the net-charge signals. A revised version of the
algorithm is under development.

3.9 Future outlook

The experience gained with the present work suggests that further in-beam
experiments would help to better measure the position resolution and to
optimise the PSA algorithms. The main part of the uncertainty on the es-
timate of the position resolution comes from the difficulty in taking into
proper account within the simulation all of the sources of Doppler broad-
ening. Part of the parameters of the simulation has only been roughly esti-
mated and without the possibility of a cross-check.

A different strategy is proposed here for a new in-beam experiment.
The goal would be to extract the position resolution directly from the ex-
perimental data in a model-independent way. This is possible if the data
are acquired with the detector in two positions, the former being the same
position used during the test analysed in this work, with the detector at 90°
with respect to the beam line and as close as possible to the target, and the
latter having the detector placed always at 90° but farther from the target.

In the proposed experiment, the estimate of the position resolution is
simple, since the difference in energy resolution between the Doppler-cor-
rected spectra gathered in the two positions is due to only two contribu-
tions:

e the solid angle subtended by the PSA voxel (i.e. the angular spread
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on the initial direction of the photon corresponding to the position
resolution);

e the different counting rate.

The higher counting rate in the detector when it is positioned closer to the
target gives a contribution to the peak broadening which can be estimated
from a measurement performed with a standard calibration source at dif-
ferent distances from the detector. Once this contribution is subtracted, the
remaining difference is due only to the position resolution p, weighted in-
versely to the distance from the target:

2
AEc2l0567‘ = CL2 t kQ . (L>

dcloser

2
AE]%arther = a + k- ( b > (310)
dfarther

As a consequence it is possible to estimate the position resolution:

—1
1 1 1
p2 = ﬁ : (AEgloser - AE]%arther) : <d2 - 22 > (311)

closer farther

where k£ = Ew% is a constant accounting for the Doppler broadening
formula and « is the width one would have in the case of infinite position
resolution.

The strength of the proposed method, relying only on experimentally
measured values, should make it possible to perform this test in experi-
mental situations where not all the contribution to the Doppler broadening
can be estimated with the required precision, hence removing the need for
ancillary detectors to measure the recoil vector velocity. In principle the de-
tector could be placed at only a few centimetres from the target, using the
smallest possible reaction chamber (for example just a vacuum tube). This
is the best setup to estimate the position resolution. To demonstrate it we
calculate the error on the estimation of the position resolution:

2
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d2 d2

closer farther
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For dyariner big enough we have that 1— — —1— ~ —1—, therefore:
closer farther close'r
L2 d?
closer 2
Op \/A closer JAE closer + AE‘farther ’ AEfarther (313)

In the proposed experiment the Doppler broadening is maximum and as a
consequence the estimate of the position resolution is the best for the chosen
reaction. From equation 3.13 it is possible to formulate a figure of merit
useful in optimising an in-beam experiment aiming to measure the position
resolution of a photon detector:

E,-(3sin6

N

FOM =

1

(3.14)

2 9
closer\/AEcloser UAE closer +AEfarthe7‘ O—AEfarther

where an average value for § over the possible scattering angles should be
used. The angle between the direction over which the centre of the detector
is seen from the target and the direction of the beam-line should be used
for 6. The inverse quadratic dependence of the figure of merit on the closer
distance where the detector is put is remarkable.

In order to minimise the importance for the Doppler correction of the
unknown velocity vector of the recoil emitting the radiation, the preferred
reaction mechanism is a fusion reaction with the evaporation of neutron(s).
With this mechanism, it is possible to get large cross sections. Since the
evaporation of neutrons happens, on the average, at smaller energy with
respect to the evaporation of light charged particles (as a consequence of the
Coulomb barrier), this causes a smaller dispersion of the recoils in velocity
module and direction.

The choice of the reaction channel is very important since no ancillary
detectors are planned to be used. For example, there will be no possibility
to request conditions on the particle spectra to identify and select a particu-
lar reaction channel as it was done for the experiment analysed in this work.
By choosing a light neutron-rich target such as “Li or ?Be and a beam energy
slightly above the Coulomb barrier for such targets, the beam energy will
be below barrier for the possible (heavier) contaminants, e.g. 2C or 60,
thus strongly hindering any contaminant reaction. Unfortunately, metal-
lic lithium is highly reactive with oxygen, while beryllium oxide is toxic,
posing severe health hazard problems for the production of the target. For
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these reasons, "Li of ?Be are seldom used as a target material. Since in the
proposed experiment it will be important to have “simple” experimental
conditions, it is preferable to evaluate reactions on other light nuclei. A
good choice could be a '2C target, which does not need any passive back-
ing, which would bring angular dispersion in the produced recoils, and,
given its chemical nature, it is not exposed to contamination. The reactions
on “Li or ?Be will anyway be evaluated as a reference.

Since the F.O.M. in equation 3.14 depends on the energy of the detected
photon, another requirement to optimise the reaction is to have a transition
to the ground state through a high-energy ~-ray. The cross sections for the
population of nuclei with a first excited state above 1 MeV, which can be
produced in fusion-evaporation with neutron evaporation on “Li, Be or
12C targets, have been calculated using the PACE code [95]. Some of the
resulting reactions are:

e 32Se @ 220 MeV + ?Be — #Sr (350 mb)

e %6Sr @ 250 MeV + ?Be — ?2Mo (200 mb)
o 94Pd@ 350 MeV + ?Be — 10Sn (160 mb)
e 196pd@ 350 MeV + ?Be — 12Sn (210 mb)
e 5Rb @ 240 MeV + “Li — 2°Zr (90 mb)

o 107Ag@ 360 MeV + Li — 112Sn (120 mb)
o 'YRu@ 450 MeV + 2C — 1123n (300 mb)
e 134Xe@ 600 MeV + 2C — 142Nd (390 mb)
e 135Ba@ 560 MeV + 12C — 4Sm (180 mb)

According to PACE, all of these reactions have a cross section for the nu-
cleus of interest, reported in the list above, between 100 and 400 mbarn,
with a branching ratio larger than 30% of the total cross section.

A key parameter in evaluating such reactions is the angular dispersion
of the recoils, which depends on the number and energy spectrum of the
evaporated neutrons. The smallest angular dispersion for the reactions on
12C is reached by producing '*2Nd and ''2Sn, with values of 0.5° and 0.6°
respectively.
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Figure 3.57; Expected peak width as a function of the position resolution
for three possible reactions. For comparison the equivalent curves for the
in-beam tests performed by the AGATA and the GRETA collaboration are
also reported.

The plot of figure 3.57 compares the expected peak widths, calculated
through schematic arguments such as those presented in section 3.2, for
the three reactions with the best sensitivity to position resolution that are
presently feasible using the accelerators available at the Laboratori Nazio-
nali di Legnaro. The curves corresponding to the in-beam tests performed
with the AGATA (present work) and GRETA [82] detectors are shown for
reference. The expected gain in sensitivity with respect to the Cologne ex-
periment as a consequence of the bigger slope of the curve is evident. On
the other hand, with the reactions proposed in the present section the situa-
tion will be more favourable than the experiment performed by the GRETA
collaboration, where the the energy resolution is poor even in case of perfect
position resolution [105].
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Chapter 4

Estimation of the position
resolution through Compton
Imaging techniques

In several fields, ranging from X- and ~-ray astronomy to medical applica-
tions, it is fundamental to form images using high-energy electromagnetic
radiation. Unfortunately, given the extremely short wavelength of the radi-
ation, it is not possible to create a y-ray image using “conventional” optics
(based on reflection or refraction) and new techniques had to be developed
to this purpose.

In most medical imaging applications, a conventional gamma camera
(Anger camera) [106] or a Single-Photon Emission Computerized Tomog-
raphy (SPECT) [107] are used. These devices rely on multi-hole collimators
which allow only photons from a well-defined direction to enter the detec-
tion system. The drawback of these methods is the limited efficiency, due
both to the collimator and to self-absorption inside the object under study
(patient). As a matter of fact, the typical isotopes used for medical appli-
cations have short lifetimes and emit low-energy ~-rays. This ultimately
results in high doses for the patient, which could be reduced by removing
the collimation system.

An alternative solution is the Compton imaging [108, 109]. Thanks to
the use of position-sensitive photon detectors, the collimator can be re-
moved and the physical properties of the interactions between ~-rays and
matter are used to reconstruct the path of individual photons from the
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source. This procedure is similar to the problem of ~-ray tracking outlined
in chapter 2 and actually it represents kind of an “inverse problem”. With
~-ray tracking techniques, clusters of interaction points are validated and
re-ordered according to their scattering sequence, assuming a given origin
for the photons. The result of such a procedure is the photon energy. In
Compton imaging, the energy of the photons is assumed to be known and
the location of the source is gathered from clusters of interaction points
through knowledge of the Compton scattering mechanism.

As discussed in section 2.2, the efficiency of a tracking algorithm de-
pends critically on the measured precision of the individual photon interac-
tion points, i.e. on the position resolution. Hence, it is reasonable to assume
that the quality of the image reconstruction through Compton scattering
can provide valuable information on the position resolution. For this rea-
son, we have decided to perform some experimental tests with a prototype
detector of AGATA in order to evaluate the attained position resolution
from the quality of the image reconstruction. Although segmented coaxial
germanium detectors are not typically used in imaging applications [107],
this could open up interesting technological and interdisciplinary develop-
ments.

In this chapter, the principles of Compton imaging will be briefly re-
viewed and the preliminary tests performed with the AGATA detector will
be described.

4.1 Principles of Compton imaging

If photon detectors sensitive to the position of the individual interactions
are available, some information on the position of the source emitting the
radiation can be gathered by selecting the events in which the first interac-
tion point corresponds to a Compton scattering. The scattering angle can
be estimated from the Compton formula 2.4, obtaining:

cosf =1 — e Fo _y met mec
E, - (E,— Ec) E, E,

(4.1)

where E, is the known incident photon energy and E¢c = E, — E; is the
energy deposited in the interaction. Therefore, two interaction points, the
first one of them corresponding to a Compton scattering, define a cone in
the 3-dimensional space. As sketched in figure 4.1, the axis of the cone
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Figure 4.1: The possible positions of the source of radiation, determined
by a Compton scattering sequence, are distributed on a conical surface in
3-dimensional space.

is the line passing through both interaction points and the opening angle
of the cone is the scattering angle. It is obvious that, in case of a single
event, the position of the source of radiation remains totally undetermined

Figure 4.2: If the radioactive source is positioned far from the detector the
intersection of back-projection cones reduces to the intersection of circles
on a spherical surface.
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alongside the direction of the cone. If more scattering events from the same
source are observed, each of them will determine a different cone. All of
these back-projection cones should overlap in a single point corresponding to
the source of the radiation. In principle, three cones should be sufficient to
determine the common origin of the radiation, but in practice much higher
statistics is needed because of the finite precision on energy and position of
each interaction point, resulting in errors in the determination of axis and
opening angle of each cone.

In particular cases, the problem can be simplified depending on the
(approximate) information available for the position of the source. For
instance, if the source lies at a large distance from the detector (relative
to the detector size), the problem can be reduced to that of forming a 2-
dimensional image on the surface of a sphere. In this case, as depicted in
figure 4.2, in order to find the position of the source it is sufficient to in-
tersect circles on the spherical surface, rather than intersecting cones in the
3-dimensional space, and the direction of the photons is typically expressed
in term of polar coordinates (¢, ¢).

4.1.1 Sources of error in Compton imaging

As mentioned above, the position of a radioactive source with Compton
imaging techniques could in principle be determined by measuring three
Compton scattering events. In practice, all of the quantities entering equa-
tion 4.1 are affected by experimental errors propagating to the determina-
tion of axis and opening angle of each cone. Hence, in order to determine
with precision the source position, a large number of cones (events) should
be measured.
Three main sources of error should be considered, namely:

¢ the finite energy resolution of the detector;

e the Doppler broadening due to the non-zero momentum of the elec-
tron on which the photon scatters;

e the finite position resolution of the detector.

The first two error sources affect the determination of the opening angle
of the cone, while the third one affects the determination of the axis of the
cone. These sources of error will be discussed in more detail in the follow-

ing.
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In Compton imaging, as mentioned previously, the photon energy E., is
assumed to be known, thus the only parameter in equation 4.1 which is af-
fected by the finite energy resolution of the detector is the energy deposition
E¢, or equivalently the energy of the photon after scattering E; =E,—FEc.
The error propagation gives:

mec2
12
E’Y

d(cosO)p = OE, 4.2)
It should be observed that actually two independent estimates of E are
available, the former being the direct measurement, the latter being the dif-
ference of the incident photon energy and of the energy depositions in the
subsequent interaction points. It is therefore possible to improve the preci-
sion on E¢ through a weighted average.

The Compton scattering formula 2.4 is derived under the assumption
of free electron at rest. In practice, electrons in the detector material are
bound and have a finite momentum p, the distribution of which is known
as the Compton profile. Considering this effect, the energy transferred to the
electron by the incident photon is given by:

ke

E. =
2me Me

(4.3)

where the scattering vector k = k; — kg is the momentum difference be-
tween the scattered and incident photons. The first term on the right-hand
side of equation 4.3 is the same as given by the Compton scattering for-
mula 2.4. The second term is the contribution of the finite momentum of
the electron, which is linear in p, (projection of the initial momentum of the
electron on its final direction) and increases with the incident photon en-
ergy. Since the electrons have a finite momentum distribution, the energy
of the scattered electrons will depend not only on the scattering angle, but
on the initial momentum as well, resulting in an error in the determination
of the photon scattering angle if the standard Compton scattering formula
is used. More details on this effect can be found, for instance, in ref. [110],
where it is shown that the effect of the Compton profile can be larger than
the effect of the finite energy resolution of the detector.

The final source of error in the determination of the origin of the pho-
tons is the finite position resolution of the detector(s), affecting the deter-
mination of the direction of the axis of the back-projection cone. Assuming
position resolutions ory, dro respectively for the first and second interaction
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points, lying at a distance r; > from each other, the resulting error in the
cone axis direction, or equivalently in the scattering angle, is given by:

/52 2
80, ~ M (4.4)

71,2

This formula is valid in the approximation that ér < 72 - sin(6). It should
be reminded that in principle ér; and ér, depend on the specific energy
depositions.

The importance of the various causes of error in the determination of
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Figure 4.3: Impact of the different contributions to the angular uncertainty
in Compton imaging using a segmented germanium detector. A y-ray with
energy of 1332 keV is assumed.
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the position of the source is exemplified by the plot of figure 4.3, where
gammas of 1332 keV in a germanium detector have been considered. In the
calculation, the distance between the interaction points has been taken as
4cm. The intrinsic energy resolution of the detector has been modelled, as
usual, as FWHM = v/a + b - E, assuming respectively 1.0 keV and 2.3 keV
at photon energies 122 keV and 1332 keV. An energy-dependent position
resolution was considered, producing 5 mm FWHM for 1332 keV photons.
The contribution of the Compton profile was taken from ref. [110]. It is
apparent that the contribution due to the finite position resolution of the
detector dominates on the other sources of error, being approximately an
order of magnitude larger. This indeed suggests that the position resolution
of a pulse shape algorithm on a segmented germanium detector, such as
one of the prototype detectors of AGATA, can be inferred from the quality
of a Compton-reconstructed image. Such a test could fruitfully complement
the in-beam test performed at Cologne and it was actually carried out with
prototype detector S#001 at the Laboratori Nazionali di Legnaro. In the
following, the preliminary results from such a test will be presented.

4.2 Test of the imaging capabilities of the AGATA de-
tector

As discussed in section 4.1.1, the main contribution to the angular uncer-
tainty in Compton imaging comes from the finite position resolution of the
detector. Hence, if the single interaction points are determined through a
pulse shape analysis algorithm, the imaging capability of the detector can
be exploited to evaluate the quality of the pulse shape analysis itself.

The imaging capabilities of the AGATA prototype detector S#001 were
evaluated through a test performed at the Laboratori Nazionali di Legnaro
using a %°Co radioactive source positioned at 1 m from the crystal. The ex-
perimental setup is shown in figure 4.4. The signals from the germanium
detector (36 segments + central contact) were digitised and acquired using
ten N1728A cards [111] with a differential input manufactured by Caen,
which are shown in the inset of figure 4.4 together with some modules
used to generate the local trigger. These cards use 14 bits fast-ADCs with
100 MHz sampling frequency and calculate directly the amplitude (energy)
of the input signal through a moving window deconvolution algorithm [86]
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Figure 4.4. Photo of the experimental setup used during the imaging run.
The %°Co source is positioned at the lower left corner of the picture. The
inset shows a detail of the N1728A digitisers and of the trigger electronics.

running on the on-board FPGA. A common clock was distributed in daisy
chain to all of the cards, while the trigger signal, which was generated by
a leading edge discriminator sensing the central contact of the AGATA de-
tector, was distributed through a star connection. Each card was read inde-
pendently by the other ones, the full event being reconstructed off-line by
exploiting the time stamp information. The data rate was kept to an accept-
able amount by reading out for each channel only the first 200 samples and
the energy value calculated internally.

421 Presort

In the preliminary part of the analysis, the data from the AGATA detector
were calibrated in energy. In order to simplify the analysis, it was decided
to form the images only by using events in which two segments were firing
in coincidence, each of them with a net charge signal.

As discussed in chapter 3, a proper time alignment of the signals is es-
sential in order to perform a meaningful comparison with the signals of
the reference basis. A preliminary inspection of the digitised data showed



4.2. Test of the imaging capabilities of the AGATA detector

that the delay between the trigger signal and the first acquired sample was
depending on the specific electronics channel. However, thanks to the dis-
tributed clock signal, it was possible to verify that such delay was constant
in time along the acquisition run and therefore it was possible to perform a
proper time alignment. To this purpose, a reference signal with equivalent
amplitude of about 4 MeV was injected into the system using the built-in
pulser of the core preamplifier at a frequency of 100 Hz. As mentioned
in section 2.6.1, this induces a signal in each of the segment preamplifiers,
with equivalent amplitude ~100 keV. The pulser data were identified as the
events in which the 36 segments fire in coincidence. In fact, such a high seg-
ment multiplicity is extremely unlikely for a “real” photon-induced event.
The constant delay characteristic of each of the 37 channels was extracted
from the pulser data by using the digital CFD algorithm described in sec-
tion 3.4.1.

It should be observed that the response of the dCFD algorithm depends
on the shape of the signal. In particular, given the different bandwidth
of the core and of the segment preamplifiers, a constant delay is expected
between the segment and the core signals, which can be measured and cor-
rected for. Knowing the delay of each channel relative to the core, the tim-
ing information provided by the core was sufficient to determine the timing
for each segment and to align the segment signals with respect to the basis
for the subsequent pulse shape analysis.

4.2.2 Pulse Shape Analysis

The individual interaction points were extracted using the grid search PSA
algorithm described in section 3.7. Also with the “imaging” data set only
one interaction point per segment was considered and a basis obtained with
the MGS code was used, calculated at 2 ns intervals on a cubic lattice having
2mm step. It should be remarked that in principle the orientation of the
crystallographic axis and the preamplifier bandwidth should be taken into
account by the PSA algorithm, as well as the possibility to search for a better
timing in sub-sampling steps, as explained in section 3.7. These effects have
not been considered in the present preliminary work and they are left for
future optimisations.
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4.2.3 Reconstruction of the scattering sequence

In order to calculate the back-projection cone starting from two interaction
points, their time sequence must be established. Although in principle this
would require quite a complex tracking procedure such as the one outlined
in section 2.2, in this case it was decided to rely on a simpler “probabilistic”
method, based on the empirical observation that the first interaction point
corresponds with the highest probability to the largest energy deposition,
which has been verified through detailed Monte Carlo simulations. This
is not physically possible in case of scattering at small angles, resulting in
energy depositions lower than the limiting value E; calculated for a 180°
scattering:
E
By = 14 ;EW

Mec?

(4.5)

Therefore, events in which one of the depositions was lower than than E,
were ordered assuming that the first one was the interaction with the lower
energy deposit.

4.3 Image reconstruction and comparison with Monte
Carlo simulations

During the imaging run, the radioactive source was positioned at 1 m from
the detector so that the problem of imaging could be reduced to the problem
of forming an image on a spherical surface centred on the detector itself.
As mentioned previously, a point on such a surface is defined through two
angular coordinates (6, ¢).

Although sophisticated and efficient imaging algorithms have been de-
veloped for several applications [47], in the present work a very simple
approach was used. As explained in section 4.1, fixing the energy of the
photons, the back-projection cone is defined through its axis a, namely the
vector going from the second to the first interaction point, and its opening
angle «; its intersection with the spherical surface is a circle. Our simple al-
gorithm divides the spherical surface into pixels corresponding to discrete
values of 6 and ¢. In the present work, a 0.5° step was chosen for both 6 and
¢. Once a pixel intersected by the back-projection circle is found, as it is
sketched in figure 4.5, the algorithm checks which of the neighbouring pix-
els is intersected by the same circle, working recursively until the full circle
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Figure 4.5. Schematic procedure for the reconstruction of the back-
projection circle followed by the algorithm used in the present work. Firsta
pixel intersected by the back-projection circle is found (left); a neighbouring
pixel intersected by the same pixel is looked for (middle); the full circle is
covered working recursively by neighbouring relationships.
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Figure 4.6: Image reconstructed by back-projecting 10 cones. Almost all
of the circles, deformed as a consequence of the particular representation
of the sphere, pass in proximity of the point with coordinates (¢ = 180°,
¢ = 90°) where the source is located.
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Figure 4.7: Image reconstructed with a simple back-projection of 47000 pho-
tons having 1332 keV energy.
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Figure 4.8: Same image as figure 4.7, reconstructed with a simple back-
projection of 47000 photons having 1332 keV energy. A rotation of the ref-
erence frame has been applied in order to position the spot corresponding
to the source as close as possible to § = 90°, ¢ = 180°.

is covered. The final image is formed as the superposition of the individual
back-projection circles, as shown for instance in figure 4.6 where 10 circles

are drawn.
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As an example, a high-statistics image is shown in figure 4.7. It should
be observed that the (0, ¢) representation used here does not conserve ar-
eas and therefore distorts the image towards the “poles” (corresponding to
# = 0° and # = 180°). Therefore, it is convenient, once the approximate
direction of the source is found, to rotate the reference frame so that the
source is approximately positioned at § = 90°, ¢ = 180°, where the geomet-
rical distortion is minimal. The results shown in the rest of the chapter refer
to the 1332 keV line of the %°Co source rotated to the centre of the figure.
For convenience, all the images have been normalised in order to have the
same area.

The image of figure 4.8 was constructed with a simple back-projection
of 47000 photons, with the technique outlined above. Although a brighter
spot, corresponding to the source position, can be identified, the quality
of the image is not good because of a diffused background with little de-
pendence on ¢ and ¢. It should be reminded that the performance of the
PSA algorithm used here is degraded in case of interactions happening in
neighbouring segments because of the overlap of the transient signals. On
the other hand, in case of neighbouring segments the distance between the
interaction points is small. Both factors induce a large uncertainty in the
determination of the back-projection circles, resulting in a poor quality im-
age.

The situation improves considerably by disregarding events where the
interactions take place in neighbouring segments, defined through the pat-
tern of figure 3.48. Furthermore, since the performance of the PSA algo-
rithms is expected to depend on the amplitude of the signals, events in
which one of the energy depositions was lower than 25% of the full energy
of the photon were disregarded. By posing these more restrictive condi-
tions, only 8000 photons remain, giving the matrix of figure 4.9 which has
a smaller background and as a consequence a brighter and better defined
spot size.

It should be pointed out that the circumference of the back-projection
circles varies depending on the opening angle, which could induce distor-
tions in the resulting image. This effect could be corrected for by weighting
each back-projection circle according to the inverse of its circumference.

In addition, an angular error can be associated to each back-projection
circle, as explained in section 4.1.1, mainly on the basis of the distance be-
tween the interaction points. The angular error could be used to further
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Figure 4.9: Image reconstructed with the back-projection of the same events as fig-
ure 4.8, disregarding events in which neighbouring segments were firing or events
in which one of the energy depositions were lower than 25% of the full photon
energy. Only 8000 out of 47000 events match the more restrictive conditions. A
rotation of the reference frame has been applied in order to position the spot cor-
responding to the source as close as possible to 8 = 90°, ¢ = 180°.
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Figure 4.10: Same image as figure 4.9, in which each back-projection circle has
been weighted according to the inverse of its circumference and to the angular
error calculated as in section 4.1.1.
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weigh the back-projection circles.

The result, considering both weights defined above, is shown in fig-
ure 4.10, which also corresponds to the back-projection of 8000 photons.

In order to compare quantitatively the quality of figure 4.9 and 4.10,
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Figure 4.11: Projection of the matrices of figures 4.9 and 4.10 on the 6 axis
(top) and on the ¢ axis (bottom). The red line corresponds to figure 4.9, in
which no weighting functions were considered, while the blue line corre-
sponds to figure 4.10.
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a possibility is to project the (6, ¢) on the two axes, obtaining a mono-
dimensional spectrum with a peak, whose width can be estimated with
standard techniques. The spectra obtained by projecting figures 4.9 and
4.10 on the 6 axis (with a narrow gate on ¢) are shown in figure 4.11 (top).
The peak FWHM without taking into account the weighting functions is
20.5°, which should be compared with 17.0° when the weighting functions
are considered. The corresponding values for the projection on the ¢ axis
(with a narrow gate on #), shown in figure 4.11 (bottom), are 25.0° and 22.5°
respectively.

The procedure used to extract the position resolution from the imaging
dataset is similar to the one followed with the in-beam data, described in
chapter 3, namely such value is deduced through a comparison between
the experimental data and a detailed Monte Carlo simulation taking into
account the relevant effects. The same Monte Carlo code described in sec-
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Figure 4.12: Image reconstructed from the dataset of simulated 1332 keV
photons, disregarding events where neighbouring segments were firing or
events in which one of the energy depositions is lower than 25% of the full
energy, and weighting each back-projection circle according to the inverse
of its circumference and to the angular error calculated as in section 4.1.1.
A rotation of the reference frame has been applied in order to position the
spot corresponding to the source at § = 90°, ¢ = 180°. Energy and position
of each interaction point are known with infinite precision.
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Figure 4.13: Image reconstructed with the same simulated data and the
same conditions as in figure 4.12. In this case, a finite energy resolution
consistent with the experimental data has been considered, while the posi-
tion of each interaction point is taken with infinite precision.

tion 3.6 was used, implementing the description of the geometry of the sin-
gle symmetrical detector. Monochromatic photons having 1332 keV energy
were used from a point source positioned at 1 m from the centre of the
crystal. The simulated data were converted into the same format of the ex-
perimental imaging dataset and they were analysed consistently with the
same algorithm and event selections as the experimental data.

As remarked in section 3.6, the simulated data are produced with infi-
nite precision both in energy and position. The image shown in figure 4.12
has been produced by analysing the direct output of the simulation af-
ter packing the interaction points within each segment into their centre-
of-mass position. The same conditions as in figure 4.10 were requested,
namely by disregarding events in which the interactions happen in neigh-
bouring segments or in which one of the energy depositions is lower than
25% of the full energy, and weighting each event according to the angular
uncertainty and to the inverse of the circumference of the back-projection
circle. The image shown in figure 4.13 has been obtained from the same
simulated dataset adding a smearing in energy consistent with the experi-
mental energy resolution of the detector. Visually, the quality of the image
is not degraded significantly with respect to the image of figure 4.12. If an
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Figure 4.14: Image reconstructed with the same simulated data and the
same conditions as in figure 4.12. In this case, finite resolutions consistent
with the experimental data have been considered both for energy and posi-
tion of the interaction points.

additional smearing in position is added, the image shown in figure 4.14 is
obtained, for which a 5mm FWHM position resolution was taken. In this
case, the quality of the image is significantly lower than figure 4.12, confirm-
ing that indeed the positional error is the dominating factor in determining
the quality of the image.

Several images were constructed imposing the same conditions as fig-
ure 4.14, each of them corresponding to a different value of position reso-
lution. The quality of each image was estimated by determining the peak
FWHM of the spectrum obtained projecting the matrices on the 6 axis after
a narrow gate on ¢ was put. The dependence of the peak FWHM on the po-
sition resolution is shown in figure 4.15. The experimental peak FWHM =
17.0° corresponds to a position resolution of 5.4 mm. Considering instead
narrow gates on # and projecting the matrices on the ¢ axis, the plot of
figure 4.16 is obtained, from which a position resolution of 4.7 mm can be
extracted.
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Figure 4.15: Simulated peak FWHM of the distribution in 6 of the Compton
reconstructed images as a function of the position resolution of the detector.
The horizontal arrow indicates the experimental width. See text for details.
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Figure 4.16: Simulated peak FWHM of the distribution in ¢ of the Compton
reconstructed images as a function of the position resolution of the detector.
The horizontal arrow indicates the experimental width. See text for details.
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4.4 Discussion of the result

Similarly to the case of the in-beam experiment, it is not easy to evaluate
the uncertainty on the present estimates of position resolution, obtained by
projecting the image of figure 4.10 on the ¢ and ¢ axes. The statistics is quite
limited and for this reason the present estimates should both be affected
by an uncertainty of about 1 mm, thus resulting in mutual agreement. It
should be pointed out that the average value of about 5 mm FWHM should
be regarded as an average value for the interactions with a deposited energy
ranging from 330 keV to 1 MeV. Therefore, considering that the position
resolution depends on the energy deposition, the value obtained from the
quality of the image reconstruction is compatible with the result of the in-
beam experiment.

We believe that space is left for large improvements of this result using
the developed PSA techniques described in section 3.7.1. We would like to
remark again that the aim of this work was primarily to extract an estimate
of the position resolution and not to study in depth the imaging capabil-
ity of our segmented detector. It is clear however that imaging with the
AGATA detectors is a promising field which is worthwhile exploring by
means of the more refined algorithms used by the v-ray imaging commu-
nity.
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Conclusion

The AGATA prototype triple cluster detector has been tested in an in-beam
experiment performed in Summer 2005 at the Tandem accelerator of IKP
Cologne. Data have been analysed using the grid search pulse shape anal-
ysis algorithm to find the individual photon interaction points. The com-
parison of the experimental results with a detailed Monte Carlo simulation
suggests that the position resolution obtained in the present work is of the
order of 5mm for 1382 keV photons. Such value is considered adequate to
reach the design performance of the AGATA array. The result from the in-
beam experiment has been confirmed with a preliminary test of the imaging
capabilities of the AGATA detectors.
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