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SOMMARIO

Quando parliamo di disseminazione di informazioni intendiamo quel processo per cui una grande quantità di dati viene

distribuita a tutti (o molti) utenti di una rete. Le specifiche carattersitiche del sistema in uso possono rendere questo obiettivo

complesso e difficile. Sviluppare algoritmi per la disseminazioneefficientedi informazioni in ambienti wireless ad hoc, ad

esempio,̀e tuttora un problema aperto a causa delle caratteristiche del mezzo di comunicazione e perchè tutte le trasmissioni

devono essere gestite in modo distribuito. Da un lato, il canale wireless comporta una notevole quantità di problemi legati

alla contesa del mezzo, alla gestione delle collisioni e dell’interferenza. Quando la quantità di dati da trasmettere e il

numero di nodi coinvolti nelle comunicazioni sono elevati, questi aspetti sono ulteriormente accentuati. Dall’altro lato, i

protocolli dovrebbero utilizzare solo informazioni locali facilmente reperibili per poter rendere la rete scalabile e robusta

alla mobilit̀a.

Questi sono solo alcuni esempi delle difficoltà che si incontrano nel progettare meccanismi per la distribuzione di dati in

una rete wireless. L’obiettivo di questa tesiè investigare questi e altri aspetti al fine di sviluppare algoritmi di disseminazione

di dati che siano efficienti. Naturalmente un algoritmoè efficiente in relazioni agli obiettivi per cuiè stato progettato. In

generale, i requisiti richiesti a questo tipo di schemi sono affidabilità, bassa latenza, ridotto consumo energetico, robustezza,

limitata complessit̀a computazionale e cosı̀ via.

Tuttavia, il problema della disseminazione di dati, cosı̀ definito, è ancora troppo vasto e generale per poter progettare

schemi che abbiano anche una valenza pratica. Per questo motivo, in questa tesi, ci concentreremo su due casi studio.

Definiremo due scenari applicativi che ci permetteranno di mettere in luce le problematiche legate al problema della dis-

seminazione. Nella prima parte della tesi ci occuperemo didisseminazione di messaggi di allerta in reti inter-veicolari

mentre nella seconda parte tratteremo ladisseminazione di dati per mezzo del network coding. Questi scenari sono stati

scelti perch̀e da un lato sono siffcientemente specifici da poter definire le condizioni iniziali e gli obiettivi del problema

in modo preciso. Dall’altro lato sono sufficientemente generali da consentire che le soluzioni proposte possano essere

applicate in contesti diversi. Lo studio di questi scenari ci darà l’opportunit̀a di comprendere a fondo il problema della

disseminazione di dati in reti wirelss distribuite.
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ABSTRACT

Data Dissemination consists on spreading a large amount of information to all nodes belonging to a network. The

peculiar characteristics of the system in use make this goal particularly interesting and challenging. Developing efficient

data dissemination schemes for wireless ad hoc networks, for instance, is still an open issue due to the broadcast nature of

the channel and to the need of managing all data transmissions in a distributed way. The former leads to a lot of problems

related to the channel contention, collisions and interference. The latter requires to define algorithms which exploit only

local information of the network and which are scalable and robust to the node mobility.

The focus of this thesis is to investigate such wireless ad hoc networks by defining and developing data dissemination

schemes which can be efficient. The efficiency of an algorithm mainly depends on the requirements imposed by the

application scenario of that scheme. In general, they can be reliability, low latency, limited energy consumption and

computational complexity and so on.

Thus, the problem of efficiently disseminate data, as defined right now, is too wide and general. For these reasons,

in this thesis, we will focus on two case studies. We will define two application scenarios in order to point out all the

peculiarities and issues related to the data dissemination. In the first part we will focus ondissemination of alert messages

in inter-vehicular networkswhile in the second part we will deal with thedata dissemination problem in pervasive systems.

We choose these two scenarios as they are specific, i.e., we can precisely define the initial requirements, constraints and

objective. But they are also general, i.e., the solutions we will find, could be implemented in different contexts. Thus, the

analysis of such case studies will give us a wide and detailed view of the data dissemination problem.
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1
Introduction

Well begun is half done.

(Aristotle)

In this thesis we deal with the problem of data dissemination in wireless distributed systems. Our

main aims are two. First, we would like to understand the more interesting and challenging problems

related to this topic, the basic mechanisms which regulate data dissemination schemes, the major re-

quirements of such protocols and so on. Second, we want to propose practical and feasible solutions

to disseminate data in realistic environments.

The concept of data dissemination is wide and meaningful. In this context,

we refer to data dissemination whenever there is some amount of data

which has to be spread over a wireless distributed network.

The data can be generated by a single node or by different sources, the destinations usually are

many (even all nodes belonging to the networks) and they are interested in retrieving all or a part of the

generated information. We observe that the concept of data dissemination can be applied at different

layers of the protocol stack and it can be useful for different purposes.

Looking at the network layer, data dissemination schemes can be used to spread routing data such as

Hello messages or topology information. ARP messages are usually disseminated all over the network

to associate each IP address to the corresponding MAC address for each device. Normally, this kind of

data dissemination is referred to as broadcast or multicast.1

At the application layer, we can be interested in transmitting the same amount of data to multiple

users. As examples, we can consider the file sharing applications, the broadcasting of multimedia files

and so on. In sensor networks, data dissemination is applied whenever the sink node has to query

the network to gather some useful information from the sensors. Moreover, some attention has been

recently devoted to new challenging scenarios where different technologies meet together to offer new

services [2]. It is the case of the so calledInternet of Thingswhere heterogeneous systems offer the

possibility to gather a lot of information stored in different devices, to find objects, to control actuators

and so on. In this scenarios a lot of users interact with each other by exchanging a great amount of

information.
1Data dissemination schemes and broadcast protocols are used interchangeably in this thesis.

1



2 Chapter 1. Introduction

Thus, referring to all the possible applications of data dissemination, we can identify several re-

quirements that good protocols should satisfy.

• Reliability: the protocol has to guarantee that all nodes interested in collecting the information

successfully receive all the packets. This could be more important for some applications such as

the broadcasting of alert/disaster/hazard messages, the spreading of information vital for the exis-

tence and maintenance of the network, and so on. On the contrary, reliability could be not required

when the data to be spread represents extra information such as the distribution of advertisement

messages.

• Time-constraints: the scheme has to respect some constraints on the packet delivery delay. In

some situations, data dissemination as to be performed as fast as possible because the information

to be spread is particularly important. Real time applications represent only one of the most

interesting cases. In other cases, instead, the service is delay tolerant and data dissemination

scheme has no constraint on the delivery time as in the case of file downloading.

• Feasibility: the data dissemination scheme has to be feasible, i.e., implementable on practical

networks. Thus, it has to deal with specific constraints such as limited resources, heterogeneous

devices, limited computational capabilities and so on.

• Energy-Efficiency: there are a lot of specific networks formed by devices with limited energy

resources. Wireless Sensor Networks (WSN) are only one example but also PDA networks and, in

general, networks formed by battery-based devices are included in this class. Data transmission

is particularly expensive and it has to be limited to guarantee long lifetime to such networks.

Thus, the data dissemination scheme has to be developed in order to save energy resources. This

could be achieved in different ways such as reducing the number of transmissions required to

deliver data, implementing duty cycles on nodes, and so on. In other situations, where network

has unlimited resources, these aspects can be of minor importance.

• Bandwidth–Efficiency: usually, in a network, different types of traffic coexist. They can be

generated by different applications or also by different network layers. In addition, data dissemi-

nation schemes can be very expensive in terms of bandwidth as they involve a lot of devices and

multiple transmissions. Thus, to limit the impact of data dissemination over other applications is

needed that the protocol to spread data saves network resources as much as possible. It is the case,

for instance, of the data dissemination schemes which spread control, topology or maintenance

information. They represent a background network traffic which constantly limit the bandwidth

available for the applications. Reducing as much as possible the number of transmissions required

to deliver data could be also in these situations a good strategy to guarantee better performance.
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It is usually very hard to achieve all the goals at the same time and by the use of the same strategy.

While there are common features which all data dissemination schemes have to implement, others

are particularly related to a specific application. Thus, a lot of different algorithms have been pro-

posed in literature to efficiently disseminate data in a wireless network with a major focus on one

of the different characteristics. In the rest of the thesis we also focus on specific data dissemination

applications by defining two reference scenarios. Our main aim is to point out and solve the issues

related toTime-ConstrainedandEnergy-Efficientapplications because we believe that they represent

the most challenging scenarios for future network architectures. However, the scenarios we define are

sufficiently general such that the solutions we develop can be applied also in different contexts.

Finally, we mention here that the data dissemination in wireless environments leads to a lot of chal-

lenging problems due to the nature of the medium in use and to the specific features of the transmis-

sion protocols usually applied for wireless communications, i.e., interference, collisions, contention,

random access mechanisms and so on. In addition, we need to take into account that, in general,

all the operations in wireless networks have to be carried out in a distributed way without coordi-

nation/synchronization among nodes. Indeed, each form of centralized management of the nodes’

transmissions is usually expensive in terms of network resources and it can strongly reduce the system

performance. On the other hand, the same applications can be easier to offer in a wired context where

a centralized management of the nodes’ transmissions is usually easier to implement. For all these

reasons, the wireless scenario represents a challenging and interesting environment to develop effi-

cient data dissemination schemes. In particular, we focus on all those systems that use the CSMA/CA

(Carrier Sense Multiple Access with Collision Avoidance) paradigm as the basic transmission strategy

because it is the most applied in wireless networks. A detailed description of this kind of approach is

beyond the scope of this thesis. For the reader who intends to obtain a deeper knowledge into this field,

we suggest to see [3–5].

1.1 Structure of the Thesis

To give some insights on this research field we organize the topics of the present thesis in twoParts

consisting of differentChapters. Each Part discusses a particular topic within the thesis subject and the

Chapters explain in detail some aspects about the topic under investigation. We briefly indicate here

the contents of each Part and Chapter.

Chapter 2 introduces the problem of efficiently disseminate data in wireless networks by present-

ing the existing solutions and by introducing our motivations for deeper researches on this areas. In

addition, we present here the two case studies we take as reference scenarios in this thesis. We decide
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to focus on realistic applications to give a more practical direction to our investigations.

Part I – Efficient Data Dissemination in Inter-Vehicular Networks

In this Part we focus on a specific practical application of data dissemination schemes related to the

delivery of alert messages in inter-vehicular networks. These kind of systems are gaining a lot of inter-

est among the scientific community as they involve a lot of new applications. In addition, their specific

features lead to challenging research activities. Defining a data dissemination scheme in this context

is particulary interesting as the peculiar characteristics of the messages to be spread require tight time

constraints. Thus, this practical application give us the motivations to investigate data dissemination

schemes which are efficient in terms of packet delivery delay.

Chapter 3 introduces the inter-vehicular scenario, the motivations and the main issues related to

the data dissemination in this context.

Chapter 4 reviews the most interesting solutions proposed to disseminate data in such networks.

We present here the details of the two protocols we consider to compare our algorithms.

Chapter 5 is focused on the development of an efficient data dissemination scheme for inter–

vehicular networks. The name of such scheme isSmart Broadcast Protocol (SB)and it is based on

the minimization of the time required to deliver data to all the interested nodes. In this Chapter, after

the protocol description, we present both the theoretical analysis of its performance and an extensive

simulation campaign. We evaluate different optimization aspects of our proposal and we compare SB

with other existing schemes.

Part II- Efficient Data Dissemination via Network Coding

In Part II, we move towards a different topic related to the efficient data dissemination in pervasive

systems. This context leads to different protocol requirements. In particular, we focus on such applica-

tions based on the utilization of devices with limited resources. The main aim here is to develop data

dissemination schemes that are efficient in terms of energy resources, bandwidth usage and number

of required transmissions. This is the case of wireless sensor networks but not only. Also networks

with high traffic loads, with limited bandwidth, and so on, can be interested in disseminate data saving

network resources. To achieve this goal we use an emerging network paradigm namednetwork coding.
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Chapter 6 gives a more detailed vision of the second reference scenario by introducing the main

concepts and terminology used in the following Chapters.

Chapter 7 introduces some background related to the network coding paradigm. It is a recent tech-

nique used to increase the throughput of the network. Classical dissemination schemes are based on

thestore and forwardapproach, where nodes keep the received packets in a buffer and, when it is pos-

sible, they forward those messages to the other nodes. Network coding, on the contrary, is based on the

store, code and forwardparadigm where nodes usually forward coded packets instead of simple data.

The main peculiarity is that these packets are obtained as linear combination of simple original data.

Applying this kind of coding process we can drastically reduce the number of transmissions required to

disseminate data with respect to the classical schemes. For these reasons, network coding techniques

are applied to reduce the traffic load, to increase the network performance or to save energy resources.

Chapter 8 discusses practical problems related to the application of network coding in wireless

systems. Most of the work done up to now about network coding is theoretical and based on the graph

theory. Also proposed practical schemes are mostly analyzed in simplified environments where chan-

nel errors, interference, MAC protocols, multi–rate physical layers, and so on, are not considered. Our

main contribution is the analysis of network coding performance taking into account all these aspects

in more realistic environments. The main outcomes are two. First, we better understand the mecha-

nism of network coding and how this strategy react to the collisions or to different MAC protocols.

This clarify aspects that the theoretical analysis can not explain. Second, we find the way to develop a

scheme which can efficiently perform also in realistic environments.

Chapter 9 describes the novel data dissemination scheme we propose to alleviate the effect of re-

alistic environments on network coding performance. It is namedProNCand it is based on a proactive

approach rather than on the reactive one used up to now in existing solutions. The main advantages of

such a scheme are its robustness to packet losses, its reliability and its promptness. We analyze ProNC

performance via simulations and compare them with the reactive solutions.

Chapter 10proposes a different solution to make network coding more robust to the packet losses.

Our focus here is the study of fading environments and we propose a novel approach which jointly

combine network coding paradigm and MIMO techniques in order to provide an integrated system.

This kind of topic is particulary interesting due to its novelty and originality. We develop a sophisticate

communication system which offers the same benefits of network coding but is able to exploitspatial

diversityas MIMO techniques in order to increase the system reliability. We name such an approach
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MIMO NC. We test its performance in different scenarios both theoretically and via simulations. We

find that MIMO NC can represent a promising approach for future radio communication systems and

it can improve the performance of data dissemination schemes based on network coding.

Chapter 11 summarizes the main outcomes of the this thesis by looking at the main topics and the

main results obtained.



2
Efficient Data Dissemination in Wireless Networks

The more alternatives,

the more difficult the choice.

(Abbé D’Allanival)

In order to understand how to face the problem of efficiently disseminate data in wireless ad hoc

networks we need, first, to point out which are the main features, constrains and problems related with

this goal. Thus, in this Chapter, we describe the so calledBroadcast Storm Problemwhich defines the

main issues related to the data dissemination in a wireless environment. Then, we review the existing

literature on this topic pointing out the pro and cons of the different solutions. Finally, we introduce

the two case studies we will analyze in detail in the rest of the thesis.

2.1 The Broadcast Storm Problem

The main objective of data dissemination schemes can be summarized as follows:

• Guarantee reliability: the protocols should aim to guarantee a reliable service. In particular, all

the information should be delivered to all the interested nodes. It is clear that, when the destination

nodes are several and the network is organized in a multi hop fashion this task could be particulary

complex due to the lack of coordination among nodes.

• Guarantee low latency: this goal is mainly related to real time application. However, developing

protocols which can fast deliver data helps in increase network performance.

• Save network resources: data dissemination schemes are in general very expensive in terms of

network resources such as bandwidth, energy, and so on. This is due to the fact that a great

amount of data has to be transmitted. One of the main aims of these protocols is to limit the usage

of network resources hence leading to better performance in terms of throughput or increasing

the network lifetime (if we refer, for instance, to networks with limited energy resources).

Unfortunately, in order to achieve these goals we have to face a wide set of problems referred to as

the Broadcast Storm Problem[6]. They are specially related to the fact that, to reach a lot of nodes

7



8 Chapter 2. Efficient Data Dissemination in Wireless Networks

of a network, a great amount of transmissions is required and several nodes usually try to access the

channel to send their data. This is particularly emphasized in wireless environments where the channel

is usually shared among nodes. In addition, multi-hop scenarios introduce further complexity as data

to be delivered has to flow along long paths. To better explain this concept, it is important to remember

that all schemes developed to disseminate data are based on thestore and forwardapproach and they

substantially differ from the unicast or multicast communication paradigms.

In unicast situations, to deliver a packet from a node A to a node B, a routing path is usually estab-

lished and the packet is forwarded by intermediate nodes until it reaches its destination. In multicast

cases, the protocols follow a similar approach, i.e., multiple routing paths are established from the

source node to the different destinations.

In a broadcast scenario, where all nodes are both sources and destinations, we should establish a

routing path from any node to any other node of the network. It is clear that this might be unfeasible.

Thus, in general, data dissemination schemes are based on the assumption that all nodes participate to

the distribution of the data. A node usually stores the received packet and, if possible, it forwards it to

the interested destinations. The way a node contributes to the dissemination depends on the strategy in

use and it is what characterizes the different protocols.

However, as long as all protocols are based on the same approach, they are also affected by the

same problems. We can group the main aspects of the Broadcast Storm Problem in three main classes

briefly described in the following.

1. Redundancy:it occurs whenever nodes transmit unuseful information, i.e., all other nodes already

have that data. Due to the broadcast nature of the wireless channel, any transmitted message can

be received by a set of nodes in the transmitter’s coverage area. Then, each of these receivers

could be charged to forward the message thus leading to a lot of redundant retransmissions.

The redundancy level can be quantified by means of thecoverage gainmetric. To better explain

this concept we refer to Fig. 2.1 where nodeA and B decide to forward the same message.

Assume that, at first, nodeA sends the packet and all its neighboring nodes receive it. When node

B transmits, its transmission can be useful only for the nodes placed in the gray area of Fig. 2.1.

This additional area reached by the transmission ofB is given by:

∫ R

0

2πx[πR2 − I(x)]

πR2
dx ' 0.41πR2 (2.1)

whereI(x) is the intersection region of the coverage areas ofA andB andR is the coverage

range of any node. When the retransmitting nodes are more than two this gain is further reduced

towards0 thus increasing the redundancy.



2.1. The Broadcast Storm Problem 9

A B

x

I(x)

R Additional 

Area

A B

x

I(x)

R Additional 

Area

Figure 2.1 Additional area covered by a second retransmissions.

One important goal is the reduction of the redundancy as much as possible by limiting the number

of nodes which forward the packets on behalf of other nodes.

2. Contention: Data dissemination protocols, usually, produce a high channel contention. A single

message is received by several nodes which immediately could try to forward it; this means that

they simultaneously try to access the channel in the same area. The consequences are lower

performance, i.e., higher packet delivery delay and lower throughput due to the longer backoff

procedures usually implemented to solve the channel contention. The reduction of the number of

nodes which act as forwarding nodes has some beneficial effects also in this situation as it reduces

the number of contending nodes [7].

3. Collisions: Data dissemination performance could also be affected by collisions. A collision

occurs when two (or more nodes) in the same coverage area simultaneously transmit. This leads

to an interference level such high that receiving nodes are not able to successfully receive any

packet. Due to the collisions, packets are lost and they need to be retransmitted thus wasting

network resources. In addition, retransmitting a packet usually means longer waiting time to

access the channel (due to the increasing of the contention window size used to select the backoff

time [7]) and consequently high packet delivery delay. As in the previous cases, the problem can

be partially solved by allowing to retransmit to a smaller number of nodes.

There are many ways to alleviate the presented problems. The reduction of the number of forward-

ing nodes is not the only possible solution; also the definition of a more complex MAC layer could

increase the data dissemination performance. However, maintaining the protocol as simple as possible

has a lot of advantages both in terms of computational resources and network management.

In the next Section we investigate the possible approaches to alleviate the broadcast storm problem.
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2.2 Related Work

In this Section, we overview the most interesting solutions which better comply with the peculiari-

ties of wireless and even mobile networks.

We start our analysis form two particular schemes, namely the flooding and the MCDS-based pro-

tocol. The first one represents the simplest data dissemination scheme, while the second one represents

the most efficient. The former is widely used in practice whereas the latter is only a theoretical ap-

proach. We introduce them as they represent two benchmarks for all the other schemes.

Between these two boundaries, several broadcast algorithms have been proposed to cut the tradeoff

between robustness and redundancy, in particular in the context of wireless ad-hoc networks [8]. All the

protocols we consider are based on a CSMA/CA scheme to access the channel and they are classified

mainly on the basis of the strategy adopted for electing the forwarding nodes. We can identify five main

classes of protocols: (i)probability-based, (ii) location-based, (iii) neighbor-based, (iv) cluster-based

and (v)epidemic.

2.2.1 Flooding

The simplest way to spread data to all nodes of a network is thefloodingapproach where each node

is charged to retransmit its own message and the packets from all the other nodes that it receives. All

the nodes in the coverage area of the transmitter (neighbor nodes) can receive the sent packets as in

the packet header the destination address is set to−1 (i.e., BROADCAST transmission). This kind

of approach has several disadvantages when it is applied in CSMA/CA environments as the broadcast

storm problem is particularly evident in the flooding scheme.

First, the flooding scheme introduces a lot of redundancy. As an example, we consider Fig. 2.2

which represents data distribution using flooding. To reach all nodes,24 transmissions are required but

only some of them are really necessary.

Second, according to the protocol, each node which receives a new packet immediately forwards it.

This produces two bad consequences: high contention to access the channel in a specific area and high

collision probability.

Thus, transmitting a lot of redundant packets is not only unuseful but also harmful as most of the

transmitted packets are unsuccessfully received by the interested nodes.

2.2.2 The MCDS-based Scheme

Theoretically, the data dissemination protocol which guarantees the best performance is the one

based on theMinimum Connected Dominating Set(MCDS).
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Figure 2.2 Flooding redundancy

MCDS is defined as the minimum cardinality set of connected nodes,

such that each other node in the network is connected to a node of the

MCDS set.

According to this structure, each message to be disseminated is propagated only by the nodes in the

MCDS. A performance analysis of such an ideal algorithm under simplifying hypotheses is presented

in [9]. However, the creation and maintenance of the MCDS structure in a distributed network could

be not feasible. It needs a centralized entity which selects the nodes belonging to the MCDS, updates

the MCDS when nodes move or turn off. In addition, each node needs to know if it belongs or not

to the MCDS and achieving this knowledge requires the exchanging of a lot of control messages.

Nevertheless, the performance reached by the data dissemination scheme based on the MCDS can be

considered as an upper bound for our analysis.

2.2.3 Probability-based Schemes

In the algorithms belonging to this category, the forwarding nodes are picked up according to a

given probability distribution function.

The simplest case is provided by the algorithm proposed in [6], where a node receiving the broadcast

message forwards it with a probabilityp while refrains from rebroadcasting with a probability1 − p

(p = 1 means pure flooding scheme). The best selection of parameterp is delicate and depends on the

network scenario. In the remaining, we refer to this scheme asProbabilistic Flooding.

Another approach, namedcounter-basedscheme [6], relies on the following reasoning: the larger

the number of duplicate broadcast messages a node receives, the smaller the additional area covered
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by a new broadcast retransmission by that node. According to this, nodes that receive more thanCmax

copies of the same message in a given time window are prevented from retransmitting it. This mech-

anism reduces redundancy to the detriment of robustness and promptness in the message propagation.

The value ofCmax has a strong influence on the algorithm performance. Unfortunately, its optimal

setting is strictly dependent on the node density which may undergo rapid fluctuations in mobile sce-

narios. To alleviate this problem, several schemes propose adaptive strategies to dynamically adjust

the threshold value according to variation of the network topology conditions [10].

2.2.4 Position–based Schemes

The main advantage of theposition–basedalgorithms is that they do not require exchange of topol-

ogy information, thus reducing control traffic overhead.

One of the simplest position-based schemes, namedlocation-based, is introduced in [11]. It reduces

the broadcast redundancy by having a node rebroadcast depending on the additional coverage area it

provides. In this scheme the additional coverage area is estimated from the location information of the

nodes. Therefore each node must determine its own location, e.g. by using Global Positioning System

(GPS). Each node adds its location to the header of the packet before broadcasting or rebroadcasting it.

Upon receiving a packet a node learns the location of the sender and calculates the additional coverage

area provided if it rebroadcasts the packet. If the additional coverage area is less than a threshold value,

then the node does not rebroadcast the packet.

Another interesting algorithm in this category is theUrban Multi-hop Broadcast Protocol(UMBP) [12],

designed to disseminate data in urban areas. It is based on a contention mechanism whose aim is to

select as relays the nodes belonging to the MCDS. The contending nodes send a black-burst signal,

whose duration is proportional to their own distance from the broadcast source. The longer black-burst

is transmitted by the furthest node, thus winning the contention and becoming the next broadcast relay

node. An improvement is obtained by taking into account both position and movement direction. As

we compare some of our solutions with UMBP, in Chapter 4 we give a detailed description of its main

procedures.

Other two interesting proposals are theVector based TRack DEtection(V-TRADE) and theHistory

enhanced Vector TRack DEtection(HV-TRADE) protocols [13]. They are specifically designed to

take into account nodes mobility and they require that each node is equipped with a positioning system

device. Each node keeps updated information about current and past positions of its neighbors and uses

it to predict their future position. When a node has a message to broadcast, it selects the best broadcast

relay node from the so calledborder nodesset. The border nodes are neighbor nodes with two features:

they are placed in such a way to guarantee the maximum advancement of the broadcast message and
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they have never received a copy of the broadcast message. The drawback of such approach is that it is

not suitable for resource-limited nodes as it includes the possibility to use very expensive devices such

as the GPS.

2.2.5 Neighbor–based Schemes

When aNeighbor–based schemeis used, nodes base the decision whether rebroadcasting the mes-

sage or not on the status of their neighbors. For instance, according toFlooding with Self Pruning[14],

a nodeA retransmits a broadcast message only if it can be received by “isolated” nodes, i.e., nodes

that are not reachable by any other. More sophisticated methods to elect the relays, aiming at reducing

redundancy and increasing reliability, are described in [15, 16]. Such algorithms determine the set of

possible relay nodes on the basis of the position of both the one-hop and two-hop neighbors Other

examples are theScalable Broadcast Protocol(SBA) and theAd–Hoc Broadcast Protocol(AHBP)

However, in general, such schemes require local topology knowledge and they could worsen perfor-

mance in case of mobility.

2.2.6 Performance Comparison

We report here the results presented in [17]. They compare the performance of different schemes

selected as representative of the classes introduced above. These results are related to scenarios where

ideal MAC and physical layer are used. This is due to point out only the data dissemination character-

istics of the algorithms.

In Fig. 2.3, the packet delivery ratio versus the number of nodes in the network is plotted. We note

that basic flooding and the protocols representing neighbor-based methods, namely SBA and AHBP,

perform better in sparse networks as they introduce more redundancy. However, in dense network all

the schemes achieve the same performance.

Fig. 2.4 shows the number of retransmitting nodes versus the number of nodes. This represents a

more interesting metric as it gives an idea of the protocol efficiency. We have seen in Fig. 2.3 that

all schemes guarantees similar performance in terms of packet delivery ratio, but they differ on the

strategy adopted to achieve that performance.

Protocols that have more complicated algorithms have fewer retransmitting nodes than the others.

AHBP approximates theoretical the best-case. The Figure also shows that the location-based scheme

has fewer retransmitting nodes than probability-based schemes. The threshold values for the counter-

based and location-based schemes are held constant in the graphs of Fig. 2.3 and Fig. 2.4. For the

counter-based scheme the threshold is3, and for the location-based scheme it is45 meters, but the

threshold values affects the results. In the counter-based scheme, a higher threshold value in sparse
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Figure 2.3 Protocols Comparison: Packet Delivery Ratio versus number of nodes.

networks and a lower threshold value in dense networks increases the delivery ratio. In location-based

scheme, a lower threshold value is used to maintain a high delivery ratio in sparse networks and a

higher threshold value is used in dense networks.

Finally, the MCDS schemes achieves as expected the best performance as it can guarantee the full

reliability with the lowest redundancy thus saving network resources.

2.2.7 Cluster-based Schemes

TheCluster–based schemesrequire the organization of the network in clusters. By exploiting neigh-

bors knowledge, the nodes are grouped into small clusters, each one managed by a particular node,

which is electedcluster-head. The nodes in the same cluster share some common features, such as

relative position or energy level. Once clusters are formed, dissemination is usually performed by

entrusting the cluster-heads with the task of retransmitting broadcast messages.

Cluster-based protocols can be divided on the basis of the strategy adopted to elect the cluster-

heads. In ad hoc environments, clustering schemes related to mobility are of particular interest. One

solution is to group the nodes according to their relative speed, in order to decrease the re-clustering

cost. MOBIC technique [18], for instance, selects the nodes with the lowest speed variance as cluster-

heads. Similarly, theDistributed Dynamic Clustering Algorithm(DDCA) [19] defines the so called

(α, t) rule to build a cluster and to select the cluster-head. A node belongs to a cluster if its probability
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Figure 2.4 Performance Comparison: Number of retransmitting nodes versus total number of nodes.

to reach another node in the cluster in a timet is larger thanα. Moreover, a node can be added to

the cluster if the(α, t) rule among itself and the cluster-head is satisfied. This guarantees that nodes

approximatively close to each other belong to the same cluster.

The schemes proposed in [20, 21] are further cluster–based approaches suitable for mobile net-

works. They aim at minimizing the clustering maintenance due to re-clustering and re-affiliation. The

basic idea is to re-organize the clustering structure only on-demand, when it is really necessary, rather

than periodically.

2.2.8 Epidemic Protocols

The basic idea of theEpidemic protocolsis completely different from the other schemes already

mentioned (also because they are design for a different purpose). The main aim here is to guarantee

a reliable data dissemination scheme also when the networks remain unconnected for an undefined

period of time. The basic idea of such approaches is the gossiping. Rather than aiming at the reduction

of the number of transmissions they try to increase the robustness of packet delivery and the reliability

of the system.

Well known techniques to deal with message delivery without location information areepidemic[22]

andprobabilistic protocols[23].
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In [22] the authors present an overview of the basic concepts of epidemic routing. Epidemic al-

gorithms have recently gained popularity as effective solutions for disseminating information in large

scale distributed systems. In an epidemic algorithm, all nodes are potentially involved in the informa-

tion dissemination (see Fig. 2.5). Basically, each node buffers every message it receives until it reaches

a certain buffer capacityb. Moreover, each message is forwarded a limited number of timest and each

time to a randomly selected subset of neighboring nodes, whose size is also limited and equal tof .

The parametersb, t andf are tunable and may affect the performance of the system. Epidemic routing,

in its basic version, roughly works as follows: a source initially sends a message to be disseminated in

a system ofn nodes. Each infected node (each node that receives a copy of the message) forwards the

message to a randomly chosen subset of nodes of sizeO(log(n)). Eventually, the message will reach

all the destinations in the system with high probability afterO(log(n)) transmissions. The failure of

one or more communication links does not significantly affect the message delivery. This is due to the

redundancy which is inherently introduced by the algorithm in forwarding multiple copies of a single

message.

The main problem of epidemic routing is that every node that receives a message is entitled to

forward it only to already known nodes. The original epidemic algorithm [24], for instance, assumes

global knowledge, i.e., every node knows every other node in the network. It is easy to understand

that this aspect is insharp contrast with the idea of a dynamic and distributed system. [25] addresses

epidemic routing in partially-connected ad hoc networks where a connected path from the source to

the destination does not always exist. The main goal of this study is to delivery messages to arbitrary

destinations with minimal assumptions regarding the underlying network topology. For instance, one

might subdivide the network into two subnetworks, one of which is connected. The connected portion

of the network could be subsequently exploited as a backbone to quickly spread the information to all

its nodes. Messages are delivered to the nodes in the connected subnetwork first and are finally deliv-

ered to the users within the unconnected subnetwork (these are users on the move, which continuously

enter and leave the network) as soon as these come in touch with a node belonging to the “backbone”.

As in the original epidemic routing, each node maintains a buffer which is used to record the history

of the most recently originated/received messages. In addition, to facilitate the exchange of histories

between nodes, these are encoded by means of hash tables intosummary vectors. When two arbitrary

nodes are located within the communication range of each other, the node with the lowest identifier

initiates the information exchange. The two nodes subsequently exchange their summary vectors and

each node may request a copy of the messages that it has not yet seen. The receiving node maintains

total autonomy in deciding whether it will accept a message. For example, it may determine that it

is unwilling to carry messages larger than a given size or destined to certain nodes. The main draw-

back of such an approach consists of the high overhead involved in the communication between nodes
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Figure 2.5 (a) A source (S) wishes to transmit a message to a destination (D) but no connected path is available. It then

transmits a copy of the message to its two neighboring nodes C1 and C3. (b) C1-C3 are leveraged to transitively deliver the

message to its destination at some later point in time.

(exchange of summary vectors and subsequent handshake for the actual packet transmission).

An alternative to epidemic routing is represented byprobabilistic routing[23]. Probabilistic and

epidemic routing are built on the same rationale: messages may have to be buffered for a certain time

at intermediate nodes, whose mobility is exploited to bring messages closer to their destinations by

exchanging them between nodes as they come in touch. However, according to probabilistic routing,

as two nodes meet, a message is transferred from one node to a second node only if thedelivery

predictability is higher at the second node (Fig. 2.6). Thedelivery predictabilityis a probabilistic

metric defined for any source (s) and destination (d) pair,P(s,d) ∈ [0, 1], which represents the likelihood

that nodes will be able to deliver a message tod. This metric is exchanged between nodes by means

of summary vectors, similarly to what discussed previously for epidemic routing.

We finally cite the recent work on optimal gossiping and routing in [26]. The authors of [26]

present for the first time thegossip network modelwhere travelers can obtain information about the

state of dynamic networks by gossiping with peer travelers using ad hoc communication. Travelers

can subsequently use the acquired information to recourse their path and find the lowest cost route

to their destination. While the paper introduces a rather simple model for the characterization of the

network and learning probabilities, its contribution is very valuable for what concerns the concept of

optimal routes. In fact, in [26] it is shown that sometimes it is better for a packet to take a detour, which

will surely increase the path length but, at the same time, will give a chance to the traveler to acquire

additional knowledge about the state of the network. As a consequence, travelers can exploit their

new knowledge to refine (and likely improve) their future routing decisions. The routing problem is
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Figure 2.6 Transitive communication. A message (shown in the figure by the node carrying the message being green) is

passed from node A to node D via nodes B and C through the mobility of nodes.

formulated according to a dynamic programming approach and the optimal routing policy is devised by

accounting for information states and learning probabilities. These are used to model the likelihood to

retrieve useful information by taking a detour. Overall, the work is about getting an optimized balance

between the path cost and the cost of gathering information. We note that these methodologies may be

applied to our problem as well. In the information dissemination phase, for instance, we may decide to

take detours in order to disseminate the information more evenly and therefore decrease the acquisition

time for future queries. A drawback of the model in [26] is that the network topology is assumed to

be known to a large extent and only link weights may be unknown. This, however, does not fit our

scenarios where connectivity structures will likely vary in time.

2.3 Two Case Studies

The problem of efficiently disseminate data in wireless ad–hoc networks is complex due to the

several reasons investigated in the previous Sections. They can be summarized as follows.

• The channel -The broadcast medium used for the transmissions leads to a lot of different prob-

lems such as collisions, interference, contention. They arise whenever multiple nodes want
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to simultaneously access the channel to transmit data. These situations, by nature, occur in

data dissemination and their effects increase whit specific medium access schemes such as the

CSMA/CA.

• Data Dissemination Goals -Data dissemination schemes usually have to guarantee performance

in terms of packet delivery ratio, latency, energy saving and so on. Achieving all these goals

simultaneously is in general complex, especially in case of large networks.

• Wide Range of Applications -Data dissemination schemes can be applied in differen contexts and

for different purposes. Thus, the definition of a general set of initial assumptions, requirements

and constrains could be difficult.

Thus, to better define the problem, it could be useful to have in mind some practical situations where

the data dissemination schemes can be applied. This practical perspective can give several advantages:

i) it facilitates the definition of the initial assumptions and constraints; ii) it specifies the requirements

and iii) it helps in the definition of the main objectives. Defining an efficient data dissemination scheme

in this more defined context could be easier and it could become of practical utility.

On the contrary, the definition of such a specific scenario could lead to some limitations. In particu-

lar, the risk is that the developed data dissemination scheme is too much specific and it can be properly

applied only to a specific scenario. To avoid this drawback we need to find some application scenarios

such that they are:

• Realisticin order to help us in the definition of the problem and to give a practical meaning to our

outcomes;

• Generalsuch that the obtained results can be applied also to different situations with similar

requirements or aims.

According to this perspective, in this thesis we focus on two specific case studies, namelyData

Dissemination of alert messages in inter–vehicular networksand Data Dissemination in pervasive

systems. They represent two possible interesting applications of data dissemination schemes.

We choose such scenarios as they are quite different in terms of initial assumptions and require-

ments. Thus, the solutions we find can be applied to a wide range of applications, assuming a general

validity. In addition, they give us the motivations to analyze and apply some of the most interesting

techniques related to the wireless ad-hoc networks.

Hence, before starting the detailed treatment, we briefly introduce here our two case studies.

1. Data Dissemination of alert messages in inter–vehicular networks (CARNETs). This kind of

applications requires strong constraints on the packet delivery delay, so they are the suitable en-



20 Chapter 2. Efficient Data Dissemination in Wireless Networks

vironments to develop time–efficient data dissemination schemes. In this context, we focus on

the definition of a proper MAC protocol capable to optimize the channel contention and the re-

lay selection phase. To speed up the data dissemination we need to maximize the information

progress towards the destinations at each retransmission. To achieve this aim, the selection of the

retransmitting nodes plays an important role and it is the focus of our analysis.

2. Data Dissemination in pervasive systems. Pervasive systems as wireless sensor networks are

usually characterized by energy limited devices, thus they represent a good scenario to define and

to study energy-efficient data dissemination schemes. As mentioned before, some kind of data

processing can be useful to reduce the amount of data to be spread over the network (or they

can make the dissemination more efficient). For this reason, we add to the classical protocols

some intelligence. The natural choice is the use of the network coding paradigm which is a

recent data processing approach applied in order to increase the network throughput. We develop

different approaches to apply network coding to the data dissemination problem mainly focusing

on practical aspects.

We want to underline that these two reference applications represent for us only two good scenarios

to make more concrete our proposals. The algorithms we define can be applied in different contexts

and for different purposes but we believe that having in mind some interesting applications simplifies

the understanding of the crucial steps of our analysis. Finally, we observe that practical considerations

and aspects may contribute to increase the interest on the academical research activities for the industry

and pave the way for actual implementations of our ideas.

The rest of the thesis is organize in two parts. In Part I, we focus on the inter–vehicular network sce-

nario by giving all the details of our proposal. In Part II, we consider the data dissemination schemes

based on network coding by discussing several approaches that apply this novel paradigm to dissemi-

nate data.

Finally, we conclude our dissertation by summarizing and discussing the obtained results and also

giving some hints for future researches on these topics.
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Efficient Data Dissemination in

Inter-vehicular Networks
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3
Dissemination of Alert Messages in Inter-vehicular Networks

Imagination is more important than knowledge...

(Albert Einstein)

One interesting research trend of recent years regards inter–vehicle communication systems (IVS),

also known as Car Networks (CARNETs). These systems are intended for a broad range of applica-

tions, including primary services such as emergency notification in cases of accidents, but also more

advanced applications as cooperative driving assistance, car–to–car audio/video communications, no-

madic Internet access, and so on.

Thus, IVC represents a challenging scenario for ad hoc based communications. On the one hand, the

presence of car batteries looses the constraints for energy–aware communications which characterize,

for instance, wireless sensor networks. On the other hand, services related to the car–mobility require

new design paradigms at most layers of the OSI model. Hence, the peculiarities of the IVC scenario

ought to be exploited in order to gain advantages in the design of physical, MAC and routing layer

solutions. In particular, such peculiarities include the availability of timing and localization information

provided by the Global Positioning System (GPS).

Recently, some European/International projects have started research activities on this topic. Car 2

Car Communication Consortium [27] and SafeSpot Integrated Project [28] are only two of the most in-

teresting ones. They are dedicated to the objective of further increasing road traffic safety and efficiency

by means of inter-vehicle communications. In [29] an analysis of the current trends in inter-vehicular

networks is drawn.

At the physical layer, the main trends are on using the UTRA–TDD and the IEEE 802.11 standards,

though the latter one is getting more and more attention. The research effort has been mainly addressed

to the medium access mechanisms, routing protocols, network management strategies and applications

provisioning. In [30] an extensive survey of the most interesting MAC and physical layers suitable for

inter-vehicular networks is presented. Particular attention is devoted to the IEEE 802.11 family.

However, little attention has been devoted to the design and analysis of efficient and reliable broad-

cast propagation mechanisms, which are of primary importance in the IVC scenario. Indeed, the im-

pressive social and economical cost of road accidents makes the research of proactive safety services

an important task. Thus a fundamental application in this category is the fast and reliable propagation

23
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of warning messages to upcoming vehicles in case of hazardous driving situations, such as danger-

ous road surface conditions, accidents events, unexpected fog banks, and so on [31]. This type of

applications requires the definition of suitable data dissemination mechanisms, capable of delivering

(alert) messages to the highest number of upstream vehicles in the shortest time possible. In order to

meet these requirements, the design of broadcast protocols should exploit the peculiar features that

differentiate CARNETs from classical wireless ad hoc networks.

In this scenario, we propose and analyze a position–based broadcast algorithm, namedSmart Broad-

cast(SB), which permits fast and reliable message propagation in a inter-vehicular scenario. We con-

sider a CARNET that relies upon MAC and physical layers derived by the IEEE 802.11 specifications.

Furthermore, we assume that nodes are capable of determining their own position, by means of a suit-

able localization system. As observed in Chapter 2, many problems arise when packets have to be

spread over wireless ad hoc networks. Our aim is to find a distributed, efficient and effective data dis-

semination mechanism which is able to perform closely to the MCDS ideal scheme. Note that, in this

case, efficiency of the data dissemination algorithms has to be intended in terms of latency. The goal,

indeed, is to find a way to reduce as much as possible the time required to deliver the alert messages

to all the possible interested users. For these reasons, the core of the Smart Broadcast protocol is the

contention–resolution phase that determines the next relay node1 at each hop.

The effectiveness of SB approach will be proved by theoretical analysis and simulations. We also

compare the SB performance with other existing position-based data dissemination schemes.

The rest of the Part is organized as follows. In Chapter 4 we overview the related work by briefly

describing the data dissemination protocols we consider as comparison. In Chapter 5 we describe the

Smart Broadcast Protocolin detail by providing the theoretical analysis of the protocol performance

and by deriving the equations for the optimal parameters setting. We also validate the theoretical

analysis by means of simulations and compare the SB performance with the other position–based

algorithms.

1A relay node is a node entrusted to rebroadcast the message.
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If knowledge can create problems,

it is not through ignorance that we can solve them.

(Isaac Asimov)

Some of the existing data dissemination protocols have been summarized in Chapter 2. Here, we

focus on two specific position-based schemes, namelyUrban Multi–hop Broadcast(UMB) and the

Geographic Random Forwarding(GeRaF) which are particulary suitable for inter-vehicular scenarios.

Note that we are mainly considering the position-based schemes. The reasons for that are manifold.

First, we assume that, in our scenario, devices are equipped with a localization tool, that is reasonable

in CARNETs. Thus, using position-based protocols is an immediate consequence. Second, these kind

of strategies are more suitable to be implemented in a distributed way thus favoring the scalability.

Third, some information about the nodes’ position makes possible to optimize the data dissemination

scheme in terms of propagation speed.

4.1 Urban Multi–hop Broadcast Protocol (UMBP)

TheUrban Multi–hop Broadcast Protocol(UMBP) [32] protocol is explicitly designed for broad-

cast propagation in vehicular networks.

It is based on the IEEE 802.11 Distributed Coordination Function [7]. Accordingly, the transmission

of any packet is preceded by the exchanging of two control packets between the transmitter and the

receiver (usually referred to as RTS, i.e.,Request–To–Sendand CTS, i.e.Clear–To–Send, respectively).

They are useful to prevent collisions. The core of the algorithm is the contention scheme used to select

the next relay node and it can be summarized as follows.

i) The coverage area of a node is equally partitioned in a given number of sectors,Nmax. The relay

node is selected in the furthest non–empty sector, so that the message progress is maximized.

ii) The node that holds the broadcast message (source) transmits a MAC–broadcast1 control packet,

calledRequest–to–Broadcast(RTB) that is very similar to the RTS, which contains the geograph-

ical position of the source and the sector size.
1We use the termMAC–broadcastto denote one–hop broadcast transmissions. MAC–broadcast packets are never retransmitted by the receiving nodes.

25
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iii) Upon receiving the RTB packet, nodes compute their distance from the source,d̂. Then, nodes

transmit a channel jamming signal, calledblack burst, that covers a number of time–slot equal

to their distance from the source (in number of sectors): the further the distance, the longer the

black burst. The expression to compute the blackburst time for the first transmission attempt is

given by:

L1 = b d̂

R
NmaxcTimeslot (4.1)

whered̂ is the distance between the transmitter and the receiver node,R is the coverage range of

the transmitter,Nmax is the number of sectors andTimeslot is the duration of a slot.

iv) Once a node has exhausted its black–burst transmission, it checks the channel status. If there are

still ongoing transmissions, the node exits the contention phase. Conversely, if the channel is

sensed idle, the node returns aClear–to–Broadcast(CTB) control packet, containing its identifier

(ID), to the source. Notice that all and only the nodes in the furthest non–empty sector will

(simultaneously) transmit a CTB packet.

v) If the source receives a single CTB packet, then it forwards the message to the node that has origi-

nated the CTB, which becomes the next relay (see Fig. 4.1a).

vi) If there are multiple nodes in the furthest area, the CTB packets will collide at the source node so

that a collision resolution phase has to start (see Fig. 4.1b). It consists on the same mechanism

iterated only among the colliding nodes, over a finer space scale.

RTB CTB

black_burst

SIFS CTB_Time

RTB CTB

black_burst

SIFS CTB_Time

a)

DATA ACK

SIFS

b)

SIFS

RTB CTB

black_burst

SIFS CTB_Time

RTB CTB

black_burst

SIFS CTB_Time

a)

DATA ACK

SIFS

b)

SIFS

Figure 4.1 Contention Phase of the Urban Multi–hop Broadcast Protocol in case of a) the CTB frame is not successfully

received at the first transmission, b) otherwise.
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vii) After a given number of iterations without a winner, the surviving nodes enter a random contention

phase at the end of which a single node is elected as relay.

It is worth noticing that, according to the contention–resolution scheme, the potential relay nodes

wait the longest time before retransmitting. This mechanism may lead to long latency, especially for

high node densities thus it is not particulary suitable to deliver alert messages which need very low

propagation delays.

4.2 Geographic Random Forwarding (GeRaF)

Geographic Random Forwarding(GeRaF) is a position–based routing protocol which presents

several analogies with UMBP. Although GeRaF was developed for routing in wireless sensor net-

works [33, 34], it can be easily adapted to the scenario here considered. Similarly to UMBP, GeRaF

attempts to maximize the progress of the message along the propagation line. To this end, the coverage

area is equally divided in adjacent sectors, or advancement regions. Note that, the authors of [33]

originally consider as advancements all the positions in the transmitter coverage area which are closer

to the destination. In our case, we are interested in disseminate data to several users which are located

in the same direction (the upcoming vehicles). Thus, we can identify as the advancement region the

half of the coverage area in the direction of the message propagation.

The core of the GeRaF scheme is, as in the previous cases, the contention–resolution procedure for

the election of the message relay. It involves the exchange of different control messages which can be

summarized as follows (see Fig. 4.2).

i) The source node polls the sectors in succession, starting from the farthest one. To this end, it trans-

mitsRequest–to–Send(RTS) messages containing its geographical coordinates and the region the

message is intended for. The first and the last RTS are intended for the nodes in the furthest

First
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ACK

Multiple 
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…silence…
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CTS
DATA ACK

ii)

Second
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Figure 4.2 Contention Phase of the GeRaF.
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and nearest sectors, respectively. After any RTS transmission, the current source node waits a

fixed time for some packets from its neighbors in the polled sectors. If none replies, it sends the

following RTS.

ii) Upon receiving the RTS message, all the nodes in the polled region reply by transmitting aClear–

to–Send(CTS) packet. If a single node returns the CTS packet, then it becomes the next relay

and the source node starts to send the data.

iii) If there are more nodes in the polled region, a collision occurs. In this case, the source issues a

COLLISIONmessage to start up a collision–resolution scheme at the eligible nodes. Nodes will

reply to subsequent solicitations using a probabilistic bisection rule, that is, sending back control

messages with a fixed probability of0.5, until a node is finally elected next relay.

As UMB, also GeRaF attempts to maximize the per–hop message progress, to the expense of the

forwarding delay. Indeed, the relay selection could last a long period due to differen reasons. First, it

can involve the exchange of a lot of control messages. This, using a IEEE 802.11 like protocol with

random backoff can lead to a lot of wasting time. Second, the collision resolution phase may require a

lot of attempts before a node wins the contention.

What we want to investigate is the trade off between maximizing the advancement progress and

minimizing the time required to elect the next relay. We believe that a good set up of this trade off

could lead to an algorithm with better performance in terms of delay. We go along this direction in the

next Chapter.
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Smart Broadcast Protocol

Speed is a great asset;

but it’s greater when it’s combined with quickness

- and there’s a big difference.

(Ty Cobb)

In this Chapter we develop and analyze a data dissemination scheme for alert messages propagation

in CARNETs. We have shown that, existing scheme try to maximize, at each hop, the progress towards

the message propagation direction. This is done by reducing as much as possible the number of hops to

relay the message to all the interested destinations. Nevertheless, the existing solutions design complex

procedures to elect the next relay nodes which could lead to a long transmission delay. Our aim is to

exploit the trade off between advancement and delay in order to develop a more performing scheme in

terms of delay. This is due to the fact that we are interested in application where the delay constraints

are usually very strong.

We first describe our reference scenario, then we give the detail of our protocol and, finally, we

conclude with the results.

5.1 Reference Scenario

As we are interested in propagating alert messages in a CARNET, the more suitable application

scenario is represented by a long highway where alert messages regarding accidents and dangerous

situations have to be fast disseminated to the upcoming vehicles.

For these reasons, as reference network topology we focus on an ad–hoc network that develops

along a strip–shaped area as reported in Fig. 5.1a.

We suppose that each vehicle is equipped with a GPS–like device so that each node knows its

geographical position (with some approximation).

A node, namedsource, generates a broadcast message that has to be propagated along the strip in a

specific direction. Each broadcast message contains a header field that includes the spatial coordinates

of the transmitting node and the message–propagation direction which can be different according to

the type of the alert message. To better catch the behavior of data dissemination scheme, we consider

29
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Figure 5.1 Reference Scenario.

no background traffic, so that only broadcast messages are propagated over the network.

We assume a unitary–circle reception model, so that a transmission is correctly received by all the

nodes within a distanceR from the source. However, we take this assumption only for the sake of

simplicity, but the protocol works properly also when it is not satisfied. The road section is much

smaller than the transmission rangeR of a node, so each transmission approximately covers a rectan-

gular portion of the road, with sizeR. We set such a portion as the reference area unit (AU), as shown

in Fig. 5.1b.

As our scheme will be based on similar rationale as the UMBP and GeRaf, we divided the portion of

the coverage area in the direction of the message propagation inNS sectors. Each of them has almost

a rectangular shape and covers an areaA = 1/NS (assumingAU = 1). Nodes are distributed on the

strip according to a (bi–dimensional) Poisson process of intensityλ [nodes per unit of area], so that the

number of nodes within the generic sectorSj will be a Poisson random variable of parameterλj = λA.

Finally, we assume that nodes do not move significantly during the time taken by the contention

procedure to be completed. Since the one–hop delivery time is of the order of milliseconds (as we will

see in the next Sections) and the speed gap between vehicles proceeding in the same direction rarely

exceeds200 km/h, the variation of the distance in a hop time is negligible.
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Figure 5.2 Main phases of the Smart Broadcast Protocol.

5.2 The Smart Broadcast Protocol Description

TheSmart Broadcast Protocol(SB) has been designed to adhere as much as possible to the IEEE 802.11

specifications, so that its implementation in existing WiFi devices would require only marginal modi-

fications of the existing firmware. We choose, as simulation environment, the IEEE 802.11b standard,

but SB protocol can as well be implemented in an IEEE 802.11g/e/p PHY layer.

Similarly to UMBP and GeRaF, SB still leverages on the assumption that the coverage area can

be partitioned in adjacent sectors and that nodes are capable of estimating their own position and,

therefore, the sector they belong to. Hence, a contention–resolution procedure is performed to elect the

relay node. Conversely to the other schemes, though, the SB does not necessarily select the relay in the

region that provides largest progress, should this cost excessively in terms of time. The minimization

of thetimeto perform a hop is, indeed, the main target of the Smart Broadcast (SB) protocol.

The details of the SB forwarding procedure are given in the following. To better understand the

mechanisms, Fig. 5.2 reports the main phases of the relay–election procedure.

i) The source node transmits aRequest–to–Broadcast(RTB) control message. The RTB is a MAC–

broadcast packet that contains the geographical position of the current source node and other con-

trol information, such as the sector width, the message propagation direction and the contention

window sizecw.

ii) Upon receiving a RTB, nodes determine the sector they belong to by comparing their coordinates
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with those of the source. Only nodes that follow the RTB source along the message propagation

direction can participate to the relay election. Hence, such nodes pick a random backoff time in

the contention window associated to the sector they belong to.

Let us name theNS sectors fromS1 to SNS
, starting from the sector at the edge of the coverage

range and moving towards the source node. Each sectorSj is associated to a contention window

Wj of sizecw (refer to Fig. 5.3), defined as follows:

Wj = {(j − 1)cw, (j − 1)cw + 1, . . . , jcw − 1},∀1 ≤ j ≤ Ns;

Therefore, nodes in the outermost sectorS1 will pick a random backoff value in the setW1 =

{0, 1, . . . , cw−1}, nodes inS2 will select their backoff in the setW2 = {cw, cw+1, . . . , 2cw−1}
and so on. Notice that such contention windows provide a non–overlapping coverture of the set

W = {0, 1, . . . , cw ·NS − 1}. Moreover, they guarantee that nodes in the further regions always

transmit before the others.

iii) According to the CSMA/CA policy of IEEE 802.11, the backoff counters are decremented by1 at

each idle slot, while countdown is frozen when the medium is busy. The countdown process is,

hence, resumed after the channel has been idle for aDistributed Inter Frame Spacing(DIFS).

iv) Whenever a node countdowns to zero, it sends aClear–to–Broadcast(CTB) packet with its ID

and coordinates. Nodes that receive a valid CTB packet, determine whether the CTB source

lies farther along the message propagation direction and, in this case, they exit the contention

phase. We assume that CTB packets do not require acknowledgement. This means that, in case

of collision, the transmitting nodes do not longer participate to the contention (unless a new RTB

packet is received in a later time). Nodes that overhear a collided transmission, on the contrary,

remain in the contention phase and resume the backoff countdown as soon as the channel remains

clear for aDistributed Inter Frame Spacing(DIFS).

v) The contention phase is concluded when the source receives a valid CTB packet. Then, the source

node broadcasts the message to nodes in its coverage area specifying within the MAC header the

next relay, which is the node that has originated the successful CTB. The transmission occurs

after aShort Inter Frame Spacing (SIFS), in order to gain priority over the still contending nodes.

Notice that, according to this strategy, the broadcast propagation can exhaust itself if no successful

transmissions occur in any of theNS sectors. To increase the robustness of the protocol, we assume

that, after sending the RTB, the source node sets its own backoff counter tomax{WNS
} = cw(NS−1).

If such a backoff is cleared before a valid CTB is received, the procedure is repeated anew after an extra

time delay∆. This cunning makes the algorithm robust in case of node mobility and channel errors.
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5.3 Theoretical Analysis

In this Section we derive the analytical expressions of the average one–hop latency and message

progress. Moreover, we will derive average one–hop progress and the message propagation speed.

The following proofs are referred to the network topology represented in Fig. 5.4.

5.3.1 One–hop Latency

First of all we consider the One–hop latency.

Theone–hop latency, τ , is defined as the mean time required before the

broadcast message is successfully forwarded to the next relay node.

Note that this includes the time spent both to elect the relay node and to transmit the message.

Upon receiving a RTB packet, the nodes enter the contention phase and pick a random backoff

value in their contention windows,Wj, J = 1, 2, . . . , NS. As noticed, the contention windows form a

partition of the setW = {0, 1, . . . , NScw − 1}. Let us denote byqh the number of nodes that select

the same backoff valueh, with h ∈ W. Since contending nodes are mutually in range, the countdown

process occurs synchronously. Therefore, at theh–th countdown step, one of the following events

occurs.

I: qh = 0 : No nodes transmit and the channel remainsIdle for an entire slot.

C: qh > 1 : Multiple nodes transmit simultaneously, thus incurring into aCollision.
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B : qh = 1 : A single node transmits the CTB packet, thus winning the contention and becoming

the next relay. After a SIFS, the node will receive thebroadcast messageto be relayed and the

procedure will be concluded.

Under the assumptions reported in Section 5.1 (Poisson nodes distribution and independent back-

off selection),{qh}h∈W are independent and identically distributed random variables, with a Poisson

distribution of parameter̃λ = λA/cw = λ/(cwNS). Therefore, the eventsI, C andB occur with

probabilities

PI = e−λ̃ ;

PC = 1− e−λ̃
(
λ̃ + 1

)
; (5.1)

PB = λ̃e−λ̃ ;

respectively. The number of unsuccessful events before the completion of the procedure is, hence, a

geometrically distributed random variable, with average valuenU given by:

nU =
1− PB

PB

. (5.2)

Now, the eventI takes a timeTI , equal to a single time–slot. A collision eventC takes a timeTC ,

given by the transmission time of a CTB packets, followed by a DIFS. Therefore, the average duration

TU of an unsuccessful countdown step is given by

TU = TI
PI

1− PB

+ TC
PC

1− PB

. (5.3)

Finally, the eventB, which concludes the contention phase, takes a timeTB that accounts for the CTB

reception time, the SIFS and the message transmission time. The average re–broadcast timeτ can,
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hence, be expressed as:

τ = T0 + TB + nUTU + T∆ ; (5.4)

whereT0 is thecontention starting time, equal to the RTB transmission time plus a DIFS. The termT∆

accounts for the extra time spent to restart the procedure, whenever no nodes in the coverage area win

the contention. Under the simplifying assumption that successive iterations of the contention procedure

are statistically independent, we easily get

T∆ =

⌊
nU

cwNS

⌋
(T0 + ∆) ;

wherebxc denotes the integer part ofx. Notice that, in typical operating condition, the contention

procedure is successfully completed within a maximum contention window, so thatT∆ can be generally

neglected.

Replacing Eq. (5.2) into Eq. (5.4) (and neglectingT∆) we finally get

τ ' T0 + TB + TI
PI + KPC

PB

; (5.5)

where the factorK is defined asK = TC/TI .

5.3.2 One–hop Message Progress

Let us now focus on the one–hop message progress.

Theone–hop message progress, δ, is defined as the additional distance

covered by the message in a re–broadcast phase, on average. The mes-

sage progress is equal to the average distance between the next relay

and the source node.

Let us recall that sectors are numbered from1 to NS, starting from the furthest to the source node.

Furthermore, let us assume that the next relay belongs to the sectorJ . Under this condition, the average

message progress is given by

δ(J) = (NS − J)A + A/2 ; (5.6)

where we recall thatA = 1/NS is the size of each sector. Notice that, the sectorJ contributes to

the message progress only for half of its spatial extension. The reason is that nodes are randomly

distributed within the sector, so that the relay node, on average, will be positioned in the middle of the

sector.

Now, it remains to determine the statistic ofJ . From the message–progress perspective, each repe-

tition of the contention phase represents a renewal epoch. Hence, we can focus on the contention phase

where the relay is elected. The probability that the next relay node belongs to the sectorJ = r is equal
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to the probability that the successful eventB occurs at the backoff slots ∈ Wr, given thatB occurs

within thecwNS steps. In formula, we have

PJ(r) = P [s ∈ Wr|s ∈ W ] , r = 1, 2, . . . , NS . (5.7)

Denoting byPs(h) the conditioned probability thats = h, given thats ∈ W, we have

Ps(h) =





(1− PB)hPB

1− (1− PB)cwNS
h = 0, 1, . . . , cwNS − 1 ;

0, otherwise.
(5.8)

Putting Eq. (5.8) in Eq. (5.7), we easily get

PJ(r) =
wr+cw−1∑

h=wr

Ps(h) =
(1− PB)wr(1− (1− PB)cw)

1− (1− PB)cwNS
. (5.9)

Hence, from Eq. (5.9) we get the average value ofJ :

mJ =

NS∑
r=1

rPJ(r) =
1

1− (1− PB)cw
− NS(1− PB)cwNS

1− (1− PB)cwNS
. (5.10)

Finally, taking the expectation of both sides of Eq. (5.6), we get the final expression of the average

per–hop progress:

δ = (NS −mJ)A + A/2 . (5.11)

5.3.3 Message Propagation Speed

We focus now on the last performance metric.

The message propagation speed, v, is defined as the number of area

units covered by the message in a second.

In general, the process that describes the propagation of the message along a direction is corre-

lated [9]. For the sake of simplicity, though, we neglect such a correlation and defines the average

message propagation speed,v, as the ratio between the one–hop message progressδ, measured in Area

Units [AU ], and the average one–hop latencyτ , measured in seconds:

v =
δ

τ
, [AU/s] . (5.12)

5.4 Optimal Parameters Setting

The analytical results give us a powerful tool to maximize the performance of SB. Starting from the

analytical expression ofτ we can determine the setting of the protocol parameters that minimizes the

message propagation latency.
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The one–hop latencyτ is a function of the parameter̃λ = λ/(cwNS), through the probabilitiesPI ,

PB andPC . The factorλ is given by the nodes density in the coverage area and, hence, it depends

on the considered scenario. Therefore, the two protocol parameters that can be set areNS andcw.

In order to speed up the propagation of the message, we setNS to the largest value possible, which

is determined by the precision of the node–position estimation and by the maximal coverage area.1

Hence, the only remaining parameter to optimize is the contention window sizecw.

In the following, we derive the value ofcw that minimizes the average re–broadcast latencyτ given

in Eq. (5.5). This is equivalent to minimize the cost functionC(λ̃) = TI(PI + KPC)/PB. Replacing

PC with = 1− PI − PB we have

C(λ̃) = −TIK + TI
K − (K − 1)PI

PB

. (5.13)

Setting to zero the derivative ofC(λ̃) in λ̃ we get, after some algebra, the following transcendent

equation

λ̃ = 1− K − 1

K
e−λ̃ . (5.14)

Eq. (5.14) admits a single solutioñλopt in the interval(1/K, 1), which can be easily found with standard

numerical methods. The optimalcw value is, hence, obtained as

cwopt = round

(
λ

NSλ̃opt

)
; (5.15)

where round(x) denotes the rounding function.2

5.5 Validation of the Theoretical Analysis

In this Section, we compare the mathematical results obtained in the previous Sections with simu-

lation outcomes, in order to validate our theoretical analysis.

Fig. 5.5 shows the one–hop latency versusλ, for different values ofcw. Lines refer to the theoretical

results given by Eq. (5.5), while marks refer to the simulation outcomes. Such values are given by the

ratio between the time spent to propagate the message over a given distance and the number of hops

performed. In this way, we consider the correlation in the message propagation process that, on the

contrary, is not included in the theoretical model. Nevertheless, the good matching of analytical and

simulation results confirms the validity of the model.
1The tradeoff in the choice ofNS is between the probability that a sector is empty and the speed of the broadcast propagation. In the rest of the

Chapter we assumeNS = 10.
2To avoid pathological cases, it is wiser to setcwopt as the maximum between Eq. (5.15) and2.
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Fig. 5.5 also proves the validity of the optimization proposed in Section 5.4. The dashed bold

curve that interpolates the minimum values of the other curves in the figure, indeed, has been obtained

by Eq. (5.5), taking thecwopt for eachλ. We can see that, by using the optimal contention window

value, we always get the lowest delay over all the possiblecw values. This curve also reveals another

important result: the per–hop latency obtained by usingcwopt is approximately constant at varying of

the node densityλ.

Fig. 5.6 shows the average one–hop progressδ versus the node densityλ. Curves have been obtained

by assumingcwopt for eachλ. The continuous curve refers to the theoretical results, given by Eq. (5.11),

while the dashed line interpolates the simulation outcomes and reports the experimentalδ given by the

ratio between a reference distance (measured in area units) and the mean number of hops needed to

reach this reference distances. The figure reveals that Eq. (5.11) captures rather closely the actual

performance of the protocol. Moreover, we can observe that the higher the node density, the closer the

per–hop progress to the maximum possible.

Finally, Fig. 5.7 represents the propagation speed,v, versus the nodes densityλ. Once again, curves

have been obtained by considering the optimalcw setting for eachλ. The theoretical curve (continuous

line) is given by Eq. (5.12). The simulation values, instead, are obtained as the ratio of the distance

covered by the broadcast message in a timeT overT . Once more, the matching of the two curves is
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rather good, thus confirming the validity of the theoretical model.

5.6 Performance Metrics, Simulations and Results

In the previous Section we had a preliminary view of the SB performance. In particular we studied

its behavior at the varying ofλ to prove the validity of the theoretical analysis. In this Section, in-

stead, we focus on more practical aspects by comparing the performance of SB with the other existing

schemes introduced in Chapter 2 and 4.

We focus particularly on the following performance metrics, which are the ones already defined in

the previous Sections, plus three additional ones more meaningful from a practical point of view.

R: Reliability, defined as the ratio between the number of nodes reached by the broadcast message

and the total number of nodes in the observed area (R = NR/NT ).

U : Redundancy Factor(U = NTx/NT ), defined as the ratio between the number of retransmitting

nodes (NTx) and the total number of nodes (NT ).

T : Average Broadcast Time Delay, defined as the time needed to reach all the nodes in observed area.

v: One–hop message propagation speed, defined as the average distance covered in one hop divided

by the average time required to complete one transmission.

δ: One–hop message progress, defined as the average distance covered by each hop.

These indexes are selected to point out the proposed protocol improvement regarding the broadcast

storm problem.

All the considered algorithms are implemented in the same simulator and run over the same sce-

nario. To this aim we developed a network simulator, by using the OPNET commercial platform where

the different solutions have been implemented upon an IEEE 802.11b MAC and physical layer.

Under these assumptions, we first compare SB with the flooding and the MCDS3–based protocols

which represent the worst and best case, respectively.

Fig. 5.8, 5.9, 5.10 show the obtained results in terms of reliability (R), redundancy factor (U ) and

average broadcast time delay (T ), respectively. We can see thatSmart Broadcastperforms much better

than flooding algorithm and rather closely to the MCDS–based scheme.

Fig. 5.8 shows that the SB protocol achieves satisfactory performance in terms of reliability. In par-

ticular, it performs very closely to the MCDS–based scheme which guarantees always a full reliable

system. In addition we observe that the SB reliability is almost constant as the node density increases.
3Minimum Connected Dominating Set
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Note that the cases of high node densities are particulary challenging as they generate a lot of traffic,

congestion and contention during the relay election phase. Thus, we expected decreasing performance

of Smart Broadcast. Instead, the optimal setting of the parameters has beneficial effects and it guaran-

tees the reliability of the system. On the contrary, the reliability level achieved by the simple flooding

scheme suffers when the node density increases.

The redundancy factor curve reveals that SB can be useful to decrease the number of retransmitting

nodes thus reducing the channel occupation and redundancy, as highlighted in Fig. 5.9. Note that the

MCDS–based protocol introduces the lowest redundancy.

The broadcast time delay, represented in Fig. 5.10 gives us a measure of the promptness of the

proposed protocol. In the broadcast applications for road–safety, the increasing of message propagation

speed over the network is a primary aim of an efficient broadcast protocol design. Using the proposed

protocol we show that is possible to reach all nodes in a wide area in a very short time (about250 ms).

These preliminary simulations results show that SB is a promising scheme to time–efficiently dis-

seminate data as its performance are very close to the performance achieved by the MCDS–based

protocol. The next step of our analysis is comparing the SB behavior with more interesting solutions

such as the UMBP and the GeRaF.

The protocol parameters of UMBP and GeRaF algorithms have been set as suggested in [32]
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and [33], respectively. In particular, the number of sectorNS has been fixed to10, as suggested in [32].

For the sake of fairness, we assume that all the schemes have equal transmission rate and coverage

range and that the control packets are of the same size.

Fig. 5.11 shows the average propagation speed,v, for each scheme. In order to evaluate the depen-

dency of the SB performance on the setting of the contention window parameter, we considered two

set of results. The first, represented with a continuous line, has been obtained by fixingcw = 6, while

the other, plotted with a dashed line, has been obtained by adopting thecwopt for eachλ.

From the Figure we can observe that the propagation speed achieved by SB is almost constant at

varying of the node density. On the contrary, the propagation speed obtained by UMBP and GeRaF

decreases with the increasing of the node density. The reason is that, in UMBP and GeRaF, higher

nodes densities determine a greater number of collisions during the contention phase and, consequently,

an increasing of the wasted time.

So far as SB is concerned, we can also observe that settingcw = 6 leads to a marginal loss of

performance with respect to the optimal case, thus proving that the SB scheme is robust to the variation

of the scenario, provided thatcw is set to optimal.

Fig. 5.12 shows the average one–hop progress,δ, versus the node densityλ, obtained by the different

schemes forwarding a message over a reference distance. As we can see, the SB may lead to a slightly

lower advancement than the other schemes. This is due to the fact that SB balances both the message
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progress and the latency, so that it might prefer a slightly longer but faster path over a shorter but slower

one.

This last observation is particularly important as it states that to achieve the best time delay perfor-

mance we do not need to maximize the message advancements. Indeed, the reduction of the wasting of

time during the relay election phase has a stronger impact in the delay performance. The SB, compared

to the UMBP and GeRaF, guarantees a faster procedure thus resulting in a winning strategy.

5.7 Robustness Analysis of Smart Broadcast Protocol

The optimization phase of SB, described in Section 5.4, determines the optimal value of the con-

tention window size on the basis of the node density,λ. The main assumption, there, is that nodes

are placed according to a Poisson process where the average node density isλ. However, asλ is

constant, we are assuming that along the whole network nodes are distributed according to the same

process. This fact could not be representative of the most common situations. We know that, in mobile

scenarios, the node density could change sensitively from one area to another and also the statistical

distribution of nodes can vary according to some mobility patterns. Thus, we need to investigate the

performance of SB also when the node distribution is not a Poisson process and when the average node

density can vary from one area to another.
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In this Section, then, we study the robustness of SB to the variation of the node densityλ (both

in its average value and distribution). In particular, we introduce a formula to compute the optimal

contention window size for general cases.

5.7.1 Validity Interval

To better understand our reasoning, we report here Eq. (5.1) and Eq. (5.13) found in Section 5.3 as

function of two variables:

PI(λ, cw) = e−
λ

cw ,

PB(λ, cw) =
λ

cw
e−

λ
cw ,

PC(λ, cw) = 1− e−
λ

cw

(
1 +

λ

cw

)
,

C(λ, cw) =
K − (K − 1)PI

PB

.

(5.16)

Note that assuming forλ a fixed value we obtain the same equations and cost function reported in

Section 5.3. Fig. 5.5, as noticed before, reports the one–hop latency as function ofλ for differentcw

and forcwopt.

On the contrary, we want now to investigate how to optimize the value ofcw for different distribu-

tions and for a wide range of average values ofλ.

As a first step, we calculate the interval ofλ that leads to the same value ofcwopt.

Let λ0 be a particular value ofλ which leads to a specificcwopt0. Then, definingµ = λ0

cwopt0
we can

rewrite the last equation of Eq. (5.16) as:

µ = 1− K − 1

K
e−µ, (5.17)

which is an implicit function ofµ (dependant byK).

On this basis we can write, in general,

λ0 = µ(K)cwopt0 . (5.18)

This relation is linear inµ if, for instance,K is constant as it happens in our scenario.

If we assumecwopt0 ∈ N, using the following relation

⌈
λ0

µ

⌉
= c̃wopt0 (5.19)
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we obtain:

(c̃wopt0 − 1)µ < λ < c̃wopt0µ. (5.20)

Note thatc̃wopt0 is only an approximation of the valuecwopt0 because we assume it is an integer.

However, it represents a good value to estimate the validity interval ofλ.

If we use the parameter of the scenario defined in Section 5.1, we obtain an interval with a range of

at maximum6.50[Nodes per area unit]. It is a good value but, in general, in wide and mobile networks

it could be too restrictive. In addition it is referred to topologies where nodes are placed according to a

Poisson distribution.

Thus, to increase the robustness of our scheme, we introduce a new optimization strategy which is

able to guarantee satisfactory performance for a wider range of node density and for different distribu-

tions.

5.7.2 Optimal Contention Windows Size on Average

In this Section we calculate a value forcw which is optimal for a wide range ofλ. We observe that,

given acwopt0, if we consider̃λ 6= λ0, the value taken by the cost function measured forλ̃ is higher

than the value measured forλ0. As an example, we report in Fig. 5.13 the cost function versusµ for

K = 15.2 which is the value related to our scenario.

For this reason, we try to calculate a value forcw which gives the same value for the cost function

even whenλ varies. This means that, varyingλ, the derivative of the cost function has to be equal to

zero.

Let λ be a generic random variable. The last equation of Eq. (5.16) becomes a random process with

cw ∈ R which can be written as follows:

C(λ, cw) =
cw

λ
[Ke−

λ
cw − (K − 1)]. (5.21)

This random process is derivable if and only if all its realization are derivable. This is true ifλ ∈ R.

Then we compute the derivative ofC(λ, cw) and we force it to be zero on average.

E

[
dC(λ, cw)

dcw

]
= 0. (5.22)

From Eq. (5.22), after some algebra, we obtain the expression to calculate the value ofcw whenλ

is a random variable with probability distributionfλ. It is written as:

1

cw

∫∞
0

e
a

cw fλ(a)da
∫∞

0
e

a
cw 8

a
fλ(a)da

= 1− K − 1

K

∫∞
0

1
a
fλ(a)da

∫∞
0

e
a

cw

a
fλ(a)da

(5.23)
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where
∫∞
0

e
a

cw

a
fλ(a)da > 0.

Note that, forfλ = δ(a−λ0) we obtain the same expression of Eq. (5.15) . In other words, Eq. (5.23)

gives, forλ = λ0, the same value ofcwopt found in Section 5.3. We refer to the optimal values ofcw

given by Eq. (5.23) ascwfλ
.

5.7.3 Performance Evaluation

We evaluate the performance of our approach by considering different node density distributions:

uniform, gaussian and exponential. Note that we are focusing on the proper truncate versions of these

distributions around different average values because we need to represent node densities which can

not assume negative values. As an example we refer to Fig 5.14.

In Fig. 5.15 we report thecwfλ
for different distributions ofλ. On the x–axis we report the average

value ofλ whereas the standard deviation is20 nodes per AU for all the distributions. We compare

cwfλ
with the cwopt computed for a constantλ in Section 5.3. We observe that, in general,cwopt is

higher thancwfλ
and for some distributions the difference is more evident. As an example, when the

probability distribution is uniform or gaussian, thecwfλ
can be lower thancwopt of two slots. This

means that, when we considerλ as a random variable, the lower values ofλ have a higher weight in
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the computation of the optimal value ofcw.

In Fig. 5.16 we compare the performance of SB whenλ is constant and equal toλ0 and when it

is a random variable with average equal toλ0. More in detail, we disseminate broadcast messages

over a multi-hop network where, in the first case, the node density is constant whereas, in the other

case, it changes from one hop to another. In addition, in the first case we use the optimal values ofcw

(cwopt) while in the second case we adoptcwfλ
. As we can observe,cwfλ

guarantees almost optimal

SB performance also when the node density changes.
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Figure 5.14 Examples of considered probability distribution ofλ
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5.8 Discussion and Conclusions

In this Part, we have proposed and analyzed a novel position–aware protocol, named Smart Broad-

cast, for fast and reliable message propagation in CARNETs. It makes use of position information

provided by a GPS-like system to speed up the message propagation along the network, by allowing

furthest nodes to attempt transmission first.

The protocol performance has been theoretically evaluated in order to determine the optimal pa-

rameters setting at the varying of the scenario. Then, the algorithm has been tested through extensive

simulation campaign, proving it yields high reliability, high message propagation speed and reduced

redundancy, thus approaching the performance bounds of the MCDS-based solution.

Moreover, the comparison of the protocol with other well–known position based schemes, has re-

vealed good performance in different operating conditions.

However, the solution has also shown a not trivial dependency on the setting of some parameters,

such as the contention window value. On the basis of this observation, we also proposed an approach

to make the protocol more robust at the varying of the network conditions.

Finally, we observe that the proposed approach represents a promising strategy for efficient data

dissemination when the time constraints are particularly tight as it guarantees good performance and,

at the same time, it can be applied with minimal effort in realistic network configurations.
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6
Data Dissemination via Network Coding

A goal without a plan is just a wish.

(Antoine de Saint-Exupery)

In Part I we focused on the definition of data dissemination schemes which are efficient in terms

of delay. Such protocols are suitable in those situations where time constraints are particulary tight.

In different scenarios where delay-tolerant applications are implemented, different approaches can be

applied in order to reduce as much as possible the number of transmissions required to deliver some

amount of data, thus saving energy resources. This goals could be interesting in WSNs or in pervasive

systems where the reduction of the traffic plays an important role in guaranteeing better performance.

To achieve this aim we can adopt recent network paradigms which introduce in the network protocols

some kind of intelligence to further increase the efficiency in data transmissions.

In this Part we focus on efficient data dissemination via network coding in wireless pervasive net-

works. Data dissemination is one of the most important services in such networks: it can be used to

disseminate control data such as routing information, device status, performance metrics and so on.

But data broadcasting could also be useful when a lot of users want to share some kind of data in a

distributed way: downloading the same files, sharing knowledge about the network services and so on.

These concepts apply to the so called networks of things where users can interact with the networks to

find objects, gather information or drive actuators. In all these scenarios, similar information, usually

distributed over the whole network, has to be exchanged by the users. Some of these application sce-

narios are described and discussed in [2]. The heterogeneity of the devices together with the wireless

characteristics of the networks, make the definition of an efficient data dissemination scheme a chal-

lenging issue. The main aim here is to guarantee a limited usage of the network resources in order to

save energy or increase the throughput. This translates in defining a data dissemination scheme which

is able to deliver a lot of data at the minimum cost in terms of number of transmissions. We know that

the transmission phase is particularly expensive for wireless devices and, in addition, high traffic leads

to unsatisfactory performance due to the contention mechanisms used in wireless communications.

Thus, reducing the number of transmissions to deliver data to multiple users is a very important goal

in such networks.

A lot of studies, in literature, follow this direction by proposing different solutions. Recently, a

53
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technique known as in-network data aggregation has been developed for wireless sensor networks [35].

It consists of some data processing along the network in order to combine packets and reduce the

amount of information to be spread. However, since the data processing performed over the packets

is generally lossy, in-network data aggregation is useful when nodes are interested on some average

measures of the required information. For instance, it is particularly useful in wireless sensor networks

for environmental monitoring to gather some information about the average temperature in a specific

area and so on. This kind of approach, however, can not be applied for lossless data dissemination

services.

However, the approach used by in–network data aggregation suggests us that most of the researches

in energy efficient data dissemination goes in a specific direction: they aim to introduce some intel-

ligence at the network layer in order to carry more information by transmitting the same number of

packets, even coded in some way. An interesting issue is achieving this goal without loss of infor-

mation: thus, one promising approach isnetwork codingas it is one kind of lossless in-network data

aggregation suitable to disseminate data to multiple destinations. In the following Chapters we study

how to apply network coding paradigm in data dissemination in order to make the data delivery more

efficient in terms of energy and throughput. We study the impact of network coding on the existing

networking protocols, we develop novel data dissemination schemes based on network coding and fi-

nally we try to couple network coding with other important paradigms such as MIMO (Multiple Input

Multiple Output) techniques.

The rest of the Part is organized as follows. Chapter 7 gives some background about network

coding techniques. In Chapter 8, we study the impact of different MAC layers on several existing

network coding data dissemination schemes. In Chapter 9, we define and analyze a proactive network

coding algorithm which outperforms the existing strategies. In Chapter 10 we propose an alternative

approach to jointly exploit network coding and MIMO techniques in an integrated system.
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Network Coding Background

All truths are easy to understand once they are

discovered; the point is to discover them.

(Galileo Galilei)

The concept of network coding is firstly introduced in [36] by Ahlswede et al. and it can be formu-

lated in various ways at different levels of generality.

A simple definition is reported next:

Network coding is a particular in-network data processing technique

that exploits the characteristics of the wireless medium (in particular,

the broadcast communication channel) in order to increase the through-

put of the network.

In other words, it is a packet dissemination strategy which can be used to improve the throughput,

thus guaranteeing high performance. In contrast to the store and forward paradigm, network coding

implements a more complexstore, code, and forwardapproach where each node stores the incoming

packets in its own buffer, and, at transmission time, sends acombinationof the stored data. To suc-

cessfully decode, say,K packets, a node must collectK independent combinations. It can provide

the highest gains in multicast or broadcast networks. More specifically, network coding can typically

achieve higher transmission rates than separate unicast transmissions when information sources trans-

mit to multiple destinations or to all nodes in the network.

The basic mechanism of network coding is introduced in [36] through a simple example which we

report for reader’s ease: Consider theacyclicnetwork depicted in Fig. 7.1, with6 nodes and a single

sourceS. Time is subdivided in slots in a TDMA fashion and wireless links can carry a single flow at

a time, i.e., either flowb1 or b2 can be transmitted during a time slot over a specific link. The problem

to be solved is to send two bit flowsb1 andb2 to both destinationsY andZ by exploiting the network

at its maximum capacity. In other words, the flows are to be multicast to both destinations in the most

efficient way. As a first attempt to solve the problem, one might devise a simple transmission schedule

which consists of alternating two distinct transmission modes between even and odd slots as follows.

In even slots we may let linksTW , WX, XY , TY , XZ carry flowb1, and linksSU andUZ carry flow

b2. Hence, during even slots nodeY receives flowb1 only, whereas nodeZ receives both flows. This
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Figure 7.1 Network coding: a first simple example.

transmission schedule is depicted in Fig. 7.1(a). During odd slots, instead, the situation may be reverted

according to the transmission schedule in Fig. 7.1(b). In such a case, nodeY receives both flows and

nodeZ receives flowb2 only. Overall, this strategy leads to an average throughput of1.5 flows per

slot. A different way to attack the problem is provided by network coding and is shown in Fig. 7.1(c).

This time, nodeW derives from flowsb1 andb2 the exclusive-ORb1 ⊕ b2. The link WX replicates

b1 ⊕ b2 which is finally passed to both destinationsY andZ. Destination nodes can now decode both

flows by re-applying the XOR operation. This strategy obtains a throughput of2 flows per slot, which

is the maximum achievable in the above problem. We observe that the exclusive-OR is a simple form

of coding. If the same objective is to be achieved by store and forward techniques (simple replication

of the incoming data flow), then at least two subsequent slots are needed to deliverb1 andb2 to both

destinations. With coding, the two flows can instead be delivered to bothY andZ in a single slot. It is

therefore apparent that coding, besides offering advantages in terms of throughput, may also decrease

the latency. Note, however, that a drawback of the above example is that the coding/decoding scheme

has to been agreed upon beforehand. That is, nodeW must know in advance that it has to process the
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received flows by means of some coding strategy. While this is acceptable to present the advantages

of coding by means of the above example, it has profound implications on the actual applicability of

such a technique in distributed and therefore uncoordinated networks. These implications together

with possible solutions will be explored later on in this Chapter.

Hence, we can say that

Network coding may offer increased bit rates and decreased latencies

with respect to separate transmissions.

The above concepts introduce a new way to define the capacity of a link. In more detail, we can

think of thetransport network capacityas thephysical capacityof the link in terms of its bit-rate, which

is different from theinformation network capacitywhich is instead the capacity of the link to transport

innovative information. Referring to our above example, channelWX has a transport capacity of a

single flow per time slot. However, if we transmit a coded information over such a link, then we obtain

the higher transmission rate of2 data flows per time slot. In other words, the information capacity with

coding is higher.

To better explain this idea, we propose the additional example reported in Fig. 7.2 which is closer

to the wireless ad hoc communications. It represents a two hops network where each of NodeA and

NodeB have to exchange a data packet,b1 andb2, respectively. Both the routing paths, namely the

one from NodeA to NodeB and the other way around, go through NodeC which has to forward two

packets. The first transmission phase, i.e., both NodeA andB send their own packets to NodeC, is

equivalent for the classical communication paradigm and for network coding (see Fig. 7.2a-b). Then,

according to the classical communication paradigm, we need other two transmissions to deliver bothb1

andb2 to the corresponding destination (see Fig. 7.2c). With network coding, instead, we can use only

one additional transmission by allowing NodeC to transmit the XOR–ed version of packetb1 andb2

to both NodeA andB as reported in Fig. 7.2d. At the reception of this packet, NodeA (B) can decode

packetb2 (b1) by subtracting its own packet from the received one. This example shows how network

coding is particularly effective whenever there are overlapping data flows, because it can exploit both

the broadcast nature of the channel and the coding process to simultaneously deliver different packets

to multiple users.

After having briefly discussed the possible advantages offered by network coding, we now need to

make things practical. In fact, it is actually infeasible to have pre-defined coding rules for every node

in the network, as this would require full network knowledge. More than this, in distributed ad hoc

scenarios, we need to cope with many constraints. For instance, nodes are not synchronized and, as a

consequence, coding operation should not depend on time synchronization. Also, as messages travels

through the network, they are exposed to delays (mainly due to processing at intermediate nodes and
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Figure 7.2 Network coding in multi–hop wireless communications.

channel contention mechanisms). Finally, too complex coding schemes are actually to be avoided as

they might be infeasible for resource limited wireless devices. In the following, we discuss possible

solutions to these issues.

7.1 Linear Network Coding

First of all, network codes that involve only linear mappings are of particular interest as they can

be executed at low computational cost. When we refer tolinear network coding[37] we intend that

output flow of a given node is obtained as linear combination of its input flows. The coefficients of the

combination are, by definition, selected from a finite Galois field. Moreover, the information traversing

a non source node has the following property:

The content of any information flowing out of a set of non source nodes

can be derived from the accumulated information that has flown into the

set of nodes.

The principle of linear network coding can be simply described. Assume to have an acyclic graph

(V, E) having unit capacity edges, a senders ∈ V and a set of receivers,T ⊆ V . The broadcast

capacityh is the minimum number of edges in any cut between the sender and a receiver [36]. Each

edgee ∈ E emanating from a nodev (v = in(e)) carries a symboly(e) that is a linear combination of

the symbolsy(e′) on the edgese′ entering inv (v = out(e′)). Formally:
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y(e) =
∑

e′:out(e′)=v

me(e
′)y(e′). (7.1)

The local encoding vector
−−→
m(e) = [me(e

′)]e′:out(e′)=v represents the encoding function at a nodev

along the edgee. In general, ifv is the source nodes, the artificial edges (e′1, . . . , e
′
h), entering ins and

carrying theh source symbols (y(e′) = xi, i = 1, . . . , h) are introduced. This assumption is important

because, using that, by working an induction argument, we can say that the symbols emanating form

any node on any edge are a linear combination of the source symbols:

y(e) =
h∑

i=1

gi(e)xi, (7.2)

where the vector
−−→
g(e) = [g1(e), . . . , gh(e)] is theglobal encoding vector. This vector can be recur-

sively determined as:

g(e) =
∑

e′:out(e′)=v

me(e
′)g(e′). (7.3)

Thus, each received coded symboly(e) can be considered by a node as the linear combination of

the original symbolsxi where the coefficients belong to the global encoding vector and are elements

of a Galois Field (GF ).

Reference [37] shows that linear codes are sufficient, in a multicast scenario, to considerably im-

prove the throughput of the system. Further work, by Koetter and Médard, focus on finding the co-

efficients of linear encoding and decoding functions for a given network, by studying some of their

properties as well as the time needed for their calculations. Most of the current work on distributed

and asynchronous wireless ad hoc networks [38–40] exploit linear coding as, while retaining most of

the benefits, are computationally efficient and hence do not affect the energy consumption much.

We now have to understand how to design, in practice, the codes and how to do that in a distributed

fashion (thinking, for instance, of the case of a wireless ad hoc network). To this end, two different

approaches are possible:

• Deterministic algorithms to build codes.

• Random techniques.

The first approach implies a centralized supervision: synchronization of the transmissions, defini-

tion and assignment of the encoding and decoding vectors and so on. The second approach, instead,

allows to implement network coding in a completely distributed manner without the need for any kind
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of collaboration/synchronization among nodes. Thus the latter could be a better choice for our wireless

scenario and it is the focus of our research.

7.2 Random Network Coding

In [38], the authors propose a distributed scheme for practical network coding that obviates the need

for centralized knowledge about the network topology, encoding/decoding functions and so on.

It shall be observed that most of the theoretical work on network coding assumes that symbols flow

synchronously throughout the network and edges have integer or unit capacities. In real networks, how-

ever, information travels asynchronously in packets which are subjected to random delays and losses.

Moreover, edges in general have unknown capacities. In addition, theoretical studies mainly deal with

acyclic networks, but in real networks cycles abound (most of the edges are bidirectional). Finally,

theoretical models of network coding do not consider the problems arising in having heterogeneous

devices (in particular the difference among storage and processing capabilities, are not considered).

All these reasons justify the need for developing a completely distributed scheme for network coding.

Referring to the network coding model, we can make some considerations about the decoding ca-

pabilities of the system. More in detail, let us consider a nodet receiving along itsh incoming edges

e1, . . . , eh the symbolsy(e1), . . . , y(eh), where:




y(e1)
...

y(eh)


 =




g1(e1) · · · gh(eh)
...

. ..
...

g1(eh) · · · gh(eh)







x1

...

xh


 = Gt




x1

...

xh


 . (7.4)

On the basis of this structure, it is possible to prove that

Nodet can recover the source symbolsx1, . . . , xh as long as the matrix

Gt, formed by the global encoding vectors, hasrank h.

The strength of random coding is that if the local encoding vectors are generated randomly, and

the symbols lie in a finite field of sufficient size, the above property is true with an high probability,

i.e., matrixGt has full rank with high probability. For this reason, random network coding can be a

powerful and desirable solution. The fundamental idea, which is presented in [38], consists of including

within each packet flowing on the edgee theh-dimensional global encoding vector
−−→
g(e). In Fig. 7.3

an example of packet format suitable to implement network coding is presented.

The cost of this solution is the overhead of transmittingh extra symbols in each packet which is,

however, reasonable. The great advantages of such an approach can be summarize as follows:

• It is completelydistributed.
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Figure 7.3 Packet format in network coding communications.

• It doesnot require anytopology knowledge.

• It is robustto the packet loss or link failure.

The previously described scheme needs some improvements to work properly in a network where

packets transmissions are not synchronous. In [38], this problem is solved introducing abuffer model

and the concept ofgeneration. In particular, all packets related to the same set ofh source vectors are

said to be in the same generation andh is referred to as thegeneration size. Furthermore, all packets in

the same generation are tagged with the samegeneration number. Hence, packets arriving at a given

node on any of its incoming edges are put into a single buffer and sorted by generation number. Only

those packets belonging to the same generation can be coded together.

Moreover, packets can be classified intoinnovativeor non-innovative, depending on whether they

increase the rank of the global encoding vectors. We finally observe that one of the disadvantages of

this scheme consists of the delay introduced in the decoding phase.

Summarizing, the complete network coding process is represented in Fig. 7.4 where a node receives

multiple packets on different edges, stores them into a buffer and when a transmission opportunity

occurs, it sends a random combination of packets belonging to the same generation.

In the rest of this thesis, when we refer to network coding (NC) we always mean the linear random

approach introduced in this Section.

7.2.1 Data Dissemination via Network Coding

One of the most known case where random network coding can play a fundamental role to improve

the system performance is in the broadcast communication scenario. References [39–41] present a

lot of work in this context by comparing the performance, in terms of resilience to mobility, channel
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Figure 7.4 An example of the network coding process.

errors, throughput and delay, of network coding and traditional broadcasting schemes. Also, canonical

network structures (circular network and rectangular grid) are considered from a theoretical point of

view by quantifying the possible improvements. To this purpose, the ratio between the total number

of transmissions required to broadcast one information unit to all nodes in the network using network

coding against flooding is defined and used as a performance indicator to compare network coding with

standard solutions. Some theorems show that for circular networks and rectangular grids the above ratio

is 1/2 and3/4, respectively. In addition, in [39–41] the authors prove that schemes achieving this ratio

exist. Algorithms for general networks are also proposed, even though they all assume the presence of

a central supervisor.

7.3 More Complex Approaches

We conclude this Chapter by mentioning some further studies on the network coding technique.

In [42], authors introduce the problem of network coding in settings where there is a cost associated

with network operations. Costs may be related, for instance, to the energy consumed to transmit a

packet over a link. The focus of this study is on the problem of minimum cost routing for multicast

connections. Using network coding, this problem can be posed as a linear optimization problem that

admits a distributed solution [42]. Another work [43] considers the problem of joint network coding

and forward error correction. However, this issue is at its early stages and many issues remain to be



7.3. More Complex Approaches 63

investigated. Further, reference [44] addresses the problem of content distribution of large files in large

unstructured overlay networks using network coding. Authors compare network coding with other

schemes that transmit unencoded information and, also, schemes in which only the source is allowed

to generate and transmit encoded packets.

In general, a lot of work still has to be done, in particular towards definingefficientandpractical

schemes for network coding. In fact, while quite a few theoretical results are available, they often

disregard practical and important aspects such as link failures, packet losses, delays, asynchronous

transmissions. These issues are investigated in the following Chapters.





8
MAC Layers and Packet Combination Strategies on Network Coding

Data Dissemination

Good judgment comes from experience, and

experience comes from bad judgment.

(Barry LePatner)

We observed in Chapter 7 that most of the work done so far has focused on the theoretical aspects

of network coding [45–48]. In fact, researchers only recently started to look at practical solutions to

reap the full benefits of network coding techniques in actual network settings [49]. Initially, practi-

cal schemes were proposed for wired networks, where coding strategies were applied to peer-to-peer

applications [44,50]. In [38], one of the first examples of a simple practical solution for network cod-

ing, the authors focused on how the coding matrix as well as the information related to the random

combination of packets can be shared by different nodes. This is a crucial aspect for network coding

algorithms to work in actual networks. Further work can be found in [1, 40, 51]. A recent paper [1]

focuses on unicast transmissions exploiting the network coding paradigm. In [1], it is experimentally

shown that large gains, in terms of maximum throughput, are possible even in the case of unicast trans-

missions. The scheme presented in [51] jointly considers packet combinations with ARQ strategies

for wireless sensor networks. In [40], the authors analyze and present some heuristics to combine the

packets and prove the superiority of network coding with respect to flooding schemes in multi-hop

wireless networks.

We note that, even if some valuable work has already been pursued, many practical aspects, such

as the interaction between MAC schedules and network coding techniques, still need to be properly

addressed. In our view, these practical aspects may limit the benefits achievable with network coding.

Motivated by these needs, in this Chapter we present results on MAC schedules and packet combination

rules. In particular, we show their impact on system performance and we propose a first improvement

to better cope with collisions and suboptimal schedules. We consider a CSMA-like system affected

by collisions, interference, and a random scheduling of the packets. In such a scenario, we test the

behavior of network coding over simple wireless network configurations in order to capture the effects

of each protocol component. Results are obtained using the ns2 network simulator, appropriately

extended to include network coding functions.

65



66 Chapter 8. MAC Layers and Packet Combination Strategies on Network Coding Data Dissemination

8.1 Problem Description

In the rest of the Chapter we evaluate the impact of a realistic MAC and physical layer on random

network coding in wireless ad hoc networks. In general, such networks are severely constrained by

interference and channel impairments, especially in the case of broadcast communication. Consider,

for instance, that each node is interested in retrieving information from all other nodes in the network.

In this case, the use of traditional access mechanisms such as CSMA-like protocols would incur high

contention on the wireless channel which, in turn, translates into a high number of collisions and of

dropped packets. Network coding is a promising technique to increase system performance by reducing

the number of transmissions and exploiting the random combination of data to increase transmission

efficiency.

Our contribution differs from previous work in the following aspects. First, we systematically

analyze the impact of the MAC protocol in use on the network coding performance. We note that pre-

vious studies [1,49] address the problem of implementing network coding over actual MAC protocols.

However, they lack a thorough analysis of their impact on network coding. Second, we focus on the

broadcast communications paradigm rather than applying network coding to the case of unicast flows

as we are interested in data dissemination services. Indeed, applying network coding to unicast flows

can lead to important throughput gain as showed by [1] but we believe that it is in broadcast situations

that network coding can solve most of the problems highlighted up to now. Finally, we look at network

coding strategies which do not need any knowledge about the status of neighboring nodes, thereby

requiring very little overhead.

In our opinion, two main factors are to be taken into account when using network coding as part of

practical solutions for wireless ad hoc networks, namely:

• Collisions: collisions are a source of packet losses. It is important to understand their impact on

the performance of network coding.

• Packet Scheduling: using random access will not create perfect transmission schedules. In fact,

the number of neighbors, their traffic pattern, and their movement are not known a priori. More-

over, obtaining such information in order to build optimal transmission schedules is not con-

venient due to the large overhead involved. Understanding the impact of packet scheduling is

another crucial point in the design of practical solutions.

In the following, we consider very simple network configurations to precisely understand and highlight

the above issues. We start with the reference scenarios shown in Fig. 8.1. In the first network configu-

ration, nodes are placed on a circular topology and each node has exactly two neighbors. In the second

configuration, nodes have four neighbors and are placed on a grid. Finally, we also consider random
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Figure 8.1 Reference topologies for the performance evaluation.

networks, where nodes are randomly positioned within the simulation area. For the traffic pattern,

each node inserts into the network a single original packet and is interested in collecting all the other

inserted packets. Original packets are generated according to either arandomor deterministictraffic

pattern. In the former case, each node inserts its original packet independently by picking the insertion

time uniformly in a fixed length interval of∆1 = 100 ms. In the latter case, we can assume to have

a simple application that inserts original packets sequentially in each node. Subsequent insertions are

separated by fixed time intervals of∆2 = 1 s. That is, the first original packet is inserted in Node0

at time0 s, the second one in node1 at time1 s, and so on. The reason for this generation strategy

is twofold. First, if the interval∆2 is sufficiently large, the collision probability is sufficiently small.

Second, if the transmission schedule is{Node0, Node1, . . . , Noden − 1} (see Fig. 8.1(a) where

n = 8) we obtain the scheme theoretically derived in [40], which was shown to achieve the maximum

throughput in circular networks.

In the following, we describe the schemes and the algorithms we analyzed. In addition, we propose

a solution which improves the network coding performance in wireless ad hoc networks.

8.2 MAC Protocols

We consider four different MAC protocols based on CSMA, which is currently the most widely

used medium access mechanisms in wireless ad hoc networks.
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8.2.1 IEEE 802.11b

We consider IEEE 802.11b as the baseline medium access protocol. Note that the network coding

strategies we examine are based on broadcast transmissions. Hence, we adopt the basic access provided

by IEEE 802.11b which, in the broadcast case, does not use any acknowledgment mechanism. As a

consequence, in case of a collision, no retransmission occurs and the packet is lost, resulting in high

inefficiency and low packet delivery ratio.

8.2.2 IEEE 802.11b with Pseudo Broadcast [1]

This scheme is an improvement of the basic IEEE 802.11b, where an acknowledgment mechanism

is implemented. According to the idea proposed in [1], a given node first broadcasts a packet to its

neighbors, by randomly picking one of them and including its address in the packet header. Only the

node whose address matches the one contained in the header sends an acknowledgment to the sending

device. This is done according to the basic IEEE 802.11b unicast communication (no RTS/CTS). All

other neighbors overhear/decode the transmission but do not respond to the sending node. The packet

is retransmitted in case there is no acknowledgment. Note that, using this mechanism, only collisions

at the addressed receiver can be detected, while collisions occurring at any of the remaining neighbors

are ignored. Also, this strategy does not solve the hidden node problem.

8.2.3 IEEE 802.11 with Pseudo Broadcast and RTS/CTS Handshaking

To further improve the packet delivery ratio, we propose to consider the previous scheme with

additional RTS/CTS handshake. These control messages are introduced to alleviate the hidden node

problem. The CTS is only transmitted by the node addressed in the packet header. The delay introduced

by this technique is expected to be higher, due to the additional control packets. Moreover, as for the

previous schemes, we can not detect collisions at all overhearing nodes.

8.2.4 Ideal MAC

With the term ideal MAC we refer to a very simple mechanism where transmitted packets are only

affected by the transmission delay,∆tx. That is, we can assume to have an omniscient entity which

regulates the transmissions in order to avoid interference and collisions. This means that, as a node

sends a packet, all its neighbors successfully receive the message after a (fixed) transmission delay.

∆tx is computed using the same rate and packet size of the above MAC protocols. This scheme, which

is not feasible in practice, is analyzed to obtain an upper bound on the achievable performance. Such

an upper bound is used as a benchmark for the other solutions.
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8.3 Network Coding Strategies

The core of the network coding strategies we use are the same as the ones proposed in [38]. These

are based on random linear coding where the coefficients of the combination are included in each

transmitted packet. In addition, we implement three different techniques for combining packets. The

first two are inspired by the work in [40], while the last one is a new proposal.

In [40], it was shown that network coding allows to reduce the number of transmissions, with

respect to pure store and forward, for a certain targeted packet delivery ratio. The achievable reduction

in the number of messages generally depends on the number of neighbors. For instance, if there are2

neighboring nodes, network coding over circular networks halves the number of transmissions needed

to achieve a packet delivery ratio equal to one. A node does not need to transmit a new packet at each

reception of an innovative message. This is the basic idea of the network coding algorithms proposed

in [40]. In the following, we detail the packet combination strategies considered in this Chapter. All

the presented schemes are characterized by a design parameter, namedforwarding factor, ρ, which is

defined as the ratio between the number of packets transmitted and the number of innovative packets

received, per node. It determines the average number of packets that each node can transmit.

8.3.1 Probabilistic Network Coding

This approach exploits random linear coding. Each node sends a random linear combination of

the packets in its buffer, as discussed in Chapter 7. Only the reception of innovative packets carries

additional information. Hence, non-innovative packets can be discarded. With probabilistic network

coding, when a node receives an innovative packet, it makes a decision as to whether a new random

combination should be transmitted or not. Specifically, upon the reception of an innovative message, a

new combination is transmitted with probabilityp by assigning to theforwarding factorρ the value of

p. Forρ = 0.5, a node on average sends a new message for every two innovative packets received. As

per our discussion above,ρ = 0.5 would theoretically (ideal scheduling, no collisions) assure a packet

delivery ratio equal to1 when the number of neighbors is2.

8.3.2 Semi-deterministic Network Coding

This strategy is quite similar to the previous scheme. In this case, for a given forwarding factorρ,

each node sends out a new combination after having received exactlyd1/ρe innovative packets. As an

example,ρ = 0.5 means that each node deterministically transmits a new combination for every two

received innovative packets. The forwarding factor, in this case, is not related to a probability, but it is

rather used as a threshold on the number of incoming messages.
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8.3.3 Timed Network Coding

The two previous schemes have two major drawbacks. The first drawback is that they are particu-

larly sensitive to packet losses due to, e.g., collisions, as shown in the Section of the results. In fact, if

one of the transmitted packets is lost, the propagation of the information through the network could be

interrupted. To better illustrate this, letρ < 1 be the forwarding factor in use. In this case, for a given

targeted packet delivery ratio, we can reduce the number of new combinations transmitted. The effect

of such an operation is to increase the transmission efficiency at the expense of a higher sensitivity to

packet losses. The second drawback is that both probabilistic and semi-deterministic network coding

suffer from some inefficiencies when there is a small number of packets to combine. In such cases,

new combinations are created from a small set of packets and, for this reason, are often not innovative.

To alleviate these problems, we introduce atiming strategyinto the first scheme. For each received

innovative packet, a timer is activated. As the timer expires, the node decides to send out a new ran-

dom combination with probabilityp = ρ. The timer,τ , is a uniform random variable in[0, τmax]. The

main advantages of this timing approach are twofold. First, it facilitates packet mixing, thus reducing

the likelihood of transmitting non-innovative packets. Without the timer, indeed, some of the nodes

that receive an innovative packet might decide to simultaneously send out a new packet combination.

This can lead to a non innovative transmission, especially when the buffers are almost empty. With the

introduction of a waiting interval before coding, nodes have the chance of collecting other innovative

packets and send out richer combinations. Moreover, the reduction of the number of transmissions

and the random characteristic of the timer help in reducing the collision probability at the MAC layer.

The drawback of the timed scheme is the introduction of a short delay due to the timer. Hence, the

timer value shall be chosen so as to achieve a good trade-off between extra-delay and performance

improvements. In IEEE 802.11b, this value has to be long enough to allow the collection of more than

one packet, which translates to selectingτmax ≈ 10 − 30 ms. In the rest of the Chapter we consider

τmax = 20 ms.

8.4 Simulation Results

In this Section, we report the most relevant results obtained via ns2 simulations. All presented

schemes are evaluated over the simple topologies introduced in Section 8.1, taking into account the

randomand thedeterministictraffic patterns. We tested the algorithms varying theforwarding factorρ

from 0.1 to 1 and the number of nodes in the network,n. For the circular topologies, we consideredn ∈
{4, 8, 12, 16} and for grid configurationsn ∈ {9, 16, 64}. Regarding the MAC layer, we considered a

transmission rate of1 Mbps. Each packet has an extra overhead which is accounted for to transmit the
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coefficients of the random combinations [38]. As discussed in [38], such an overhead is tolerable for

practical cases. In the following, we define the performance metrics we look at in our investigation:

• Packet Delivery Ratio,PDR: is defined as the ratio between the number of successfully received

(and decoded) packets and the number of packets in which a node is interested, averaged over all

nodes.

• Packet Delivery Delay,D: is the average time between the first transmission of a packet and its

reception and successful decoding at the destination nodes.

• Protocol Overhead:is the ratio between the number of transmitted packets (Pkttx) at the MAC

layer and the number of successfully decoded packets (Pktdcd). This value depends both on the

adopted MAC protocol and on the efficiency of the network coding strategy. For example, we

expect that IEEE 802.11b pseudo broadcast with RTS/CTS, will show higher protocol overhead

compared to other MAC schemes. On the other hand, timed network coding should decrease the

protocol overhead by suppressing unnecessary transmissions. Note that this metric gives us a

measure of the energy consumption as well.

• Collision Ratio: is the number of collided packets at the receiver (Pktcol) over the total number

of received packets (Pktrecv). Observe that in a broadcast wireless environment, tracking the

number of collisions could be a problem. In fact, the same packet may collide only for a subset

of the receiving nodes. For this reason, we evaluate the number of collisions at each receiver.

In the simulations, we compare the network coding strategies introduced in Section 8.3 against each

other and against probabilistic flooding. This is done to point out the possible benefits of the network

coding paradigm with respect to standard store-and-forward. The probabilistic flooding considered in

this case uses a forwarding factorρ, which is simply the probability of forwarding a new incoming

packet.

We organize our performance analysis in two parts. In Section 8.4.1, we evaluate the impact of

different MAC protocols on network coding whereas, in Section 8.4.2, we focus on different packet

combination strategies.

8.4.1 The Impact of MAC Protocols

We start the performance analysis with Fig. 8.2 and Fig. 8.3, where we compare probabilistic net-

work coding (solid lines) against probabilistic flooding (dotted lines) in a circular network topology.

Fig. 8.2 shows the packet delivery ratio vs.ρ for different numbers of nodes,n. For all forwarding

factorsρ, network coding outperforms probabilistic flooding. As an example, forn = 12 andρ = 0.6,
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Figure 8.2 Performance ofProbabilistic network codingand Probabilistic Floodingin circular networks – Several

network sizes and IEEE 802.11b

network coding achievesPDR ≈ 0.75, whereasPDR ≈ 0.42 for the flooding scheme. This gain in-

creases with increasingn as well as with increasingρ. In addition, network coding withρ = 1 always

results in aPDR very close to one. This is not true for flooding, which is considerably impacted by

packet losses. As observed above, for this topology aPDR equal to one is theoretically achievable by

settingρ = 0.5 [40]. However, we observe from Fig. 8.2 that this performance level is never reached

in practice and that the actualPDR depends on the network sizen. These effects are due to the use

of an actual MAC layer (IEEE 802.11b in this case) and to the sub–optimality of random scheduling,

which indicates the importance of these issues for the design of practical schemes. In Fig. 8.3 we

focus on circular topology withn = 16 (worst case in Fig. 8.2) and we look at the impact of the MAC

layer on both probabilistic network coding and flooding. Once again, we observe the superiority of

network coding. Moreover, we can evaluate the importance of the MAC scheme in use. Forρ = 0.6,

IEEE 802.11b achievesPDR ≈ 0.6, whereas an ideal MAC achievesPDR ≈ 0.8. This corresponds

to a25% lose of packet delivery ratio for the real MAC with respect to the ideal case. On the other

hand, for this value of the forwarding factor a perfect schedule leads to full packet delivery ratio. The

effectiveness of pseudo broadcast (IEEE 802.11 pb in the figure) and pseudo broadcast with RTS/CTS

(IEEE 802.11 pb RTS/CTS) is also clear, though the improvements are not as large as expected.

Even though circular networks are a simple reference scenario, useful to easily capture network
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Figure 8.3 Performance ofProbabilistic network codingandProbabilistic Floodingin circular networks – Network size

n = 16 and different MAC protocols
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Figure 8.4 Packet Delivery Ratio: Performance comparison ofProbabilistic network codingandProbabilistic Flooding

for different MAC protocols in grid networks withn = 16.
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Figure 8.5 Protocol Overhead: Performance comparison ofProbabilistic network codingandProbabilistic Floodingfor

different MAC protocols in grid networks withn = 16.

coding behavior, we focus now on a more realistic setting where node are placed over a grid (see

Fig. 8.1b). We consider here only grid networks withn = 16 in order to directly compare them with

the circular case. However, in our simulations, we noticed the same behavior also for different network

sizes. In Fig. 8.4, we show the impact of different MAC protocols on the packet delivery ratio of

probabilistic network coding and flooding. As expected, the achieved performance is better than in

the circular case due to the higher number of neighbors (4 instead of2), which favors packet mixing

and dissemination. Also in this scenario, the presence of realistic MAC layers reduces significantly the

packet delivery ratio for a given value ofρ. In addition, Fig. 8.5 shows the protocol overhead vs.ρ for

each MAC protocol. It is noted that the schemes implementing collision avoidance policies (i.e., IEEE

802.11b with pseudo broadcast and IEEE 802.11 with pseudo broadcast and RTS/CTS handshaking)

improve the packet delivery ratio but also increase the protocol overhead. This is due to the MAC

retransmissions in case of collisions and to the control traffic (i.e., ACK, RTS and CTS packets).

In addition, we note that when we compare probabilistic network coding and flooding performance

againstρ, we have a fair comparison as, given a specificρ and a fixed MAC protocol, both network

coding and flooding lead to very close protocol overhead.

Fig. 8.6 shows the effectiveness of pseudo broadcast and pseudo broadcast with RTS/CTS in de-

creasing the number of collisions: for a given value of thePktcol/Pktrecv ratio the number of received
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Figure 8.8 Performance comparison of different combination strategies in circular networks withn = 16 and MAC

IEEE 802.11b.

packets (Pktrecv) in pseudo broadcast with RTS/CTS is the highest. This is due to both the higher

PDR of the scheme and, mostly, the additional retransmissions caused by the acknowledgments. On

the downside, using additional techniques to recover from packet loss leads to longer delays, as can

be seen from Fig. 8.7. The average delay increase is about one order of magnitude in the worst case

(pseudo broadcast with RTS/CTS). We also note that network coding always outperforms the flooding

scheme when using the same MAC and that its delay stabilizes for increasingρ. The reason for the

stabilization and even decrease in delay is that for increasingρ (beyond a givenρ∗), PDR remains

close to one but the number of innovative packets flowing in the network continues to increase. This

has the effect of allowing earlier decoding.

To summarize, we observe that the presence of actual MAC protocols reduces network coding

performance in terms of packet delivery ratio. This performance reduction depends on the network size,

contrary to what happens for the ideal MAC case. In addition, collision avoidance policies give little

improvement in terms of packet delivery ratio, while leading to poor overhead and delay performance.

8.4.2 Different Packet Combination Strategies

We now evaluate the impact of the network coding schemes described in Section 8.3. Fig. 8.8 and

Fig. 8.9 show the packet delivery ratio performance for a circular network withn = 16 by varying the
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Figure 8.9 Performance comparison of different combination strategies in circular networks withn = 16 and ideal

MAC.
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Figure 8.10 Circular Networks: Performance comparison of Packet Delivery Delay forProbabilisticandTimed Network

Codingusing IEEE 802.11b and Ideal MAC forn = 16.
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Figure 8.11 Grid Networks: Performance comparison of Packet Delivery Delay forProbabilistic andTimed Network

Codingusing IEEE 802.11b and Ideal MAC forn = 16.

packet combination strategy (for a fixed MAC protocol). In Fig. 8.8 we use an IEEE 802.11b MAC

with both the semi-deterministic and the probabilistic combination methods. The semi-deterministic

schemes (dotted lines) show a sudden phase change, wherePDR remains constant up toρ∗ = 0.4 and

then suddenly increases for higher forwarding factors. This does not occur for probabilistic network

coding (solid lines) whose curves are smooth. This reflects the threshold based transmission policy of

semi-deterministic network coding. The exact value of the shifting pointρ∗ depends on the number of

neighbors. For circular networks, where each node has exactly two neighbors,ρ < 0.5 (d1/ρe > 2)

never suffices to trigger the transmission of a new combination, as the initial number of innovative

packets is equal to two. This flaw is not present in probabilistic and timed network coding, whose

sending rules are based on probabilities rather than on hard thresholds. Notably, timed network coding

outperforms the semi-deterministic scheme with deterministic traffic pattern forρ ≤ ρ∗ and performs

very close to this method for larger forwarding factors. In addition, the timed strategy performs better

than both semi-deterministic and probabilistic network coding with random scheduling. Forρ = 0.5,

probabilistic network coding with random scheduling achievesPDR ≈ 0.35, whereas timed network

coding leads toPDR ≈ 0.55, which corresponds to an improvement of about36%. The same con-

siderations hold for Fig. 8.9 with the only difference that in this case we adopt an ideal MAC. The

performance is thus rescaled accordingly. As can be seen from a direct comparison of the two figures,
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the impact of MAC on packet delivery ratio performance is smaller than that of the packet combination

strategy in use. We also note that, in Fig. 8.9, forρ = 0.5 PDR is higher than0.8 but is still strictly

lower than one (theoretical bound), even if we use an ideal MAC and a deterministic scheduling. This

is due to the fact that our deterministic scheduling approach is only an approximation of the the ideal

scheme in [40].

Timed network coding is further evaluated in Fig. 8.10, where we plot the performance in terms of

delay. We observe that the timed strategy introduces an additional delay. Also, there are some expected

differences between ideal and actual MAC. For IEEE 802.11b, the delay increase is reasonably small

(approximately equal to the average value of the timer) and is similar to that introduced by the pseudo

broadcast algorithms. Hence, the timed combination provides higher benefits in terms of packet deliv-

ery ratio than pseudo broadcast, by leading to similar extra-delays. For this reason, the timed scheme

may make sense when the goal is to maximize the packet delivery ratio (throughput) by accepting some

delay degradation.

The delay in the grid network (four neighbors per node) scenario is plotted in Fig. 8.11: the impact

of the adopted MAC is more pronounced than for circular networks. This means that the importance

of MAC is higher when the number of neighbors increases (circular→ grid scenario) as said before.

On the other hand, we note that the gap between timed and probabilistic schemes is smaller than in

Fig. 8.10.

The performance analysis is continued in Fig. 8.12, where probabilistic network coding and timed

network coding are compared for the cases of two and four neighbors. The timed combination strategy

outperforms probabilistic network coding with plain IEEE 802.11b by about30% for ρ ≈ 0.3. Also,

we observe that the gap between ideal and actual MAC is tighter when the number of neighbors is four

(grid networks). This, together with the result in Fig. 8.11, suggests that the timed strategy becomes

more effective with an increasing number of neighbors. In Fig. 8.13, we reportPDR for ideal/actual

MACs and probabilistic/timed strategies in random networks with node densities of7 and15 neighbors

per node (selected as representative of different density scenarios). Only connected topologies were

considered to obtain this plot. Similarly to what observed earlier,PDR increases with increasing node

density (7 → 15). We stress that, in an ideal grid scenario,PDR → 1 asρ approaches the inverse of

the number of neighbors. If this were true for random networks, in Fig. 8.13 for, e.g.,15 neighbors we

should get aPDR = 1 whenρ ≈ 0.06. However, this is not verified for two reasons: first, random

networks are not uniform in the sense that some nodes have more neighbors than others; second, a

probabilistic forwarding policy cannot get to the expected performance, which is instead achievable

using an ad hoc deterministic scheduling (see [40]). For the7-neighbor case, with ideal MAC we can

still get PDR = 1 by properly tuningρ. This is, however, not the case when an actual MAC is used,

where evenρ = 1 does not suffice to getPDR = 1. Finally, we can note that the gain achieved by the
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Figure 8.12 Random Networks: Performance comparison of Packet Delivery Ratio forProbabilisticandTimed Network

Codingfor ideal and actual MAC.
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timed strategy against the probabilistic scheme remains significant. In general, random networks are

impacted by the very poor performance of the dissemination procedure in the proximity of the nodes

with low degree (small number of neighbors). For these nodes the probabilistic approach does not

work properly and the information flow (new innovative packets) is likely to be stopped.

Our results show that even slight modifications to the packet combination strategy may lead to con-

siderable performance improvements. In light of this, directions for future research include strategies

to exploit some knowledge about number of neighbors and coding state of nearby devices, in order to

efficiently handle packet forwarding at nodes with low degree. This should help coping with the lack

of regularity exhibited by random networks.

8.5 Analysis of Adaptive Packet Combination Strategies

In previous Sections we always consider the probabilistic network coding strategy as the reference

protocol. According to it, all nodes fix the same forwarding factor. Our aim was to analyze the network

coding behavior versus the forwarding factor. Nevertheless, it is intuitive that when a node has a lot of

neighbors, it is sufficient for him to receive few independent packets from each neighbor to decode all

the original data. On the contrary, if a node has a single neighbor, it needs to receive at leastK packets

from that neighbor to decodeK original data. This means that, in populated areas, nodes need to use

low forwarding factors as the data is forwarded anyway. In low-density areas, instead, nodes have to

utilize high forwarding factors to guarantee that all nodes can receive enough packets to decode the

original data. This is the basic idea of theadaptive forwarding factor strategiesstudied in this Section.

The core of such schemes is that each node independently selects its forwarding factor on the basis

of local topology knowledge gathered in its neighborhood. The aim is to further reduce the number

of transmissions required to disseminate data by tuning the forwarding factor according to the specific

network configurations. We introduce in Section 8.5.1 the adaptive strategies we take into account by

giving some motivations. Then, we present the performance analysis of such schemes.

8.5.1 Adaptive Send-count Approaches

In this Section we consider adaptive random network coding schemes. The main aim is to reduce

the amount of packets to be transmitted in order to achieve full reliability. The packet combination

strategies considered here are based on the use of theadaptive forwarding factor. It means that, in a

distributed way, each node decides its own forwarding factor on the basis of different metrics.

The basic idea of these metrics is that when a node transmits an innovative packet to its neighbors,

only few of them have to send out a new combination in order to disseminate the new innovative
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contribution. The open issues is how to decide which nodes have to participate to the forwarding

phase. An idea could be simply based on a probabilistic approach, other schemes could be based on

the distance from the current source of the packets. Node farther from the current source are most

suitable to disseminate the information where it is still missing. For these reasons, we define the

following approaches:

• One-Hop-Neighbor-based Forwarding Factor: this strategy is similar to the basic probabilistic

network coding. The forwarding probabilityρ(x) that nodex sends out a new packet combination

at the reception of an innovative packet varies from node to node. Specifically it depends on the

number ofx’s neighbors according to the following heuristic:

ρ(x) =
k

n(x)
, (8.1)

whereρ(x) is the forwarding probability of nodex, n(x) is the number of neighbors of node

x andk is a parameter chosen by the user. This heuristic immediately derives from the above

considerations for regular networks. If we assume a uniform node density, each node sends

1/n(x) packets, on average, but it can receive the whole information by collecting packets from

all its neighbors. The problem is that, in general, the node density varies from one location to

another so that to assure that each node can decode all the information wants we have to introduce

some redundancy given by thek factor.

• Two-Hop-Neighbor-based Forwarding Factor: to better catch the node distribution, instead to

consider the 1-hop neighbors of a node, we can focus on the 2-hop neighbors. In this case the

forwarding probabilityρ(x) is given by:

ρ(x) =
k

minv∈n(x) n(v)
, (8.2)

which depends on the minimum number of two-hop neighbors of the nodex. In this way we can

speed up the information dissemination also in those areas where the node density is not uniform

and especially where some nodes have very few neighbors.

The strategy based on the two hop neighbors can be specified by the use of different metrics.

Other two examples of its implementation can be represented by the following expressions:

ρ(x) =
k

minv∈n2(x) nv(x)
, (8.3)

ρ(x) =
k

n2m(x)
, (8.4)

where, considering each two-hop neighbor (v ∈ n2(x)) of x, we evaluate the number of neighbors

of both v andx (nv(x)) and take the minimum value.n2m(x) is the average number of 2-hop
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neighbors. The basic idea of the last strategy is the same of the previous one but here we take

the average number instead of the minimum to try to reduce the overhead. However, we expect

similar performance.

• Transmitter-based Forwarding Factor: in this case the forwarding probabilityρ(x) at nodex is

given by:

ρ(x) =
k

nsrc

, (8.5)

wherek is defined by the user,src is the current transmitter node of the packet received byx

andnsrc is the number ofsrc’s neighbors. In this way, the number of nodes which retransmit the

information are on average equal tok.

• Position-based Forwarding Factor: the basic idea of the approach based on the node position is to

use the information about the distance of a node from the current source to decide if forwarding a

new packet combination or not. In particular, nodes farther away form the current source should

have a higher probability to forward new packets. This could lead to two benefits: i) outermost

nodes have a higher chance to send a packet which is innovative for a greater number of nodes;

ii) simultaneous transmissions of outermost nodes could generate less interference. According to

these observations, we develop two strategies based on both node positions and on the number of

neighbors.

In theSimple Mixed Forwarding Factorwe propose a heuristic where the forwarding probability

ρ(x, r) at nodex depends on the number of neighbors of the current sourcesrc and on the distance

r of x from src. It is given by:

ρ(x, r) =

(
k

n(src)

)(
1 +

(r −R/2)

R

)
, (8.6)

whereR is the transmission range, that is supposed fixed and equal for each node. According

to Eq. 8.6, a node farther from the current source has a higher probability to transmit a new

combination than the other nodes. As an example, let us to consider a coverage area of rangeR:

nodes at distancer = R from the current source have a probability equal tok
n(src)

multiplied by

a factor of1.5, nodes in the middle have a probability equal tok
n(src)

whereas nodes very near to

the current source have a probability equal tok
n(src)

multiplied by a factor of0.5. This works well

in case of uniform distribution of nodes. In addition, we can note that, if there is an area where all

nodes have a short distance from the current source, it is possible that no node decides to transmit

a new combination and the information dissemination could be blocked.

The second strategy is namedMixed Forwarding Factor. Also in this case the forwarding prob-

ability ρ(x, r) at nodex depends on both the number of neighbors of the current sourcesrc and
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the distancer of x from src. It is given by:

ρ(x, r) =
k3r

2NR
. (8.7)

This strategy differs from theSimple Mixed Forwarding Factoras, here, the factork3r
2NR

is normal-

ized in such a way that the average number of nodes which send a new combination is equal to

k. To better understand this fact we briefly report here a mathematical derivation of Eq. (8.7). We

wantρ(x, r) to be proportional to the distancer of x from src, so let us suppose thatρ(x, r) = cr

wherec is a constant. In addition, for each coverage area we want that onlyk nodes forward a

new packet combination. As a consequence, the following condition has to be hold:
∫ R

0

µ2πrρ(x, r)dr = k (8.8)

whereµ is the node density (i.e.,µ2πR is the number of nodes in thesrc coverage area). At this

point, with simple steps we can derive Eq. (8.7):
∫ R

0

µ2πrcrdr = k

∫ R

0

cr2dr =
k

µ2π

R3

3
=

k

cµ2π

c =
3k

µ2πR

rho(x, r) =
3kr

µ2πR
(8.9)

Note that this equation gives good performance only when the node density is high.

On the basis of the previous description we expect thatMixed Forwarding Factorperforms better

than the others as it takes into account both the node density to limit the redundancy and the node

position to favor the dissemination speed.

A Performance Evaluation

We evaluate, in this Section, all the strategies based on the adaptive forwarding factor approach in

a realistic environment where IEEE 802.11b is used by taking into account different node densities.

For sake of simplicity, we report here only the results related to thepacket delivery ratioplotted versus

the protocol overheadwhich is defined as the ratio between the total number of transmitted packets
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Figure 8.14 39 Nodes (7 neighbors on average): Comparison among different strategies based on adaptive forwarding

factor using IEEE 80211b

(Pkttx) over the total number of decoded packets (Pktdcd) per node. Figs. 8.14, 8.15, 8.16 and 8.17

refer to different network sizes. We compare network coding performance with probabilistic flooding

where the probability to forward a message is evaluated using the same equations as network coding.

The first thing we can observe is that network coding strategies always outperform flooding schemes

giving a gain of about1.6. In addition, the benefit of network coding is higher when the node density

increases as it can strongly reduce the redundancy. On the contrary, the differences among the adaptive

forwarding factor strategies are limited and the performance is very close with each other.Mixed

Forwarding Factoralways performs better as we expected. The advantages are more evident in case

of low node density as it guarantees major advancements in data dissemination. In addition, we can

note that, due to the presence of a real MAC layer (IEEE 802.11b), no strategy is able to reach the full

packet delivery ratio.

B Observations

The analysis of different adaptive approaches leads to two main observations.

First, the different strategies show similar performance versus the protocol overhead. This means

that, for instance, to achieve the same performance in terms of packet delivery ratio the strategy in use

has to guarantee a specific amount of protocol overhead. The way how such a protocol overhead is

provided has a limited importance. However, some strategies perform slightly better than the others as
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Figure 8.15 50 Nodes (9 neighbors on average): Comparison among different strategies based on adaptive forwarding

factor using IEEE 80211b

Figure 8.16 67 Nodes (12 neighbors on average): Comparison among different strategies based on adaptive forwarding

factor using IEEE 80211b
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Figure 8.17 83 Nodes (15 neighbors on average): Comparison among different strategies based on adaptive forwarding

factor using IEEE 80211b

they favor the data dissemination in the more critical areas by limiting the interference. It is the case,

for instance, of theMixed Forwarding Factor.

Second, we focus on the protocol overhead: we note that, our analysis with a fixed forwarding factor

states that, to achieve a satisfactory packet delivery ratio (sayPDR = 0.97), nodes needρ = 0.4. This

value of the forwarding factor produces a protocol overhead which is the same used by the adaptive

strategy to achieve similar reliability performance. This fact confirms what we previously said, i.e.,

using a probabilistic network coding approach we can guarantee satisfactory performance only with

a relative high protocol overhead. Probabilistic network coding strongly outperforms probabilistic

flooding but can not achieve the theoretical performance predicted by the analysis. The main reason is

that, in realistic environments, we need to deal with the problem of interference and packet losses. To

assure a certain level of packet delivery ratio, we need to introduce in the network some redundancy,

i.e., transmit more packets then the strictly needed ones. In addition, probabilistic network coding

does not provide a way to regulate the redundancy introduced as all nodes’ behavior is only known

probabilistically. This produces on average the same behavior for all the strategies.

To further reduce the protocol overhead we need to move toward different directions by exploiting

other network coding approaches. However, before doing this, we need to better understand how low

the protocol overhead in realistic environments could be. We look at this in the next Section.
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8.6 Innovation–based Network Coding

The existing practical network coding schemes do not use complete topology information neither

knowledge about the network status. Usually they exploit only local information about, for instance,

the number of neighbors.

The first observation we can do is that a network coding scheme based on a complete knowledge

of the network might perform better than a strategy with a partial system view as it can manage more

efficiently the network resources. For this reason, we develop a scheme,Innovation–based network

codingto use it as a comparison for other schemes performance.

In the following theInnovation–based network codingis introduced and the simulation results are

reported. The main assumption we use here is the complete knowledge of the network (i.e., both

topology and network status).

8.6.1 Description of the Scheme

We focus now on the packet combination strategy which we nameInnovation–based network cod-

ing. It consists of a simple schedule of transmissions: nodes gain the opportunity to transmit on the

basis of a priority which is determined at each step of the simulation supposing to have acomplete

knowledge of the network state.

There are many methods to define the priorityPTX(x, t), of a generic nodex at roundt, to gain the

opportunity to transmit. Here, we consider the two defined in the following:

P
′
TX(x, t) =

n(x,t)∑
i=1

INNpkt(i, t), (8.10)

wheren(x, t) is the number of neighbors of nodex at roundt and INNpkt(i, t) is the number of

innovative packets the nodex could send to itsi-th neighbor combining all packets currently (i.e., at

roundt) stored in its buffer. Note that if the nodes are staticn(x, t) = n(x). We name this schemeS1.

The second priority definition is given by:

P
′′
TX(x, t) = n(x, t)− nNI(x, t), (8.11)

where wheren(x, t) is the number of neighbors of nodex at roundt andnNI(x, t) is the number of

neighbors of nodex at roundt for which a packet from nodex is non-innovative. We call this scheme

S2.

In each roundt, the node with the highest priority transmits. Note that, in case of more nodes with

the highest priority, only one node (randomly chosen) is elected as the current transmitter. It generates

a new combination and this is inserted in its neighbors’ buffers. At this point the new network status
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is computed, the priorities are updated and a new round starts. The procedure continues until all nodes

receive all packets.

8.6.2 Simulation Results

We present here the results obtained using theInnovation–based network coding, considering the

metrics listed below. In the rest of the document we consider the same metrics to evaluate also the

other schemes.

• Packet Delivery Ratio(PDR): it is the number of decoded packets over the total number of wanted

packets per node.

• Overhead(OH): it is the number of transmitted packets over the number of decoded packets. In

other words, it is the number of transmissions required to decode a packet per node, on average.

• Protocol Redundancy(RX): it is represented by the number of received packets over the number

of decoded packets per node. Note that, if this number is equal to1, we have no redundancy

because each node, which receivesK packets, decodes exactlyK packets, i.e., it doesn’t receive

any non-innovative packets. On the contrary, whenRX is greater that1, it gives us a quantitative

measure of non-innovative packets received by each node, on average.

• Protocol Efficiency(η): it is the ratio between the number of decoded packets and the number of

transmitted packets.

In each figure, we compareS1 (blue circled line) andS2 (red squared line). All the metrics are

plotted vs. the number of nodes in the network (i.e., varying the node density) and they are averaged

overNsim = 10 different simulations for each scenario.

Fig. 8.18 shows that theInnovation–based network codingcan guarantee full reliability (exactly

100% for each node density) for any node density using both S1 and S2. Indeed, due to the Eq. 8.10

and Eq. 8.11, the simulations stop when all nodes receive all packets.

The positive aspect is that this results is achieved using a very low overhead as we can see from

Fig. 8.19. As an example, for networks withN = 67 nodes, each node has to sent only8 packets, on

average, to decode67 packets. As the node density increases, this value decreases (e.g, whenN = 83

each node has to sent9 packets to decode all the83 packets) due to the higher diversity in the packet

combinations which guarantees a lower level of redundancy.

Fig. 8.20 reports the ratio between the number of received packets and the number of decoded

packets. We know that to decodeN packets each node has to receiveN innovative packets. We can

reread the results in Fig. 8.20 as an indication of the percentage of non-innovative packets received or,
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also, the percentage of redundancy introduced by each scheme. The shape of the lines, in this case, is

not so smoothed due to the fact that this metric is sensitive to the network topology and we average

over a limited number of different settings.

Finally, Fig. 8.21 presents the protocol efficiency which is very high for this scheme. It is another

way to see the protocol overhead. Indeed, it could be simply obtained by1/overhead.

From the presented results we can say that the approachS1 always outperforms strategyS2. In

fact, it guarantees always a lower overhead and a lower redundancy thus leading to a higher protocol

efficiency, to achieve the same reliability. This fact could be explained looking at the different priority

management used by the two scheme. UsingS1 we try to speed up mostly the information dissemi-

nation in those areas where the information is missing while, usingS2 we distribute the information

uniformly over the network thus incurring in a slower dissemination. As an example, we can consider

a node,A, having two neighborsB andC. A has a packet to be transmitted which, we assume to

be innovative for nodeB and non-innovative for nodeC. In addition, we suppose that the difference

between the space dimensions ofA’s matrix andB’s matrix is two. It means thatA could send toB

two innovative packets. If we computeA’s priority, we obtain2 using Eq. 8.10 and1 with Eq. 8.11.

So,S1 favors the information flow also where the number of neighbors is low but they lack a lot of

information.

We can consider these results as an upper bound for the studies on network coding in random

networks developed over more complex simulators. When we implement more practical strategies

we have to face the problem of collecting information from the neighborhood, organizing the packet

scheduling and so on. We can also note that, in general, the performance increases as the node density

increases. This is due to the fact that, in networks with higher density, we have more diversity when

we combine packets. This produces fewer non-innovative packets.

8.6.3 Observations

The results presented in this Chapter has shown that probabilistic reactive network coding is gen-

erally a good solution for broadcasting data in. However, we have highlighted that this technique is

likely to suffer from the presence of interference and collisions in actual radio environments. The main

problem of reactive schemes is that new random combinations of packets are only generated and trans-

mitted when innovative information is received. Innovative packets may however be lost in scenarios

with packet collisions, thus interrupting data propagation. Furthermore, insertion of innovative infor-

mation into an area often causes all nodes in the area to attempt their new transmissions simultaneously

and this further increases the collision probability.

In addition, in reactive probabilistic network coding, nodes send out new combinations based on a
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Figure 8.22 Reception of innovative packets versus the time.

forwarding factorρ which depends on the number of neighbors they have [40]. We observe that there

are particular topologies where this strategy does not work. As an example, let’s think of the case where

a given nodex has a large number of neighbors and one of them, say nodey, has onlyx as its neighbor.

Due to its high number of neighbors (smallρ), x sends out a small number of packets and, in turn,y

is unlikely to be able to decode all the wanted information (as it did not receive enough independent

combinations fromx). We may increaseρ until the number of transmissions per node allows the

recovery of a sufficient number of packets also in the above case. Unfortunately this solution has two

drawbacks: increasingρ leads to more severe channel congestion and increased overhead (number of

packets sent per original packet). This is clearly not desirable as it largely neutralizes the performance

gain due to network coding.

In Fig. 8.22 we report a graphical example of different strategies behavior over the time. The Figure

represents the number of innovative packets stored in a node buffer on average. This quantity is plotted

against time to show how the innovative information in the buffer increases. We compare four different

scheme:Innovation-based network coding, Simple forwarding factorscheme,One-Hop-Neighbor-

based forwarding factorscheme withk = 1, 3. Simple forwarding factorscheme is introduce here

for the first time. It represent a simple approximation of theInnovation-based network codingwhere
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nodes simply follow theOne-Hop-Neighbor-based forwarding factorscheme but stop their transmis-

sion when all their neighbors have received all the required packets. It is implemented assuming that

nodes have a complete knowledge of the neighborhood. It is not feasible in practice without any local

message exchange but this strategy represent a first step towards the definition of our proposal that we

will describe in the next Chapter.

First of all we note that, when we use theOne-Hop-Neighbor-based forwarding factor, a simu-

lation run is longer than in the two other cases. This is because all the transmissions stop when no

further innovative packets are received. On the contrary, the condition to stop the transmission when

Innovation-based network codingis used, is different and it is based on the amount of innovative in-

formation stored in the buffers. Second, we observe that, in the last period of the data dissemination

throughOne-Hop-Neighbor-based forwarding factorapproach, the number of innovative packets does

not increase. This means that most of the last transmissions are non-innovative, i.e. unnecessary. In-

deed, according to the reactive nature of these schemes, when a node receives an innovative packet, it

decide with a probability higher than zero to send out a new combination even though all its neighbors

have already decoded all the packets. These situations, on the contrary, are avoided byInnovation-

based network codingandSimple forwarding factorschemes.

8.7 Conclusions

In this Chapter we analyzed the impact of realistic MAC layer, transmission schedule, and packet

combination strategy on random network coding. We also introduced a simple timing policy which

improves network coding performance. By evaluating the packet delivery ratio of network coding

strategies in the presence of different CSMA protocols, we observed that the impact of the MAC layer

is not as large as expected. That is, introducing mechanisms to alleviate the collision problem only

leads to limited improvements in the packet delivery ratio performance and affects the latency. On the

other hand, we observed that the packet combination strategy plays a fundamental role. In fact, our

proposal, in spite of its simplicity, shows promising results. We note also that all the schemes and

protocols studied in this Chapter do not achieve the theoretical performance of [40], and this motivates

further research, especially concerning the combination strategy to use. As an example, by looking at

Fig. 8.12 and focusing on the timed network coding case forρ = 0.5 and two neighbors, we note that

the packet delivery ratio isPDR ≈ 0.6. This means that there is still room for improvement in order to

get closer to the performance ofPDR = 1. In addition, in Section 8.6.3 we showed why the existing

network coding schemes lack efficiency by the use of a lot of non–innovative transmissions.

On the basis of such results, we propose, in the next Chapter, a novel data dissemination scheme

based on network coding which outperforms the existing protocols in practical environments.
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Proactive Network Coding

Everything should be made as simple as possible,

but not one bit simpler.

(Albert Einstein)

All the network coding schemes introduced previously are based on areactiveapproach. We also

noted that they are not efficient in practical scenarios as they introduce a lot of redundant data trans-

mission. The same performance could be achieved by a protocol which uses less transmissions. The

design of such a scheme is the aim of this Chapter. Indeed, in the following we propose a network cod-

ing data dissemination scheme based on aproactiveapproach (referred to in the following asProactive

Network Coding (ProNC)) which achieves good performance also in actual CSMA/CA environments.

In particular, we focus on scenarios where data has to be exchanged among all the users of a wireless

ad hoc network. Our scheme is completely distributed and self-adaptable and requires very limited

network knowledge, which can be easily acquired by overhearing the exchanged data. We show the

superiority of our approach by comparing it against existing network coding strategies [40] and against

an idealized scheme with a perfect priority scheduler. In the latter case, access priorities are calculated

using full knowledge of the buffer contents of all nodes.

9.1 Proactive Network Coding (ProNC)

A challenging problem in wireless ad hoc networks consists of efficiently disseminating information

network-wide. In this Chapter, we address this problem by devising broadcast schemes based on

network coding. We consider a scenario where at every node an application inserts packets into the

network, and all nodes want to collect all the inserted packets. We refer to the inserted packets as

original packets. Probabilistic reactive network coding is generally a good solution for broadcasting

data in these settings [40]; however, previous Chapter has highlighted that this technique is likely to

suffer from the presence of interference and collisions in actual radio environments. The main problem

of reactive schemes is that new random combinations of packets are only generated and transmitted

when innovative (i.e., linearly independent) information is received. Innovative packets may however

be lost in scenarios with packet collisions, thus interrupting data propagation. Furthermore, insertion of

95
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innovative information into an area often causes all nodes in the area to attempt their new transmissions

simultaneously and this further increases the collision probability.

In this Chapter we look at an alternative strategy. Instead of considering the reactive paradigm

introduced above, we adopt aproactiveapproach where each node periodically sends out new random

packet combinations. The main advantages of a proactive scheme are: 1) it does not require the

reception of innovative information to continue data dissemination, so it is more robust to interference

and collisions; and 2) its performance does not depend on the specific choice of the forwarding factor

ρ. A proactive data dissemination scheme needs two important components to work:

1. A set of conditions to stop transmissions when all original packets have been delivered to all

nodes, i.e.,Stopping Conditions (SC).

2. A strategy to set the frequency at which the new random packet combinations are sent out so as

to avoid network congestion and to save energy consumption. In the rest of the Chapter we refer

to this strategy asRate Adaptationmechanism.

In Section 9.1.1, we first describe the basic rules of our proactive network coding (ProNC) data

dissemination scheme. In Section 9.1.2, we define theStopping Conditionsand, in Section 9.1.3,

we discuss the problem of finding a properRate Adaptationheuristic. Finally, in Section 9.1.4, we

highlight some aspects related to the implementation ofProNC.

9.1.1 Basic Rules for ProNC

We assume that each node can be in one of two different states:activeandinactive. The basic idea

of the proactive approach is that anactivenode periodically sends out a new packet combination to its

neighbors, while aninactivenode does not. To switch from one state to the other, a node considers the

following set of rules:

Rule 1: A node becomes active upon receiving the first innovative packet.This means that a data

dissemination phase is started and the node has to contribute to it.

Rule 2: A node becomes inactive when the Stopping Condition is verified.In this case, further

transmissions from this node are no longer useful for its neighbors and should be suppressed to avoid

unnecessary overhead.

Rule 3: A node becomes active again when the Stopping Condition no longer holds.This last rule

is particulary important as it allows propagation of new information into an area where all nodes are

currently inactive.

Note that while a node is inactive, it can still receive packets from its neighbors. This information

shall be used to assess whether the stopping condition still holds.



9.1. Proactive Network Coding (ProNC) 97

G

Invertible sub-matrix

(b)

G

(a)

Invertible sub-matrix

G

Invertible sub-matrix

(b)

G

(a)

Invertible sub-matrix

G

(a)

Invertible sub-matrix

Figure 9.1 a)Strongand b)WeakStopping Conditions

9.1.2 Stopping Conditions

There are different ways to define theStopping Conditionsfor proactive network coding. They

depend, in general, on the amount of information that each node has to collect in order to decide

whether to suspend its transmissions. Our main aim is to keep the overhead as low as possible. The

motivations for this are twofold: our scheme should be distributed and self-adaptable so that nodes

should not need full knowledge about the network topology/status; moreover, maintaining the overhead

low contributes to avoiding network congestion for a given traffic condition.

We identify two simple cases in which a node has to suspend its transmission.

1. In the first case, all neighbors of a nodex have decoded all the packets they require and thus no

further transmissions byx are necessary (see Fig 9.1a).

2. The second is when the subspace spanned by the information vectors (i.e., packets) available at

nodex is contained in the subspace spanned by the information vectors at each of the node’s

neighbors. In this case,x’s packets will not be innovative for any of its neighbors and the node

should suspend its transmission (see Fig 9.1b).

Based on these observations, we propose two different conditions which are referred to asStrong

and WeakStopping Conditions (SSCand WSC, respectively). They implicitly define two different

proactive schemes.

According to theSSC, nodes send out beacons (Strong Stopping Messages, SSM) to their neighbors

when they have decoded all the packets they are interested in (refer to Fig. 9.2a). Each node col-

lectsSSMs from its neighborhood in order to autonomously verify theSSCand thus suspend its own

transmission.
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Strong Stopping Conditions: when a node receive aSSM from each

of its known neighbors theSSCis verified and its transmissions are

stopped.

We refer to this scheme asStrong ProNCas it requires strong assumptions on the data traffic and

we report in Fig. 9.3 the main steps of this protocol. Note that each node, in order to send outSSMs,

needs to know in advance how many packets it wants to collect. This fact implies that each node has

full knowledge about the amount (and type) of data flowing over the network. Note that the collection

of this information, in practice, may be infeasible. As a practical example, imagine that a node is

interested in collecting sensor readings from all sensors placed in a specific area. In order to send a

SSM, the node must know in advance the number of transmitting sensors and hence the number of

packets to collect.

The second strategy, instead, is based on theWSC. During data propagation, each node sends out

beacons (Weak Stopping Messages, WSM) containing adecoding fieldwhich is set to1 if it can decode

all packets in its buffer and to0 otherwise. In addition, beacons contain arank fieldspecifying the rank

of the nodes’ decoding matrices (refer to Fig. 9.2b).

Weak Stopping Conditions:Each node suspends its transmissions when

all its neighbors can decode all the packets in their buffers, i.e., all the

decoding fields are equal to1 and their decoding matrices all have the

same rank, i.e., all the rank fields are equal

.

Note that, at a certain time a node can satisfy theWSCand thus it suspends its transmissions. Then,

something in its neighborhood could change as a consequence of the data flowing. If theWSCare not

still verified the node starts again to transmit.
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Figure 9.3 Flow chart of theStrong ProNCprotocol

We refer to this second strategy asWeak ProNCbecause it does not require any knowledge about

the data traffic and has a limited overhead. It main steps are summarized in Fig. 9.4. However,Weak

ProNC is suboptimal as there are some situations in which the rank alone does not capture the exact

decoding status at different nodes. For instance, it might happen that all neighbors of a node can decode

all the packets in their buffers and they all have the same rank but the decoded information is different.

We compare the performance of bothStrongandWeak ProNCin Section 9.2. In addition, we also

consider, as a benchmark, a scheme based on the complete knowledge of all the buffers’ contents and

where an omniscient entity regulates the packet transmissions. Note that implementing such a scheme

in a distributed network requires to have each node send out state vectors describing the content of

its own buffer at the reception of an innovative packet (in a way similar to [1]). In case of all–to–all

communications this leads to an unsustainable overhead in terms of transmissions and memory.



100 Chapter 9. Proactive Network Coding

Receive an 

innovative packet

Start to transmit 

coded packets

Do I receive a WSM from 

all my neighbors?

Continue the 

transmissions

Suspend the 

transmissions

Do I receive an 

activating message?

yes

yes

no

no

Receive an 

innovative packet

Start to transmit 

coded packets

Do I receive a WSM from 

all my neighbors?

Continue the 

transmissions

Suspend the 

transmissions

Do I receive an 

activating message?

yes

yes

no

no

Figure 9.4 Flow chart of theWeak ProNCprotocol

9.1.3 Rate Adaptation Heuristic

When a node is active, it periodically sends out new random packet combinations generated from its

own buffer. A crucial aspect ofProNC is therefore the adopted rate adaptation strategy, as previously

defined in Section 9.1. A proper selection of the transmission rate used at each node is important to

avoid congestion while achieving good decoding performance. This selection translates into choosing

a proper time interval between two consecutive transmissions, (referred to asτ ).

Our first aim is to avoid both synchronization among nodes and a high simultaneous usage of the

channel. For this reason, we takeτ as a uniform random variable in[τavg − τavg/2, τavg + τavg/2],

whereτavg is the average value ofτ . We also define the quantityµavg = 1/τavg which represents the

average packet transmission rate. In addition, we allowτ to vary across consecutive transmissions

and across nodes. This avoids synchronization and limits channel contention. The second problem to

be considered is the selection of a good value forµavg; when all nodes use a high transmission rate,
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channel collisions are the bottleneck and, in turn, we would expect unsatisfactory delay performance.

However, at very low transmission rates the delivery delay will also be very long and information will

slowly propagate through the network. For intermediate transmission rates, an optimal value ofµavg

should exist. This optimal value should minimize the delay while giving acceptable protocol overhead

performance (packet transmissions per recovered packet). We finally note that the optimalµavg should

depend on the node density (number of neighbors per node). In particular, for increasing densitiesµavg

should decrease so as to keep the number of collisions at an acceptable level.

In Section 9.2.2 we analyze, by means of simulations, that an optimal transmission rate in fact

exists and we validate the statement above. Based on these results, in Section 9.2.3 we detail a density

dependent rate adaptation heuristic and we compare its performance against reactive network coding.

9.1.4 Implementation Notes

ProNC requires the estimation of the number of neighbors at each node. This can be simply

achieved by monitoring the source addresses of incoming packets. Note that both the stopping condi-

tions and the rate adaptation mechanism depend on the node density. In addition,Stopping Messages

are included within data packets at the cost of a few extra bits. ForSSM, we need one additional bit,

whereas forWSMwe need a bit to represent the decoding status and a byte to communicate the rank

of the local decoding matrix1. In both cases, the additional overhead is acceptable. On the downside,

when a node becomes inactive it must send out at least oneStopping Messageto communicate its

change of status and this packet may be useless for coding purposes.

We stress that piggybacking control information within data packets has the beneficial effect of

keeping channel congestion low. In addition, the added control information (SSMs andWSMs, rank,

decoding status) is used to increase the efficiency of network coding schemes which, in turn, can further

reduce the number of transmissions for a target performance level. These benefits are quantitatively

verified in Section 9.2.

9.2 Simulation Results

In this Section, we evaluate the performance ofProNCby means of ns2 simulations. First of all we

briefly introduce network topology and traffic pattern and define the considered performance metrics.

Then, we analyze the behavior ofStrongandWeak ProNCfor different transmission rates. Subse-

quently, we introduce and evaluate a rate adaptation heuristic. Finally, we compareProNCagainst the

reactive probabilistic network coding schemes proposed in [40,52].
1A single byte often suffices in practice, i.e., when the number of packets to be coded together is lower than or equal to256. Coding over more original

packets would imply the inversion, at the receivers, of large matrices which is impractical and difficult to obtain as a realtime operation.
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9.2.1 Reference Scenario and Performance Metrics

We consider random topologies as they better capture the main characteristics of actual network

settings, especially in wireless ad hoc scenarios. Nodes are randomly placed within a fixed area in

such a way that the topology is always connected but the paths among sources and destinations can be

multi-hop. We consider several average node densities by varying the average number of neighbors,

nv ∈ {7, 8, 9, 10, 12, 15}. For medium access control, we adopt the basic IEEE802.11b broadcast

mode, accounting for channel errors and collisions. In addition, we assume that at the beginning of the

simulation each node has a single original packet to disseminate to all other nodes.

Next, we define the performance metrics that will be used, in Section 9.2.2, to study the behavior of

ProNC:

Packet Delivery Ratio, PDR: is defined as the ratio between the number of successfully received (and

decoded) packets, and the total number of packets a node is interested in. This metric is averaged over

all nodes.

Packet Delivery Delay, D: is the time between the insertion of an original packet (i.e., the beginning

of the simulation) and its successful decoding at a receiver, averaged over all nodes that receive it and

over all the original packets.

Protocol Overhead: is defined as the ratio between the total number of packets transmitted at the MAC

layer (including also control packets) and the total number of packets successfully decoded, summed

over all nodes2.

9.2.2 Evaluation of Strong and Weak Stopping Policies

In this Section we study the behavior ofProNC under different network conditions when varying

τavg = 1/µavg. The following results are plotted as a function ofτavg to emphasize the impact of

inter-packet transmission times on network coding performance. In this Section we assumeτavg as a

fixed parameter, equal for all nodes and independent of the node density.

In Figs. 9.5–9.10, we show the performance ofStrong ProNCandWeak ProNC, respectively. The

behavior of these strategies is very similar, especially for high values ofτavg (i.e, low transmission

rates). In Fig. 9.5 and Fig. 9.6 we plot the packet delivery ratio. This metric is always equal to

one except for the cases whereτavg is very small (highµavg). Under these operating conditions the

protocol overhead performance is considerably impacted as well, as can be observed from Figs. 9.7

and 9.8. These behaviors are due to the high collision rates that we get whenτavg is excessively small.

We further observe that, when the network is congested (smallτavg), Weak ProNCperforms slightly

better thanStrong ProNC. In fact, Weak Stopping Conditionsallow nodes to momentarily stop their
2Note that, due to the broadcast nature of the channel and the use of network coding, this ratio could be less than 1.
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Figure 9.5 Packet Delivery Ratio: Performance ofStrong ProNCas a function of the average insertion interval,τavg.
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Figure 9.7 Protocol Overhead: Performance ofStrong ProNCas a function of the average insertion interval,τavg.
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Figure 9.9 Packet Delivery Delay: Performance ofStrong ProNCas a function of the average insertion interval,τavg.
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Figure 9.10 Packet Delivery Delay: Performance ofWeak ProNCas a function of the average insertion interval,τavg.
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transmissions when their packets are unlikely to be innovative for their respective neighbors. However,

as soon as new information arrives, the nodes will go back to the active state. Note that this requires

a continuous assessment of theStopping Condition. Under aStrong ProNCthis may not happen as

the nodes remain in the active state until they receive aSSM from all their neighbors. However,

packet collisions may prevent the reception ofSSMs from all neighbors and in this case a node will

unnecessarily continue transmitting.

In Figs. 9.9 and 9.10 we report the packet delivery delay. As expected, we observe that the delay

curves have a minimum for specific values ofτavg. As discussed earlier, for smallτavg the delay

increases due to the severe channel congestion. Whenτavg is large, instead, the delay increases due

to the long lapse of time between consecutive transmissions. We additionally observe that the values

of τavg minimizing the delay are slightly different for different node densities (nv in the figures) and

they do not always coincide with the values minimizing the protocol overhead. We finally note that the

differences betweenWeakandStrongstrategies in terms of minimum delays and optimalτavg are very

small.

9.2.3 A Possible Rate Adaptation Heuristic

As we mentioned in Section 9.1.3, due to the proactive nature of our scheme, we need to define a

proper rate adaptation heuristic to guarantee good performance while making the data dissemination

scheme dynamic and self-adaptable. The results in Section 9.2.2 show that an optimal value ofτavg

exists and that it depends on the node density. Fig. 9.11 reports the optimalτavg for different nodes den-

sities. As done in [40], we assume a linear relationship between number of neighbors and transmission

rate at any given node3. Accordingly,τavg can be expressed as:

τavg = α(nv + 1) , (9.1)

whereα is a constant,nv is the average number of neighbors per node andnv +1 the average number of

nodes contending for the channel in a given neighborhood. Now, considering the optimalτavg, which

can be found by simulations as illustrated in the previous Section, we deriveα as:

α =
τavg

nv + 1
. (9.2)

In Fig. 9.11 we report the obtained values ofα. Notably, these values are very close for differ-

ent node densities. Thus, to define our heuristic, we consideredαavg = 0.004, obtained by averag-

ing α over all densities. Hence, during the dissemination phase, each nodex calculates itsτ(x) as:

τ(x) = αavg

nv(x)+1
, wherenv(x) is the actual number of neighbors of nodex. Note that the choice ofτ is

3In [40] the forwarding factorρ implicitly defines the transmission rate at each node by modulating the transmission process.
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Figure 9.11 Optimalτavg andα.

approximated but it can be derived in a distributed way (each node only requires a local estimation of

the number of its own neighbors) and is allowed to be different for different nodes.

We evaluate the performance of the aboveRate Adaptationheuristic in Figs. 9.12 and 9.13. We omit

the packet delivery ratio as it is always equal to one. For comparison, in these figures we also plot two

additional curves, forWeakandStrong Stoppingpolicies, which are obtained by calculating the best

performance in Figs. 9.5–9.10. From Fig. 9.12 we observe that the proposed heuristic leads to a small

degradation with respect to the overall minimum overhead obtained by choosing the optimal value of

α for each node. From Fig. 9.13, we note that the gap with respect to the minimum achievable delay is

larger. We finally observe that the degradation incurred in adopting our heuristic in place of a fixedτavg

is the price to pay to have a fully distributed and self-tunable scheme. In fact, if we used a fixedτavg, we

would have to know the average node density in advance to achieve optimal performance. However,

this knowledge may be hard to obtain in practice. With our heuristic, the performance is slightly

decreased but we gain in generality as the resulting scheme works for any topology and without any

knowledge about the node density.

To summarize, we can state that bothStrongandWeak ProNCshow satisfactory performance in

actual network settings. In particular,Weak ProNCwith our rate adaptation heuristic is a completely

distributed and self-adaptable algorithm. Moreover, it does not require any knowledge about the traffic

and only requires a few local interactions among nodes to work properly.
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Figure 9.12 Protocol Overhead: Comparison of the performance of the rate adaptation heuristic with the best achievable

for WeakandStrong ProNC.

9.2.4 ProNC vs Reactive Network Coding Schemes

In this Section, we compare theProNC scheme (with our rate adaptation heuristic) against the

reactive probabilistic schemes proposed in [40] and the scheme based on complete knowledge about

the network status, referred to asinnovation-based network coding, (INC)and introduce in Chapter 8

In Fig. 9.14, we compareStrongandWeak ProNCagainstINC and reactive network coding with

fixed and adaptive forwarding factor (see [40]). We only report the protocol overhead as we compare

the schemes for the same value of the packet delivery ratio, i.e., PDR= 1. We observe thatProNCper-

forms closely toINC. Hence, having full knowledge of the network only gives marginal improvement

in the considered cases. However, achieving this knowledge in practice may require the transmission

of a substantial amount of control traffic, which may drastically reduce the benefits ofINC. In addition,

ProNCobtains substantial gains over reactive schemes in terms of protocol overhead (the overhead is

roughly halved withProNC). Note that, in this scenario, other schemes such as the probabilistic flood-

ing can achieve a maximumPDR = 0.9 due to the collisions leading to a protocol overhead around

2 [52].

Finally, in Fig. 9.15 we report the delivery delay performance. At low densities all schemes give

similar results, whereas as the number of neighbors increasesProNC guarantees a packet delivery
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Figure 9.13 Packet Delivery Delay: Comparison of the performance of the rate adaptation heuristic with the best achiev-

able forWeakandStrong ProNC.

delay that is almost one order of magnitude smaller than that of reactive solutions. In addition, it can

be observed that withProNC channel congestion is successfully mitigated for a wide range of node

densities. This is possible thanks to the adaptation carried out by our heuristic. Reactive schemes,

instead, heavily suffer from an increasing density, which ultimately leads to long delays.

9.3 Discussions and Conclusions

In this Chapter, we presented an original network coding scheme for data dissemination. In contrast

to prior work, it exploits a proactive approach (ProNC), which solves some of the problems of network

coding in realistic wireless environments. Our algorithm is distributed and self-adaptable. Also, the

scheme requires some local coordination among nodes, which can be achieved through piggybacking

control messages at a reasonable overhead. We evaluated the effectiveness ofProNC in distributed

wireless settings, getting very good performance for all considered cases. Some issues are still open

such as the evaluation/adaptation of our scheme in multicast/unicast scenarios with non-homogeneous

traffic.
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10
The MIMO NC Approach

The important thing is not to stop questioning.

(Albert Einstein)

In the previous Chapters, we discussed how network coding strategies can improve the network

throughput, or equivalently reduce the number of transmissions, by transmitting coded packets. We

studied such schemes in practical environments where collisions and interference produce a lot of

packet losses. In particular, phenomena as fading, shadowing, multipath, collisions and interference

can affect the packet transmissions leading to a high error probability. Note that a loss of data, when

network coding is in use, can strongly affect the decoding phase. Indeed, as a single coded packet car-

ries information related to multiple original packets, if it is lost, the matrixG within the receiver nodes

could be not invertible. Thus, on the one hand, network coding is an effective strategy to disseminate

data in a wireless environment as it guarantees that all the operations are implemented in a distributed

way and they can be completed with limited energy consumption. On the other hand, these strategies

are particulary sensitive to the packet losses. Hence, to guarantee satisfactory performance in terms of

reliability we need to transmit more combined packets thus affecting the efficiency of network coding

approach.

A lot of strategies, at the transport layer, have been proposed to alleviate the problem of packet

losses. All of them try to increase the redundancy on the system by retransmitting, in some way, the

packets. Unfortunately, this reduces the throughput and, again, affects the network performance. Thus,

our aim is to find an approach to increase the network coding robustness to the packet losses without

affecting its performance in terms of throughput and energy efficiency, i.e., keeping low the number of

transmissions required to disseminate data.

In this Chapter, we propose a novel approach that jointly combines network coding and techniques

whose purpose is to reduce the packet error probability.

We focus on wireless ad hoc networks affected by fading and interference. In this environments, it

is well known that, for instance, MIMO techniques can achieve good performance as they exploit the

so calledspatial diversity. MIMO techniques represent nowadays one of the most studied topics in the

radio communication field and great effort has been spent to develop efficient solutions. We believe

that coupling MIMO and network coding could lead to optimal performance and represent an original

111
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research topic.

Recovering a vector of received information units from a vector of received samples is one of the

key issues in MIMO technology [53]. In this case, the transmitter may send multiple symbols from

different antennas, and the receiver must recover them. The transmitted symbols and the received

samples are linked by the channel matrix, and the receiver must perform a vector symbol detection.

For MIMO this means, for example, ML or layered detection [54]. MIMO detection can be also used,

for instance, when different nodes with a single antenna send their information units to a single receiver.

In all these cases, all the received energy by the destination node is used to better decode the original

data in a noisy environment as the one we are considering.

Analogously, we can note that network coding approach inherently has, by nature, some spatial

diversity. A node can receive some combined packets related to the same original information from

different directions and over different channel. Actually, this fact is not exploited by network coding

protocols as the coding and decoding phases are implemented at network layer, i.e. after the success-

fully reception of the packets.

The idea to jointly combine network coding and MIMO come from these observations and from the

following intuition. Network coding paradigm and MIMO detection techniques are based on a similar

description of the system. In both cases, the information units received by a destination are given by a

linear system represented by a matrix and the vector of the original information units to be transmitted.

In MIMO case the matrix is the channel matrix, in network coding the matrix is the coding matrix.

However this equivalence is useful to develop a integrated system where MIMO and network coding

coexist together at the same layer. In order to achieve this goal we need to move all network coding

operations towards the physical layer and to design a different decoding phase based on soft decoding

rather than on linear systems. In the rest of the document we refer to this approach asMIMO NC.

Such an approach can be used for different purposes.

• First, MIMO NC can be used instead of classic network coding to increase the robustness of

network coding protocols by efficiently exploiting the spatial diversity offered by network coding.

In the classical network coding approach, packets, coming from different positions over different

channels, are separately received and decoded thus wasting a lot of redundancy and energy that

could be used for a joint decoding in a noisy environment. These packets could be decoded

together by the use of some MIMO techniques.

• Second, MIMONC might increase the efficiency of cooperative communication schemes. Usu-

ally, in wireless networks, when an error occurs, the source node is required to retransmit the

packet. When channel is affected by fading, exploiting spatial diversity can be convenient. Thus,

the retransmission of a corrupted packet is carried out by a relay node on behalf of the source
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Figure 10.1 The MIMO NC encoding/decoding procedure.

node. These redundant transmissions reduce the network capacity but also increase the area in-

volved by a single transmission. To make more efficient cooperative schemes we need to reduce

the number of retransmissions or cope a retransmission phase with the transmission of a new

packet. This last idea might be implemented by means of MIMONC.

In this Chapter we focus only on the first possible application of MIMONC as this thesis is mainly

related to the data dissemination problems. To deepen the problems and the possible solutions related

to the second application of MIMONC see [P10].

10.1 Description of MIMO NC

The complete flow of the MIMONC scheme is represented in Fig. 10.1. We want to point out that

all nodes are equipped with a single antenna and this system is MIMO because multiple inputs (the

IUs) are coded together by a NC matrixG to create the multiple outputs (the coded packets) that further

result in multiple received packets at the destinations. The encoding process is performed by each node

in a distributed fashion, thus potentially providing spatial diversity. MIMO provides advanced signal

processing techniques for packet decoding, while a true antenna array is helpful but not necessary.

The encoding phase starts at the channel encoder, where the MAC layer packets are channel coded.

The resulting bits are clustered and mapped into Galois symbols (here, the reference field is GF(28)).

We call the channel encoded PDUsinformation units (IUs). The IUs created by the node, along with

those previously decoded, are stored in a buffer. Throughout the Chapter, for ease of notation, we
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assume that each IU contains a single Galois symbol.1 The number of available IUs in the network is

P , and the symbol in thep-th IU is denoted asxp, p = 1, . . . , P . These IUs are linearly combined so as

to create acoded packet(CP) where the Galois symbol of then-th CP is denoted bydn, n = 1, . . . , N .

The header of each CP includes the NC random coefficientsgnp used to combine the IUs. The Galois

symbols are turned into bits (G/b operation in Fig. 10.1), and to each Galois symboldn corresponds

a vectorsn of 8 BPSK symbols{bn,1, . . . , bn,8}. The corresponding waveforms are sent through the

wireless channel, which is assumed to be frequency flat, and are collected by the receiver.

The destination performs coherent channel estimation and extracts the NC coefficients from the

header. Should the header be corrupted, the packet must be discarded because the NC coefficients

cannot be retrieved. In all the other cases, the receiver stores the packet into a buffer and updates its

estimate of theG matrix. This buffer keeps all physical layer packets related to the same generation,

i.e., the same set of IUs. These CPs have been received at different times and from different sources.

Whenever early or full decoding is possible, the node starts the detection process. The number of

received packets that can be used for detection is denoted asN . The received samples are gathered

into column vectors of 8 elementsyn. TheN vectorsyn with 1 ≤ n ≤ N , that belong to the same

generation are stacked on top of each other, so as to build an8N vectory. The channel matrix,G and

y are passed to the MIMONC decoder.

In conventional NC, each packet is separately demodulated and the NC coefficients are extracted

from the packet header. Each node can thus form a system of equations with elements in GF(28). If

P = N = 2, the system looks as follows:

(
d1

d2

)
=

(
g11 g12

g21 g22

) (
x1

x2

)

which can be solved by the Gaussian elimination procedure. Note that the two problems of demod-

ulation and NC decoding are carried out in separated stages. Classical NC can accept only packets

successfully processed by PHY, whereas any other packets can not be used.

However, these operations can be jointly performed in order to exploit spatial diversity as much as

possible. Since ML detection/decoding achieves optimal performance and is conceptually simple, the

MIMO NC decoder adopts it. Let us focus on theN = P = 2 case for ease of notation, and with no

loss of generality. Then the system to decode is:
(

y1

y2

)
=

(
H1 0

0 H2

)(
s1

s2

)
+

(
η1

η2

)

1This does not involve any loss in generality since different symbols in a packet are detected independently of each other, whereas joint detection is

performedacrosscoded packets.
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whereHn is the8 × 8 identity matrix multiplied byhn, the gain of then-th channel,sn is the vector

of 8 BPSK symbols that represents the Galois symboldn andηn is a vector of 8 independent Gaussian

random variables with zero mean and varianceσ2. Therefore, for any combination of input Galois

elementsx1, x2, there is a well defined set of output modulated waveforms. The ML criterion picks the

x1, x2 that minimize the distance between the expected received symbols[H1s1(x1, x2); H2s2(x1, x2)]

and the actual samplesy1,y2. For generalN andP , an exhaustive search can be computationally

infeasible, but past research has found ways to speed up this process. For instance, the NC matrix can

be considered as the channel encoding matrix of a non binary system. Therefore the given problem can

be cast as a joint MIMO demodulation (decode a vector of digital symbols from a vector of received

samples) and channel decoding. An efficient, ML solution to this problem has been offered by [55],

which is a modification of the famous sphere decoding algorithm (see [55] and references therein).

In order to describe this algorithm, we must first rewrite the above Galois system. Any Galois

matrix G can be written asΠG = LU , whereΠ is a permutation matrix,L is lower triangular andU

is upper triangular [56]. Since, for Galois fields,Π−1 = Π, it stems thatG = ΠLU . Therefore the

problem can be decomposed into two subproblems:

y = HΠLUx + η = HΠLz + η, z = Ux (10.1)

where a dummyP × 1 vectorz is introduced, so that the easier problemy = HΠLz+η needs to be

solved. Given a solutionz∗, x is easily found by conventional backsubstitution [56], sinceU is upper

triangular. The problemy = HΠLz+η is easier than the full one becauseL is lower triangular.

We assume here, with no loss of generality, that the received packets are already ordered so thatΠ

is the identity matrix. We recall thatyn is the 8-element column vector that includes the components of

y whose index is between8(n− 1) and8n− 1, 1 ≤ n ≤ N . Moreover,Ln denotes the row vector that

is composed by themin(n, P ) leftmost elements of then-th row ofL and finallyzn is the vector made

up by the firstmin(n, P ) elements ofz. The algorithm picks the vectorz that minimizes the distance

‖y − HLz‖2, which can be written, with a slight abuse of notation, as the sum ofN components:∑N
n=1 γ2

n =
∑N

n=1 ‖yn − hnLnzn‖2. The termhnLnzn must be regarded as the multiplication of

the scalarhn and the BPSK symbols that stem from the Galois symbolLnzn. We note that then-th

component depends only on the firstmin(n, P ) symbols inz. The sphere decoder finds a tentative

solution forz1 and computesγ2
1 . If this value is smaller than a certain thresholdρ2, thesquared sphere

radius, it will proceed consideringz2 keeping the present estimate forz1. Otherwise, the next tentative

value forz1 will be considered. Given a tentative solution for the firstk symbols, the decoder will

proceed by decoding the(k + 1)-st element if
∑k

n=1 γ2
n < ρ2. The great advantage of the sphere

decoder is that if the metric of a certain solutionS is too large, all subsequent solutions which shareS
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Figure 10.2 The test network.

as a prefix need not be considered.

In summary, each node will collect the packets, decode the header, extract the NC coefficients and

then keep the received soft samples. The node tries to decode as many transmitted packets as possible

with the collected frames. Should it fail (because a packet has been corrupted by interference or

noise), it will store the received samples and keep them so as to help the decoding of the next packets.

To avoid error propagation, nodes are allowed to combine and retransmit only information units that

have been successfully decoded. Finally, we note that in conventional MIMO the diversity is due to the

presence of multiple antennas. MIMONC, instead, may exploit three types of diversity: spatial due

to the different positions of nodes, temporal due to the different transmission times and coding due to

redundant linear combinations of IUs, if present.

10.2 Performance Analysis

Let us consider a simple case study that can be quite easily analyzed. The sample network is

reported in Fig. 10.2 where nodes 1 throughN have the sameP IUs. Each of them transmits a coded

packet (which is a random linear combination of theP original packets). Node 0 collects theseN ≥ P

coded packets and tries to recover the original frames. This scenario can happen in a network where

data dissemination has reached several nodes, thus many terminals can combine several packets at

once. In this case it is common that some nodes transmit to the same receiver several coded packets

based on the same information units [39].
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10.2.1 Classical NC Performance

The analysis for conventional NC is quite straightforward in this scenario. We shall assume that if

P CPs out ofN are correctly decoded, the original IUs can all be recovered.2 If fading is constant over

a whole packet, and it is frequency flat and Rayleigh distributed, the packet error probabilityPpk is

inversely proportional to the SNR [54]. For NC,P out ofN CPs must be correctly decoded. Therefore

the error probability is the cumulative distribution function of the sum ofN binary random variables

evaluated atP − 1.

Let us consider the special case of all the channel gainshn being independent and identically dis-

tributed. The probability of receiving fewer thanP correct packets out ofN is:

Perr =
P−1∑

k=0

(
N

k

)
(1− Ppk)

kPN−k
pk (10.2)

For smallPpk the most likely error event is that exactlyP − 1 packets have been correctly decoded. In

this case, the packet error probability is approximately:

Perr '
(

N

P − 1

)
P

N−(P−1)
pk =

(
N

P − 1

)
PN−P+1

pk (10.3)

In Rayleigh fading,Ppk ∝ 1/SNR, thusPerr ∝ 1/SNRN−P+1 and the diversity order isN − P + 1.

10.2.2 MIMO NC Performance

The equivalent input/output relation for MIMONC is reported in Eq. (10.1). The computation of

the exact error probability is rather hard. Instead, we shall pursue the pairwise error probability.

For MIMO NC, let us callcodewordthe vector which contains the Galois symbols prior to the

combination of network coding. We shall denote the codewords by the symbolsci, wherei is an integer

index. By definitionc0 is the all zero codeword and it is assumed to be the transmitted codeword in

order to compute the pairwise error probability. This is not restrictive since the matrixG is a linear

operator.

The pairwise error probability of deciding for another codewordc1 instead ofc0 is the conditioned

probability that:

‖HGc0 − y‖2 > ‖HGc1 − y‖2 (10.4)

given thatc0 was sent. After some algebra, Eq. (10.13) becomes (see [57]):

(HG(c0 − c1))
Ty < 0 (10.5)

2This approximation does not consider the negligible probability that the NC matrix may not be inverted. This probability decays as1/(256(N−P+1))
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The inner product(HG(c0 − c1))
Ty is the sum of8N terms. Let us definetn, n ∈ {1, . . . , N} as

the sum of the terms whose index goes from8(n− 1) + 1 to 8n:

tn =
8∑

k=1

[hn(b
(0)
n,k − b

(1)
n,k)][hnb

(0)
n,k + ηn,k] (10.6)

whereb
(`)
n,k is the8(n− 1) + k-th modulated BPSK symbol of thè-th codeword (̀ ∈ {0, 1}) andηn,k

is thek-th element ofηn, k ∈ {1, . . . , 8}. Sincec0 = 0, it follows thatGc0 = 0 andb
(0)
n,k = −1,∀n, k.

Clearly each of the terms that make uptn is non zero ifb(0)
n,k 6= b

(1)
n,k.3 Let wn be the number of different

bits in then-th Galois symbol betweenc0 andc1 (wn ∈ {0, 1, .., 8}). After some algebra, the decision

statisticst =
(∑N

n=1 tn

)
/2 is found as:

t =
N∑

n=1

h2
nwn +

N∑
n=1

hn

8∑

k=1

((b
(0)
n,k − b

(1)
n,k)/2)ηn,k (10.7)

There is a decoding error ift < 0. In Eq. (10.7), the first term
(∑N

n=1 h2
nwn

)
is a deterministic

number (since we assume the codewords to be known). Instead,
∑8

k=1((b
(0)
n,k−b

(1)
n,k)/2)ηn,k is the sum of

wn independent Gaussian random variables and its variance iswnσ2. Therefore
∑N

n=1 hn

∑8
k=1((b

(0)
n,k−

b
(1)
n,k)/2)ηn,k has zero mean and variance

∑N
n=1 h2

nwnσ
2. The overall decision statistics is thus a Gaus-

sian random variable with mean
∑N

n=1 h2
nwn and variance

∑N
n=1 h2

nwnσ
2 [57]. Thus the error proba-

bility conditioned to the channel state is:

Pblock = Q

(√
(
∑N

n=1 h2
nwn)2

(
∑N

n=1 h2
nwn)σ2

SNR

)

= Q




√∑N
n=1 h2

nwn

σ2
SNR


 (10.8)

A few observations can be made. First of all, the error probability averaged on the fading statistics

has diversity order equal to the number of non-zerown. If G is regarded as the generator matrix of a

linear block code, the number of non-zerown is the minimum Hamming distance of the code. The best

case occurs when the code achieves the Singleton bound [58], i.e., the minimum distance isN−P +1.

From a MIMO point of view, our system, in some sense, decodes a V-BLAST transmission with ML

decoding. In this setting it is well known that the diversity order isN , notN − P + 1, whereP now

is the number of transmitted streams [54]. However, there is no real contradiction between these two

facts. The intuitive reason is the following. In real MIMO systems, the channel matrix is real, and not

3A term may vanish also ifhnb
(0)
n,k + ηn,k = 0, but this is a zero probability event.
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Figure 10.3 Probability of full order diversity in NC by varying the input rate

a hybrid of Galois symbols and real numbers. Therefore the probability that a codeword may force

to zero some received samples is negligible. Instead, with the Galois-valued matrixG there is with

probability 1 a codeword that forcesP − 1 outputs to zero.

We also observe that our analysis predicts that the diversity order is one ifN = P . Moreover, a

conventional cooperative decode-and-forward system is a particular case of our system withP = 1.

Our formula correctly states that the diversity order would beN − P + 1 = N [59].

It is clear that conventional NC encoding does not properly exploit the spatial diversity inherent in

the system, because the sizes of the fields of NC coefficients and input symbols are equal, while in true

MIMO this is not the case. Thus we have explored what would be the performance of a MIMONC

system whose input symbols are drawn from the field GF(2K), 1 ≤ K ≤ 8. This strategy effectively

reduces the codebook and the rate. Since the codebook is smaller, there are fewer words that the

ML decoder of MIMONC may be confounded with. In particular, also the words that differ for

N − P + 1 = N − 1 elements from the correct codeword are fewer, and if there are none of them the

diversity isN . Fig. 10.3 shows, forP = 2, N ∈ {2, 3, 4}, what is the probability of having diversity

N instead ofN − 1 by varyingk. It is apparent that there is full diversity with high probability only

for k ≤ 3, which entails an unacceptable rate reduction. This shows that 1) the encoding phase of

NC as it has been known so far is not suitable to exploit spatial diversity, and 2) there might exist a

smart NC encoding scheme that could overcome this problem, but so far it implies heavy rate losses,
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Figure 10.4 Comparison of simulated MIMONC and Union Bound whenP = 2 andN = 2, 3.

that diversity alone cannot justify. On the other hand, MIMONC does achieve the maximum possible

diversity order and outperforms classic NC, since it offers a SNR gain and can exploit packets that

would not be considered by conventional NC (see the Results Section).

Even though the diversity order is the same for MIMONC and NC, the former can successfully

decode the transmitted data in many situations where NC would fail, because the joint detection and

decoding can succeed even if the single packets are corrupted. In these cases NC could not even start

recovering the data (see the next Section).

In order to check the correctness of our analysis, we have compared the Union Bound [58] for

MIMO NC whenP = 2 andN = 2, 3 with the simulated MIMONC (Fig. 10.4). It turns out that 1)

the analysis is validated since it correctly predicts the diversity order and 2) the union bound is quite

accurate since it converges for high SNR towards the simulated curve.

10.3 Simulation Results

In this Section we prove the effectiveness of MIMONC in different network configurations. Our

aim is to show in which scenarios MIMONC can achieve significant gains with respect to the classical

network coding approach.

We analyze the MIMONC approach and classical network coding in the simple topology described
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in Fig. 10.2 by varyingP andN , whereP is the number of original packets that can be combined to-

gether andN is the number of combinations ofP original packets received by the destination. We name

this scenarioStar Topology, which represents a common situation when NC is used to disseminate data

in a wireless distributed network [52]. Usually, a node can receive from its neighbors multiple packets

which are linear combinations of the same IUs. In addition, it often receives more packets than it needs

due to the data dissemination scheme in use. In these cases, according to the classical network coding

approach, these redundant packets are dropped. On the contrary, they can be used by MIMONC to

better decode the original packets in case of errors.

The main difference between MIMONC and the classical network coding algorithm is the ability

of MIMO NC to exploit spatial diversity, thus decreasing the error probability. For this reason, we

mainly focus on the system error probability which is defined as the probability that the destination

cannot successfully decode all theP packets.

Fig. 10.5 considers different cases by varyingN . The system error probability of MIMONC and

classical NC for fixedP = 2 is shown. First of all, we observe that whenN = P the two schemes

achieve similar performance. In this case, the system introduces no redundancy and there is little

diversity for MIMO NC to exploit. AsN increases, the performance gap between the two schemes

widens, being2 and3 dB for N equal to3 and4, respectively. This shows that for increasingN our

scheme performs better and better, and thus is able to reap the advantages of joint demodulation and

network coding. Moreover, note that the slope of the curves is exactlyN − P + 1 as predicted by the

theoretical analysis.

Fig. 10.6 analyzes the performance whenN = P + 1 for differentP . The performance gap be-

tween the two schemes may be expected to grow with the generation size. We note that the marginal

improvement forP > 2 is rather small, and therefore most of the benefits can be already reaped for

small generation sizes, with low computational complexity.

Finally, we mention that the Star Topology represents a worst case scenario because we consider

a destination node with an empty buffer. On the contrary, when data is disseminated via NC in a

distributed network, nodes usually have some packets stored in their buffers. These packets could have

been already decoded or not. In the former case they effectively reduceP as they do not need to be

estimated in the MIMONC decoder. In the latter, they increaseN since they are an additional set of

received samples. In both situations, the difference betweenN andP increases and therefore the gain

of MIMO NC over NC is boosted.
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Figure 10.5 System error probability: performance comparison of MIMONC and classical NC whenP = 2 and

N = 2, 3, 4.
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Figure 10.6 System error probability: performance comparison of MIMONC and classical NC whenN = P + 1.
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10.4 From MIMO NC to Super MIMO NC

MIMO NC is an important step to exploit the redundancy implicit in NC, but the quest for the

diversity inherent in NC can succeed only if both the encoding and decoding phases are redesigned

together. Thus, the previous Sections sparked the question of creating a NC/PHY layer that is as

efficient as NC but can also exploit the diversity inherent in packet combining and retransmission.

This Section deals with this problem, and proposes two novel systems. Firstly, we design a new

encoding NC phase for MIMONC, called Super MIMONC, that achieves a higher diversity order

than MIMO NC. Secondly, we will explore how the choice of the modulation affects the diversity

order of the transmission scheme, by developing a rate-adaptive strategy called Adaptive MIMONC.

We remark that any solution requires knowledge from both networking and signal processing theory,

and thus it is an interesting problem of cross-layer design.

10.5 Super MIMO NC

The previous Sections highlighted the following conclusions about the diversity order of MIMONC:

1. the diversity order of NC and MIMONC isN −P +1 as long as the NC coefficients and the IUs

are expressed by the same field;

2. MIMO NC can achieve higher diversity if the input symbols of the IUs belong to a smaller field

than the NC coefficients, while standard NC cannot improve this metric under the same condi-

tions;

3. higher diversity may imply heavy rate losses;

4. encoding and decoding must be jointly designed to achieve the spatial diversity inherent in NC.

One possible way to avoid this problem is to increase the number of symbols sent in each CP. In

conventional NC, every CP is composed by one linear combination of the IUs. Instead, we propose

each CP to include two linear combinations of the IUs. Such a system will be called Super MIMONC.

The coding phase of Super MIMONC is reported in Fig. 10.7. It is equal to that of conventional

MIMO NC, but rather than a single NC matrixG, two random NC matricesG1 andG2 are used. Each

of them combines the same IUs. In standard MIMONC, the ensuing Galois symbols generate BPSK

symbols; instead, in Super MIMONC a Galois symbol fromG1 creates the real parts of 8 consecutive

QPSK symbols, while the outputs ofG2 generate the imaginary parts. Super MIMONC creates twice

as many symbols as conventional MIMONC, and this is the price to pay to improve the detection

probability. All the NC coefficients are stored in the packet header.
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Figure 10.7 Super MIMONC system overview.

The QPSK symbolsqn are sent through the wireless channel. Each CP undergoes flat fading, and

the Rayleigh fading channel coefficient is a complex circularly symmetric Gaussian random variable

hn. Thus, let us focus on a generic received sampleyn
4 of then-th received coded packet:

yn = y(r)
n + jy(i)

n =

= (h(r)
n + jh(i)

n )(q(r)
n + jq(i)

n ) + η(r)
n + jη(i)

n =

= (h(r)
n q(r)

n − h(i)
n q(i)

n ) + j(h(r)
n q(i)

n + h(i)
n q(r)

n ) +

+ η(r)
n + jη(i)

n

whereη
(r)
n + jη

(i)
n is a complex valued, circularly symmetric Gaussian noise with varianceσ2/2 per

component. This relation can be turned into matrix form:

(
y

(r)
n

y
(i)
n

)
=

(
h

(r)
n −h

(i)
n

h
(i)
n h

(r)
n

)(
q
(r)
n

q
(i)
n

)
+

(
η

(r)
n

η
(i)
n

)
(10.9)

The received signal is complex valued. The decoding phase is carried out by means of Sphere

Decoding (SD), which requires real signal processing in its most common version. Generally speaking,

for N received CPs, the equivalent input-output relation can be written as [60]:

(
y(r)

y(i)

)
=

(
H(r) −H(i)

H(i) H(r)

)(
q(r)

q(i)

)
+

(
η(r)

η(i)

)
(10.10)

4Throughout this Section, the real (imaginary) part of a complex numbera is denoted bya(r)
�
a(i)

�
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whereH(r) andH(i) are8N × 8N diagonal matrices andη(r), η(i) are real-valued vectors made up

by 8N iid Gaussian noise samples. The diagonal ofH(r) (H(i)) is made up byN 8 × 8 matrices

{H(r)
n }, 0 ≤ n ≤ N − 1 (H(i)

n ). EachH(r)
({H(i)}) is equal to the8× 8 identity matrix multiplied by

h
(r)
n (h(i)

n ). We point out thatH =

[
H(r) −H(i)

H(i) H(r)

]
has the following property:

H ′ = HT H =

(
H(r) H(i)

−H(i) H(r)

)(
H(r) −H(i)

H(i) H(r)

)
=

=

(
H(r)2 + H(i)2 0

0 H(r)2 + H(i)2

)
(10.11)

which is a diagonal matrix. Each element in the diagonal ofH(r)2 + H(i)2 is exponentially distributed,

and the elements at index{8n, .., 8(n + 1) − 1} are the squared envelopes of the channel seen by the

n-th packet.

Therefore the received samplesy must be left-multiplied by theHT matrix, so as to diagonalize the

equivalentH matrix. At this point, the decoder has to solve a system of the type:

Y = H ′Gx + η′ (10.12)

whereY is the16N vector of the received samples (the first and last8N are respectively the real and

imaginary parts of the complex-valued received samples),H ′ = HT H, G = [G1; G2] andη′ = HT η.

The real (imaginary) part ofk-th noise sample of then-th CP η
′(r)
n,k (η

′(i)
n,k) is a zero mean Gaussian

random variable with variance|h2
n|σ2/2, since it can be expressed ash

(r)
n η

(r)
n,k ∓ h

(i)
n η

(i)
n,k. This problem

is formally identical to what has been solved in conventional MIMONC by means of sphere decoding

[55]. In this case, the matrixG has size2N × P and the diagonalH ′ matrix is16N × 16N .

10.5.1 Performance Analysis

We shall prove in this Section that Super MIMONC can improve the diversity order of the system.

The performance of the system can be analyzed by means of the pairwise error probability. Given that

the all zero codewordc0 was sent, the decoder decides for a different codewordc1 if: 5

‖H ′Gc0 − y‖2 > ‖H ′Gc1 − y‖2 (10.13)

given thatc0 was sent. After some algebra, Eq. (10.13) becomes:

5For ease of notation, as in 10.2 we assume in this analysis that each IU contains a single Galois symbol. This does not involve any loss in generality

since different symbols in a packet are detected independently of each other, whereas joint detection is performedacrosscoded packets.
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(H ′G(c0 − c1))
Ty < 0 (10.14)

The passage stems from the fact that‖H ′Gc0‖2 is the energy of the vector of modulated symbols.

Since each of them has constant envelope, the energy of‖H ′Gc0‖2 or ‖H ′Gc1‖2 does not depend on

the codewordc0 or c1.

Let us assume that a QPSK symbol is received with average powerPr. Then, after some algebraic

steps [57] and closely following the analysis for standard MIMONC 10.2, the decision statistic is:

t =
N−1∑
n=0

|hn|2wn

√
Pr

2
+

+
N−1∑
n=0

7∑

k=0

((b
(r,0)
n,k − b

(r,1)
n,k )/2)η

′(r)
n,k

+
N−1∑
n=0

7∑

k=0

((b
(i,0)
n,k − b

(i,1)
n,k )/2)η

′(i)
n,k (10.15)

whereb
(r,0)
n,k (b

(i,0)
n,k ) is the in phase (in quadrature) bit of thek-th (0 ≤ k ≤ 7) QPSK symbol in then-th

packet,η′(r)n,k (η
′(i)
n,k) is the real (imaginary) part of thek-th noise sample for then-th coded frame and

wn = w
(r)
n + w

(i)
n , w

(r)
n =

∑7
k=0((b

(r,0)
n,k − b

(r,1)
n,k )/2), w

(i)
n =

∑7
k=0((b

(i,0)
n,k − b

(i,1)
n,k )/2). w

(r)
n (w

(i)
n ) is the

number of non zero bits in then-th component ofG1(c0 − c1) (G2(c0 − c1))

There is a decoding error ift < 0. In Eq. (10.15), the first term
∑N−1

n=0 |hn|2wn

√
Pr/2 is a determin-

istic number (since we assume the codewords to be known). Instead,
∑7

k=0((b
(r,0)
n,k − b

(r,1)
n,k )/2)η

′(r)
n,k +∑7

k=0((b
(i,0)
n,k − b

(i,1)
n,k )/2)η

′(i)
n,k is the sum ofwn independent Gaussian random variables and its vari-

ance iswnσ
2/2|hn|2. Therefore

∑N−1
n=0

∑7
k=0((b

(r,0)
n,k − b

(r,1)
n,k )/2)η

′(r)
n,k has zero mean and variance∑N−1

n=0 |hn|2wnσ2/2. The overall decision statistics is thus a Gaussian random variable with mean∑N−1
n=0 |hn|2wn

√
Pr/2 and variance

∑N−1
n=0 |hn|2wnσ2/2, and hence the error probability is:

Perr = Q




√√√√√√

(∑N−1
n=0 |hn|2wn

)2

Pr/2(∑N−1
n=0 |hn|2wn

)
σ2/2


 =

= Q




√√√√
N−1∑
n=0

|hn|2wnΛ


 (10.16)

whereΛ = Pr/σ
2 is the average Signal to Noise Ratio. A few observations can be inferred. First of

all, the diversity order is equal to the number of different|hn|2 that are present in the argument of the
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Gaussian complementary cumulative distribution function (the Q function). On one hand, there can

be at mostN of them, because there are2N terms but each of them is repeated twice. On the other

hand, ifG is regarded as the generator matrix of a linear block code, the number of non-zerow
(r)
n and

w
(i)
n is the minimum Hamming distance of the code. The best case occurs when the code achieves the

Singleton bound [58], i.e., the minimum distance is2N −P +1. Therefore,P −1 terms in Eq. (10.16)

may disappear. The diversity order decreases by one if, for the samen, w
(r)
n = w

(i)
n = 0. Since at most

P − 1 w
(r)
n or w

(i)
n terms can vanish, the diversity order can be lowered at most byb(P − 1)/2c and

thus the slope of the Packet Error Rate vs SNR curve is at least:

D(N,P ) = N −
⌊

P − 1

2

⌋
(10.17)

If P = 2, one term vanishes, but no diversity is lost, since each channel is present twice in

Eq. (10.16). Therefore, the diversity order is alwaysN . If P > 2, the diversity order will be smaller

thanN if the terms relative to the same channel vanish (i.e.,∃n : w
(r)
n = w

(i)
n = 0). This event can

be analyzed by falling back on a closely related problem: given2N balls indexed from 0 to2N − 1,

P − 1 of them are removed. What is the probability that one even index and the following odd index

are drawn? The probability of not choosing any two balls in a forbidden configuration is as follows.

Each time thek-th ball is moved out, the next ball (which can be drawn from2N −k positions) should

not be picked from any of thek urns such that a ball with an even index is followed by an odd index.

This probability is(2N − 2k)/(2N − k). Thus the probability of having diversityN is:

Pfull =
P−1∏

k=1

2N − 2k

2N − k
(10.18)

Fig. 10.8 plots this equation for different values ofN andP . It is clear that for largeN and fixedP

the probability of having full diversity approaches 1, because all the factors in Eq. (10.18) go to one.

However, the rate of convergence is quite slow. This speed can be estimated for largeN as:

1− Pfull = 1−
P−1∏

k=1

(
1− k

2N − k

)
'

P−1∑

k=1

k

2N − k
'

' 1

2N

P−1∑

k=1

k =
P (P − 1)

4N
(10.19)

This equation reveals that the system approaches full diversity with a speed that decays inversely

with N , but the number of combined packets has a quadratic weightP (P − 1).
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Figure 10.8 Probability of having full diversity for Super MIMONC for P ∈ {3, 4, 5, 6}

10.5.2 Adaptive MIMO NC

The previous analysis has shown that Super MIMONC can guarantee a diversity order of at least

N − ⌊
P−1

2

⌋
. However, this comes at the price of a reduced transmission rate, since a more spectrally

efficient constellation has been used but the effective data rate has not been changed. According to

the situation, it may be desirable to have lower error probabilities or higher transmission rates. In

particular, we note that when there is little redundancy at the receiver (N = P ), the error rates of

standard MIMONC can be quite high. Therefore it may be desirable to quickly reduce the error rate

in the early data dissemination stages. Hence, we propose a simple rate adaptation scheme which

works as follows. The SNRs of the received coded packets (even the corrupted or redundant ones) are

stored and sorted. If the strongestP SNRs are larger than a thresholdT (which is a design parameter),

then the error rate is assumed to be sufficiently low and thus standard MIMONC is used. If it is not

the case, Super MIMONC is employed, in order to reduce the error rate down to acceptable levels.

We shall call such a scheme Adaptive MIMONC.

We conclude this Section by noting an important fact: in adaptive MIMONC, the CPs are trans-

mitted according to either MIMONC or Super MIMONC, and the decoder can demodulate/decode

a set of CPs which have been sent according to different schemes, as soon as the adopted modulation

scheme is known. This enables the nodes to decide which strategy to employ in a completely dis-
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Figure 10.9 The test networks.

tributed fashion, without any exchange of information to coordinate them. Thus MIMONC and Super

MIMO NC can seamlessly coexist, and this is another reason that makes Adaptive MIMONC viable.

10.6 Performance Results

In this Section we prove the effectiveness of Super MIMONC and Adaptive MIMONC in different

network configurations by comparing them with the basic MIMONC scheme and the classical NC

approach.

We focus on two different scenarios. First, we consider the simple topology described in Fig. 10.9a

by varyingN andP . This scenario will be namedStar Topology. Second, we compare the performance

of the different versions of the MIMONC scheme in the well known network topology presented

in [36], here referred to asButterfly Topology(Fig. 10.9b).

The main difference between classical network coding, MIMONC and Super MIMONC is the

ability of the schemes based on MIMONC to exploit spatial diversity, thus decreasing the error proba-

bility. For this reason, we mainly focus on the system error probabilityPsys, defined as the probability

that at least one of the destination nodes does not receive one or more packets intended for it.

10.6.1 Star Topology

We report in this Section simulation results about the Super MIMONC performance compared

with the basic MIMONC approach and classical NC in the Star topology which is representative of
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common situations where, for instance, data is disseminated through random network coding protocols.

Our main aim is to highlight the benefits obtained by Super MIMONC in achieving a higher diversity

order.

In the Star configuration,N nodes(1, · · · , N) share the sameP IUs and they are charged to send

them to the destination, i.e., the central node0. In Fig. 10.10 we report the system error probability,

Psys (i.e., the probability that node 0 can not decode at least one of theP IUs) for the caseP = 2 and

N = 2, 3. We point out that the diversity order changes according to Eq. (10.17). Let us focus on the

caseP = 2 andN = 2. In this situation, it can be noted that MIMONC and NC achieve the same

performance while Super MIMONC guarantees both a higher diversity order and substantial gains

(e.g., about8 dB atPsys = 10−2)over the other schemes. This proves that Super MIMONC can obtain

significant performance improvements also whenN andP are the same. The same behavior can be

observed also whenN = P + 1. In this case, MIMONC guarantees a gain of about2 dB over the

classical NC approach but Super MIMONC can achieve a lowerPsys with a gain of about6 and8 dB

over MIMO NC and NC, respectively. This analysis proves that Super MIMONC is a good solution

to enhance the reliability of MIMONC. In the next Section we evaluate its performance in a more

realistic and complex scenario.
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10.6.2 Butterfly Topology

In this Section, we consider the Butterfly Topology (see Fig. 10.9b) which is one of the best known

reference scenarios for network coding [36]. LetA andB be two source nodes which generate two

original packetsx1 andx2. NodesE andF are the destinations and they want to successfully receive

bothx1 andx2. Each of the intermediate nodes,C andD, transmits a packet which is a linear combi-

nation ofx1 andx2. Note that in this situation, intermediate nodes can transmit some packets only if

they can successfully recover some of the IUs. This means that the destinations can receive between

two and four combined packets depending on how many intermediate nodes retransmit. This scenario

is a little bit more complex than the previous one as nodes are placed at different distances and only

the two source nodes have the IUs at the beginning.

The system error probability, in this case, is defined as the probability that at least one of the two des-

tinations does not successfully receive at least one of the two original packets. Fig. 10.11 compares the

system error probability of Super MIMONC, MIMO NC, NC and Adaptive MIMONC with two val-

ues for the SNR thresholdT (i.e.,T = 12 dB andT = 16 dB). We first observe that Super MIMONC

always guarantees better performance with a gain of4 dB over the basic MIMONC scheme and

about1 ÷ 2 dB over Adaptive MIMONC. The plot shows that the error probability curves of Super

MIMO NC and Adaptive MIMONC are comparable and they are steeper than those of MIMONC

and NC. Finally, we note the both MIMONC and NC show the same behavior for high SNR values.

The slope decreases and the curves flatten to the constant value of1/256. This is due to the fact that in

MIMO NC and classical NC, the two sources may send linearly dependent CPs. If it is the case, the

received2× 2 G matrices are not invertible and neither the relays nor the destinations can decode any

packet. Such an event happens with probability1/256, which is exactly the observed value.

The advantages of the Adaptive MIMONC scheme are pointed out in Fig. 10.12 where the average

transmission rates of all schemes normalized to the transmission rate of MIMONC are shown. As

expected, MIMONC guarantees fastest transmissions and, on the contrary, the transmission rate of

Super MIMONC is halved. Therefore, Adaptive MIMONC can achieve higher transmission rates

than Super MIMONC guaranteeing also good performance in terms of error probability.

Some observations related to the average transmission rate of Adaptive MIMONC can be inferred.

We observe that, in the Butterfly topology, there can be at most four transmissions. Let us assign to the

rate of each transmission with MIMONC the reference value of1. Thus, the average transmission rate

for MIMO NC is 1. According to this assumption, the average transmission rate of Super MIMONC

is 0.5 as each packet is transmitted at half the rate of MIMONC. Using the adaptive scheme we can

achieve at most an average transmission rate equal to0.75 as the source nodes communicate at rate

0.5 while the relay nodes can use at most a rate equal to1, therefore the maximum transmission rate
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averaged over all nodes is(0.5 + 0.5 + 1 + 1)/4 = 0.75. In addition, the average transmission rate

achieved by the adaptive scheme depends on the selection of the thresholdT . The higher the threshold

value, the lower the transmission rate. Moreover, for high average SNR, the relay nodes never need

to employ Super MIMONC, therefore the top transmission rate (0.75) is reached. This proves that

the idea of tuning the modulation scheme according to the number of collected packets is a promising

approach to increase both the diversity gain and the transmission rates of MIMONC systems.

10.7 Conclusions

In this Chapter, we proposed a scheme which jointly combines NC and MIMO in order to achieve

more robustness with respect to packet losses. The basic idea comes from the fact that NC and MIMO

systems can be described by similar equations and so they can be easily integrated. Nevertheless, to

achieve this goal, we have to move NC functionalities towards the physical layer and implement a more

sophisticated decoding phase in order to exploit spatial diversity. We name this scheme MIMONC and

we prove its effectiveness by both theoretical and simulation analysis. We focus on a simple network

configuration which is significant in the context of data delivery via NC. The obtained results show

that MIMO NC is a promising approach as it can strongly increase the system performance in terms

of system error probability when communications are affected by fading.
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Secondly, we have proposed an improvement to the encoding procedure in the MIMONC system.

The main aim of such an approach is to increase the maximum diversity order achieved by MIMONC

in order to reduce the system error probability. We have named the novel scheme Super MIMONC

and we have compared its performance against classical NC and basic MIMONC, showing that a

higher diversity order is effectively achieved. In addition, we developed also a hybrid scheme, named

Adaptive MIMO NC, which trades off reliability against transmission rate. Finally, we have proved its

effectiveness in a well known network configuration.

Finally, we want to point out that the application of MIMONC presented in this Section is only

one of the possible uses of our approach. We give a tool which can be implemented in different

environments for different purposes leading to interesting future approaches. We mention that, for

instance, MIMONC can be applied also in cooperative communications to increase the efficiency of

the system.





11
Conclusions

Observe Everything.

Communicate Well.

Draw, Draw, Draw.

(Frank Thomas)

In this thesis we dealt with the problem to efficiently disseminate data in pervasive systems. To

distribute a great amount of data to multiple users is an important service/application that modern

networks have to offer at different network layers. At the application level there are a lot of interesting

applications related to this: file sharing, files downloads, broadcast of video streams and so on. At

lower levels, networking protocols often require to distribute control, topology, service information to

all nodes in order to organize and maintain the network operability. Thus, data dissemination scheme

is a crucial service which has to be implemented in an efficient way. Achieving this goal in wireless

environments involves a lot of challenging issues due to the characteristics of the medium and to the

lack of synchronization and organization among devices. In this thesis, we focused on two different

applications which require a proper data dissemination scheme. The choice was aimed at pointing

out the most interesting peculiarities, impairments and constraints related to the data dissemination

problem. The first application deals with the data distribution of alert messages in inter–vehicular

networks while the second one consists on spreading data over a large pervasive system via network

coding.

The main outcomes of this study can be summarized as follows.

• Dissemination of alert messages in inter-vehicular networks -This kind of application requires

the development of a reliable data dissemination scheme which can offer very low latency. Thus,

we have designed a MAC protocol for disseminating data which minimizes the time required to

deliver data to all interested nodes. The proposed protocol, named Smart Broadcast Protocol (SB),

is a position-based scheme which does not require any network knowledge, it can be implemented

in a distributed way and it is robust to the node mobility and to variable node density. We have

analyzed its performance from both a theoretical point of view and via simulations. We have

proposed also a way to optimize the design parameters of SB. Finally, we have compared SB

with other existing schemes in order to point out that our optimization strategy leads to better

135
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performance than the existing solutions. In particular, minimizing the time required to broadcast

the message on one hop seems to be a better strategy than maximizing the maximum one hop

advancement.

• Data dissemination in pervasive system -The main aim of a data dissemination scheme in such a

context is to reduce as much as possible the number of transmission required to deliver a certain

amount of data to all nodes. This means saving network resources in terms of energy, bandwidth,

and so on. To achieve this goal in a distributed way we have decided to exploit the functionalities

offered by network coding, a recent network paradigm whose aim is just the reduction of the

number of transmission in order to increase the network throughput. It consists on the introduction

of a data processing phase in addition to the simple data dissemination scheme. A lot of work

has proved the effectiveness of network coding in ideal settings. Our contribution on this topic is

manifold.

First, we dealt with practical aspects by analyzing data dissemination schemes based on network

coding. This study has pointed out that network coding is particularly sensitive to realistic MAC

and physical protocols thus, it can not achieve the theoretical performance also in practical set-

tings. The main problems are related to the packet losses caused by interference and collisions.

But also the random access mechanisms, such as the CSMA/CA, strongly affect the performance

as they can not guarantee the good packet mixing needed by network coding strategy.

Second, we have proposed a different network coding approach to solve the problems highlighted

by the previous analysis. Our proposal consists on a proactive network coding scheme, named

ProNC, which outperforms the existing data dissemination protocols based on network coding and

guarantees performance similar to those protocols which have a complete network knowledge.

Third, we have observed that network coding is particularly sensitive to the packet losses thus its

robustness has to be increased to guarantee good performance also in noisy environments. We

have focused on channel affected by fading and we have proposed a scheme which integrates

network coding and MIMO techniques in a single communication system. The aim is to exploit

both the benefits of network coding, i.e., the reduction of the number of transmissions and the

potentiality of MIMO, i.e., the use of the spatial diversity. We have proved that the proposed

scheme, namely MIMONC, can strongly reduce the packet error probability with respect to the

classical network coding approach. Hence, MIMONC can represent a valid and more robust

alternative to the classical network coding paradigm and it can further increase the performance

of the data dissemination schemes.

The analysis of such application scenarios gave us the opportunity to face most of the interesting
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problems related to the data dissemination. In particular, on the one hand we have investigated how

it is possible to guaranteed reliability and low latency in a distributed way. On the other hand, we

focused on the reduction of the network resource consumption to develop schemes with a low impact

on the network itself. Both solutions can found interesting applications in different kind of networks

such as WSNs or mesh networks. Our network coding schemes, for instance, can also be applied in

the dissemination of multiple queries or they can be used to gather data from sensors. The MIMONC

approach can be useful not only to increase the data dissemination performance but also, as an exam-

ple, to develop cooperative MIMO systems which exploit the benefit of network coding. The Smart

Broadcast Protocol could be used also in real time applications and enhanced to work in more complex

urban area by including a two dimensional management of nodes.
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