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Abstract

The Enhanced NeUtrino BEams from Kaon Tagging (ENUBET) project
aims at developing a first “monitored” neutrino beam, in which the neutrino
flux could be measured with a Op1%q precision. To do so, the secondary
particles decay tunnel will be fully instrumented with compact segmented
calorimeters, with the goal of tagging each K` ÝÑ π0 e` νe (Ke3) decay. As
a consequence of this, a high precision measurement of the νe cross-section
could be performed, since the uncertainty on the neutrino flux represents
the current main limitation. A full instrumentation of the decay tunnel
significantly influences the requirements on the extraction of the primary
protons. The pile-up in the detectors rules out the fast-extraction scheme,
and calls for the use of the slow resonant extraction, in which continuous
spills of the length of several seconds are extracted from the accelerator.
Such a long spill would require the use of static focusing devices on the
beamline. However, given the low number of produced νe, speeding up the
cross-section measurement by resorting to a magnetic horn for improved
focusing represents an appealing idea. This would require to modify the
slow extraction scheme in order to produce a new “pulsed” version of it, with
pulse lengths of the order of some millisecond.
In the present work, such a pulsed slow extraction scheme is designed, imple-
mented, and tested at CERN-SPS, with the goal of proving its feasibility ac-
cording to the requirements of ENUBET. The obtained experimental results
are validated with simulations and future possible improvements are inves-
tigated. In connection to this, a dedicated study on the frequency response
to magnet ripples of the slow extraction process is undertaken: this prob-
lem is strictly connected with the performance of the pulsed slow extraction,
and can also significantly contribute to improve the standard continuous-
spill operation of the experiment (and any other fixed target facility). Both
measurements and simulations are used to characterize the process and pro-
pose meaningful improvements. Finally, a framework for the simulation and
optimization of the ENUBET magnetic horn is developed. This is used to
start the investigation of the potential flux gain which could come from the
use of the magnetic horn in the ENUBET beamline, coupled with the pulsed
slow extraction.
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Sommario

Il progetto Enhanced NeUtrino BEams from Kaon Tagging (ENUBET)
ha come obbiettivo lo sviluppo di un fascio di neutrini “monitorato”, in cui
il flusso di neutrini in uscita possa essere misurato con una precisione del-
l’ordine del 1%. Per fare ciò, il tunnel di decadimento per le particelle se-
condarie sarà completamente instrumentato, con l’intento di misurare ogni
decadimento K` ÝÑ π0 e` νe (Ke3). Questo implicherebbe la possibilità
di portare a termine una misura ad alta precisione della sezione d’urto dei
neutrini elettronici; infatti, ad oggi, la principale limitazione su tale misura
è l’incertezza sul flusso di neutrini prodotto. Equipaggiare l’intero tunnel
di decadimento con rivelatori di particelle pone dei vincoli significativi su
come debbano venire estratti i protoni primari. Infatti, il tipico caso della
estrazione veloce comporterebbe la saturazione dei rivelatori. Questo fa sì
che sia necessario utilizzare la estrazione lenta (slow resonant extraction),
in cui un flusso di protoni continuo viene estratto in un intervallo di tempo
di alcuni secondi. Con tempi di estrazione così lunghi, utilizzare elementi
di focalizzazione statici (cioè non impulsati) sembra essere l’unica opzione.
Tuttavia, dato il basso numero di neutrini elettronici prodotti, velocizzare
la misura della sezione d’urto utilizzando un cosiddetto “magnetic horn” per
aumentare il numero di particelle focalizzate è una idea allettante. Fare que-
sto significherebbe modificare lo schema di estrazione dei protoni in modo
da creare una versione “impulsata” della estrazione lenta, con impulsi della
lunghezza temporale di pochi millisecondi.
In questo lavoro, tale schema di estrazione lenta impulsata sarà progettato,
sviluppato e testato al CERN-SPS, con l’obbiettivo di dimostrarne la fattibi-
lità, compatibilmente con i vincoli posti da ENUBET. I risultati sperimentali
ottenuti saranno validati con simulazioni, e verranno considerate e studiate
nuove possibilità di miglioramento non testate all’acceleratore. Relativa-
mente a questo, sarà effettuato uno studio della risposta in frequenza del
processo di estrazione lenta. Questo problema, oltre ad essere connesso con i
risultati sul lavoro dell’estrazione impulsata, è anche molto utile per miglio-
rare la qualità dell’estrazione lenta nominale per ENUBET (e per qualsiasi
altro esperimento che la utilizzi). Sia misure che simulazioni saranno usate
per caratterizzare al meglio questo processo e proporre dei possibili migliora-
menti. Infine, verrà sviluppato un insieme di simulazioni volte allo studio e
all’ottimizzazione del “magnetic horn” per ENUBET. Questo permetterà di
iniziare a valutare il possibile aumento di flusso derivato dall’utilizzo di tale
strumento nella linea di fascio di ENUBET, accoppiato all’estrazione lenta
impulsata.
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Chapter 1

Motivation and outline

The estimation of the produced neutrino flux from accelerator neutrino ex-
periments has always been a challenging process, which makes up for a sig-
nificant part of the systematic budget. While for observations of neutrino
oscillations in disappearance mode (e.g.. νµ Ñ νµ) this error component can
be reduced by the employment of a near-far detector system, for the new
era of appearance mode oscillation experiments (e.g. νµ Ñ νe) aimed at the
detection of leptonic CP-violation this becomes more complicated, making
this error an obstacle for the discovery.

A possible solution to the problem is proposed by the Enhanced NeUtrino
BEams from Kaon Tagging (ENUBET) project. The goal of ENUBET is to
develop a so called “monitored” neutrino beam, in which the decay tunnel is
instrumented with fine-grained (Op10 cm2q) detectors in order to estimate
the neutrino flux with a direct measurement of the neutrino production ver-
tices decay products. This would allow to decouple the neutrino flux esti-
mation from everything which is upstream of the decay tunnel (e.g. hadron
production simulations, hadron production data and measurements etc.),
and which usually significantly contributes to its uncertainty. It has been
estimated that in such a way the measurement precision could reach the 1%
level, which would allow for a direct short baseline cross-section measure-
ment at the same order of uncertainty. This result would be of particular
importance for the electron neutrino, for which precise cross-section mea-
surements at the energy range typical of oscillation experiments (a few GeV)
are missing.

From initial simulations ENUBET has shown that, among all the com-
ponents of the secondary beam traveling along the decay tunnel, not only
charged kaons are the main source of positrons through the Ke3 decay chan-
nel (e.g. K` ÝÑ π0 e` νe), but the produced positrons are also emitted at an
angle significantly higher than all the other decay products of all the particles
in the beam. This makes the positron from Ke3 a significant fraction of all
the particles hitting the decay tunnel walls. The practical goal of ENUBET

1
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is then to discriminate each positron hitting the tunnel walls against any
other event: this would allow for a direct estimation of the electron neutrino
flux, potentially reaching the 1% precision.

The main problem related with the full decay tunnel instrumentation is
pile-up: in order to maintain an efficient tagging of the positrons, the rate of
particles hitting the target needs to be low enough (À 500 kHz{ cm2). As a
consequence, the fast-extraction of the primary protons typically employed
in neutrino beams cannot be operated, since it would completely saturate the
detectors. The slow resonant extraction becomes then the primary proton
extraction method for ENUBET; in this case, intensities up to 1013 protons
could be continuously extracted in a few seconds, as opposed to tens of mi-
croseconds for the fast-extraction case. One of the significant advantages of
the fast extraction would be lost: the possibility of focusing the beam us-
ing a magnetic horn. The latter device is a pulsed focusing element (which
cannot usually sustain pulses longer than a few ms) with a superior angular
and momentum acceptance with respect to common static focusing elements
as quadrupoles. With a nominal slow extraction, only static elements could
be used on the beamline, and taking an electron neutrino cross-section mea-
surement at the 1% of statistical error could take a significant amount of
time, especially taking into account that charged kaons make up for only a
small fraction of secondary flux, and the Ke3 branching ratio is about 5%.
For this reason, while keeping the development of a static beamline as the
baseline option, ENUBET has decided also to investigate the possibility of
using a magnetic horn, so to potentially speed up the measurement. The
basic idea for a horn operation of ENUBET would be to modify the slow
extraction scheme to a new pulsed version of it. By slow extracting a few
millisecond-long proton pulses repeated during the Op1sq nominal extrac-
tion time, a magnetic horn could potentially be used without exceeding the
pile-up threshold, but still increasing the integrated flux due to its superior
acceptance.

The theoretical design and operational implementation of this new type
of extraction, together with the investigation of the possible horn-based op-
eration of ENUBET, are the core topics of this Ph.D. work. In particular,
the CERN-SPS is the accelerator used to develop and test the new extraction
method. The SPS provides its main physics users (the experiments at the
North Area) with a slow-extracted spill of protons at 400 GeV. This is ideal
for the production of a significant amount of kaons at the design momentum
of 8.5 GeV requested by ENUBET. According to the pile-up threshold esti-
mations, the requested extracted pulse lengths would need to be between 2
and 10 ms, with a repetition rate of 10 Hz. These requirements are addressed
with dedicated beam dynamics simulations and beam measurements, target-
ing the optimization of the temporal spill structure. The outcomes from these
studies are then exploited to characterize and improve the spill quality of the
standard slow extraction. Finally, a systematic investigation of the possible
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kaon-flux gains which can be achieved with the horn, with respect to the
static focusing case, is carried out, exploring potential horn geometries for
ENUBET.

The structure of the work is organized as follows. In Chapter 2, the ba-
sic physics concepts are introduced, together with an overview of the ENU-
BET project and the SPS with its slow extraction. The implementation,
experimental results, and simulation study of the new pulsed slow extrac-
tion method are detailed in Chapter 3. Chapter 4 is dedicated to the study of
the frequency transfer process of the slow extraction, in terms of frequency
ripples on the magnets. In Chapter 5, a full simulation and optimization
framework for the magnetic horn is presented. Finally, conclusions and pos-
sible outlooks are discussed in Chapter 6.
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Chapter 2

Introduction

2.1 Neutrino physics

The importance and relevance of neutrino physics as a probe for the Stan-
dard Model of particle physics (and beyond) is growing steadily over the
last decades. An overview of this field, focusing in particular on neutrino
oscillations, will be outlined in this section; for more details, several in-depth
resources are available [1–4].

Only about two decades ago, the solution of the Solar Standard Model
puzzle by the SNO experiment [5, 6] led to the decisive evidence of the neu-
trino oscillation phenomenon, with the important implication that neutrinos
are massive particles.

According to the Standard Model, neutrinos are neutral fermions associ-
ated to each lepton as a part of the same SUp2q-doublet of the weak force.
In particular, in the same way as for leptons, mass terms for the neutrinos
can be generated from the Yukawa interaction with the Higgs boson. The
mass generation implies that the lagrangian weak-interaction term L

CC

I,L
for

the leptonic charged current would take the form of:

L
CC

I,L
“

g

2
?

2
ν̄i γ

µp1´ γ5qWµ Uij lj ` h.c. (2.1)

where ν and l are respectively the neutrino and lepton operators, pi, jq
are mass operator indexes, and U is the Pontecorvo-Maki-Nakagawa-Sakata
(PMNS) mixing matrix. Equation 2.1 could seem to lead to analogous con-
sequences to the quark mixing case, determined by the Cabibbo-Kobayashi-
Maskawa (CKM) mixing matrix. There is, however, a substantial difference:
since the neutrinos can only interact via the weak force, only the flavor
states can be experimentally observed, which are a linear combination of the
mass eigenstates. This leads directly to the neutrino oscillation phenomenon,
i.e. neutrinos can spontaneously oscillate to different flavors. On top of this,
the neutrinos, being neutral massive fermions, are potentially allowed to be

5
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Majorana particles [7]. It can be proven that this is a more fundamental rep-
resentation than the Dirac one, implying that the most general expression
of the PMNS mixing matrix is:

U “ UDDM (2.2)

with UD being the unitary Dirac mixing matrix, and DM a diagonal matrix
containing the Majorana phases. In particular:

UD “

¨

˝

1 0 0
0 c23 s23

0 ´s23 c23

˛

‚

¨

˝

c13 0 s13e
´iδ

0 1 0
´s13e

iδ 0 c13

˛

‚

¨

˝

c12 s12 0
´s12 c12 0

0 0 1

˛

‚

“

¨

˝

c12c13 s12c13 s13e
´iδ

´s12c23 ´ c12s23s13e
iδ c12c23 ´ s12s23s13e

iδ s23c13

s12s23 ´ c12c23s13e
iδ ´s23c12 ´ s12c23s13e

iδ c23c13

˛

‚, (2.3)

and
DM “ diagp1, eiλ1 , eiλ2q (2.4)

where ps{cqij “ psin { cosqpθijq and θij , δ, and λi are real phases. One
important consequence of the δ phase is to violate the leptonic CP symmetry,
as it makes UD a complex matrix. The probability of a flavor oscillation in
vacuum, given a certain neutrino energy E and distance L from the neutrino
source, can be expressed as:

PναÑνβ pL,Eq “ δαβ ´ 4
ÿ

iąj

<rUαiU˚βiU˚αjUβjs sin2
∆m2

ijL

4E
`

` 2
ÿ

iąj

=rUαiU˚βiU˚αjUβjs sin
∆m2

ijL

4E

(2.5)

where ∆m2
ij :“ m2

i´m
2
j , and pi, jq are the neutrino mass indexes. Several

important implications can be proven from Eq. 2.5 and the expression of the
mixing matrix (Eqs. 2.3 and 2.4):

• The Majorana phases get always canceled in the matrix product. The
neutrino oscillation process is not sensible to the Majarona phases, and
cannot be used to prove whether neutrinos are Majorana particles.

• The neutrino oscillation process can be used to measure all the param-
eters of the Dirac mixing matrix, and also the squared mass differences
of the neutrinos.

• The CP-violating phase δ can only appear inside the imaginary matrix
product term (i.e. third addendum of Eq. 2.5). This implies that only
experiments in “appearance” mode (i.e. α ‰ β) are sensible to CP
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violation, as opposed to experiments in “disappearance” mode (i.e. α “
β). In particular, it can be shown that for the case of anti-neutrinos
the only difference with Eq. 2.5 is the switch of the sign of the third
addendum, leading to a CP asymmetry of:

PναÑνβ ´ Pν̄αÑν̄β “ 4
ÿ

iąj

=rUαiU˚βiU˚αjUβjs sin
∆m2

ijL

4E
(2.6)

• The oscillation probability fluctuates as a function of the distance L
from the source. In particular, at the position of the source L “ 0, no
oscillation takes place.

While neutrino oscillation experiments are sensible to the squared mass
differences, nothing can be inferred on the absolute values of the neutrino
masses, which are still unknown and bound to very small values (ă eV) from
cosmological constraints [3].

A neutrino oscillation experiment has the goal to measure the oscillation
probabilities PναÑνβ pL,Eq: the source-detector distance L (and, when pos-
sible, the neutrino energy E) is chosen in order to maximize the oscillation
probabilities for a defined pair of mass neutrinos. Typically, the situation is
more complicated than the case of Eq. 2.5, as effects of neutrino-matter inter-
action and a spread of neutrino energies need to be taken into account. Neu-
trino oscillation experiments are divided according to the employed source of
neutrinos, as solar, atmospheric, reactor, and accelerator experiments. Each
one is mostly sensible only to a subset of the mixing matrix parameters
and mass differences, because of the different neutrino flavors, energies, and
source-detector distances. The combination of the results of a vast amount
of experiments from the past decades allowed to uniquely determine ∆m2

21

and s12, while all the remaining parameters are affected by the unknown
sign of ∆m2

31, which for now is also indistinguishable from ∆m2
32. This im-

plies that two orderings (i.e. hierarchies) of the neutrino masses are possible,
referred to as “normal hierarchy” (m1 ă m2 ! m3) or “inverted hierarchy”
(m3 ! m1 ă m2). The most important open problems in neutrino physics
which can be addressed by oscillation experiments are:

• determining the neutrino mass hierarchy;

• a high precision measurement of θ23, so to determine its octant;

• observing the CP violation effect, and provide a precise measurement
of the CP violating phase δ.

There is a significant correlation between the problems listed above, as
the lack of knowledge on each one of them contributes to increased uncer-
tainties on the others. To this end, an overall increase of precision on all
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of the mixing angles and squared mass differences is also an important goal
for future experiments. Concerning the CP violating phase, a very recent
result from T2K has constrained the possible values of δ to the smallest 3σ
intervals up to now, and ruled out the CP-conserving values at 95% confi-
dence level [8]. However, the problem is still strongly dependent on the mass
hierarchy, and the uncertainties are still large.

Addressing these issues represents a considerable challenge for the fu-
ture (and present) neutrino oscillation experiments, as a significant increase
in the measurement precision is required. In fact, the effects that need to
be observed are subleading with respect to what has been measured in the
past. To make an example, a measurement of the CP violation will require
experiments to be run in neutrino appearance mode, as opposed to the disap-
pearance mode mostly used in the last decades. The oscillation probability
for νµ Ñ νe is only 5%, which is significantly smaller with respect to other
disappearance probabilities that led to successful results in previous exper-
iments (e.g. νe Ñ νe for solar experiments is about 30%). On top of this,
an even lower statistics will be available for the corresponding anti-neutrino
process ν̄µ Ñ ν̄e (which has to be subtracted to νµ Ñ νe), as the ν̄e cross
section is significantly smaller than the νe one.

2.2 Accelerator neutrino beams

Accelerator neutrino experiments could provide a solution to the open prob-
lems in neutrino physics discussed in the previous section. This type of ex-
periments consists into extracting protons from an accelerator onto a target,
so to produce a secondary particle beam. This beam is then charge-selected
and focused into a so called decay tunnel, in which the secondary particles
are free to decay. A hadron dump at the end of the decay tunnel suppresses
the propagation of hadrons and charged leptons, in such a way that only neu-
trinos are able to escape, producing a neutrino beam. One or more neutrino
detectors are placed downstream the beamline, along the neutrino trajectory.
A general schematic of a neutrino beam experiment is shown in Fig. 2.1.

Typically, most of the produced neutrino beam is composed by νµ, mainly
generated by the reaction

p`AÑπ˘ `X (2.7)
ë π˘ Ñ µ˘ ` νµ{ν̄µ

where A is a target nucleus and X any reaction sub-product. Pions make
up for the majority of secondary particles produced by the interactions of
the protons with the nuclear target. The fraction of electron neutrinos pro-
duced in this type of beams is usually in the order of Op1%q with respect to
the muon ones. For this reason, accelerator neutrino experiments are mainly
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from the decays in flight of the

seconday particles
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Figure 2.1: Schematic example of an accelerator neutrino experiment (not to scale).

used to detect oscillations of muon neutrinos, with typical neutrino energies
ranging from 1 to 20 GeV and source-detector distances of hundreds of km.
The final values of neutrino energy and distance are usually tuned so to reach
the ∆m2

31 oscillation maximum. It can be proven that the combination of
the oscillation results from different accelerator neutrino experiments, work-
ing at different source-detector distances and in νµ Ñ νe appearance mode,
could be used to tackle at the same time the mass-hierarchy determination
and the measurement of the CP-violation phase [2], exploiting the matter-
effect with the earth.

One of the crucial aspects for a successful operation of accelerator neu-
trino experiments is the particular implementation of the secondary beam-
line, which ultimately defines the characteristics of the produced neutrino
flux [9]. One common approach is to implement a so called wide band beam
(WBB). In this case, the charge-selection and focusing system for the sec-
ondary particles consists in one or more magnetic horns (i.e. pulsed focusing
devices with high angular and momentum acceptance), collinear with the
target and the decay tunnel. With this configuration, secondary particles
in a large momentum and angular range are all focused into the decay tun-
nel, producing high neutrino fluxes with a broad energy spectrum. Wide
band neutrino beamlines allow to reach very high neutrino fluxes, which are
required for a precise measurement of the oscillation phenomenon related
quantities. Examples of recent successful WBB are the ones of T2K [10],
NuMI [11], and CNGS [12]. One possible way to restrict the neutrinos en-
ergy spectrum without losing the advantages of a WBB is to use the so called
off-axis technique. In fact, it can be shown that the emission angle of a muon
neutrino from a 2-body pion (or kaon) decay is strongly correlated to the
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neutrino energy, while only loosely correlated with the parent energy [9]. In
such a way, placing the neutrino detector at a certain angle with respect to
the decay tunnel allows to select a more narrow neutrino energy spectrum.

A significantly different approach is to develop a narrow band beam
(NBB) based on a careful focusing and momentum selection of the secondary
particles. In this case, the secondary beamline becomes more sophisticated:
an appropriate combination of quadrupoles, dipoles, and collimators is used
to transport only a narrow momentum range of the secondaries down to the
decay tunnel, so to produce neutrinos in a small energy range. Important
advantages of this technique with respect to a WBB are the superior sup-
pression of wrong charge particles and of the background coming from the
collinearity of the target, beamline, and decay tunnel (called WBB back-
ground). NBB’s allow for a very clean selection of the neutrino flux initial
conditions, at the expenses of a substantial loss in statistics. This is the
reason why most of these experiments have been used for precise measure-
ments of the neutrino cross section and electroweak parameters, instead of
the oscillation probabilities. For instance, the narrow band neutrino beams
at the West Experimental Area of CERN-SPS make for a successful example,
since they allowed to precisely measure neutrino cross-sections at different
energies and other electroweak constants as the Weinberg angle θW [13–15].
In these types of experiments the neutrino detector is typically placed a
very short distance (also referred to as short baseline) from the decay tunnel
(Op100 mq), as opposed to the typical long baseline oscillation experiments.

An important obstacle for present and future oscillation experiments
based on accelerator neutrinos is to obtain a precise estimation of the pro-
duced neutrino flux. For this task, detailed simulations of the full beamline
(from target interactions to secondary decays), constrained by experimental
hadro-production data, short baseline flux measurements and/or muon mon-
itoring at the hadron dump, are usually employed, leading to uncertainties
Á 5-10% of the total neutrino flux [16, 17]. These values are still too high
to allow for a successful solution of all the oscillation-related open problems
of neutrino physics described in Section 2.1.

One possible solution for long baseline neutrino experiments is to employ
a combination of two neutrino detectors, one placed in the very vicinity of the
decay tunnel (near detector) and the other at the desired oscillation distance
(far detector). This technique allows to significantly decouple the measure-
ment of the oscillation probabilities from the beamline-based estimation of
the neutrino flux: the direct flux measurement at the near detector (at which
very few neutrinos will oscillate) will be directly compared with the one at the
far detector. This method works particularly well in disappearance mode, as
the same particles are observed at the far and near detector. For instance,
in the long baseline MINOS experiment, the neutrino flux systematics have
been reduced to about 3% thanks to this technique [18]. The application
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of this method for experiments in appearance mode (e.g. νµ Ñ νe), is in-
stead more problematic, as additional errors arise due to the different cross
sections at the near and far detectors [19].

Conversely, the poor knowledge on the produced neutrino flux also di-
rectly affects the precision of cross section measurement for short baseline
experiments. As the theoretical models for neutrino interactions with nu-
clear matter present significant problematics [20, 21], a solid experimental
knowledge of the neutrino cross section would both benefit the theoretical
understanding of the weak nuclear structure and the precision of neutrino os-
cillation experiments. This is especially important for the case of the electron
neutrino. In fact, given the significantly low statistics of electron neutrinos
inside the typical accelerator neutrino fluxes, direct νe cross-section measure-
ments at the energies of interest for the future νµ Ñ νe experiments are still
characterized by dominant uncertainties, which can reach values as high as
„ 20% [22].

2.3 The ENUBET project

The Enhanced NeUtrino BEams from kaon Tagging (ENUBET) project pro-
poses to address the problem of a precise neutrino flux determination with
the development of a “monitored” neutrino beamline, potentially allowing to
reach precisions of „ 1% [23–27].

Compact calorimeters with
longitudinal segmentationIntegrated photon veto

Figure 2.2: Sketch of a sector of the ENUBET instrumented decay tunnel.

In a monitored neutrino beam, the decay tunnel for neutrino production
is instrumented with detector material. In the case of ENUBET, the full
decay tunnel will be instrumented as an hollow cylindrical calorimeter, built
up by several radial layers of compact calorimeters and a layer of photon
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veto, as shown in Fig. 2.2.
The basic idea of ENUBET is that, with a proper focusing of the sec-

ondary particles so that the beam envelope is fully contained inside the decay
tunnel, the main source of particles to hit the decay tunnel walls is given by
the products of large angle kaon decays. In particular, the three body decay
“Ke3” of charged kaons, defined as

K` Ñ π0 e` νe BRpKe3q “ p5.07˘ 0.04q% [3] (2.8)

is shown to emit the positron at average angles which are about one order
of magnitude larger with respect to the ones of most of the other dominant
2-body decays of the secondary particles (e.g. π` Ñ µ` νµ). Moreover, the
beamline parameters can be tuned so that the electron neutrinos produced
from Ke3 decays make up for the totality of the produced electron neutrino
flux. Under these conditions, and given that Ke3 is also the only source of
positrons hitting the tunnel walls, a very precise estimation of the produced
electron neutrino flux could be performed by monitoring the positrons at the
decay tunnel. This technique would allow to decouple the problem of neu-
trino flux estimation from all of its most error prone components, as hadro-
production data and models, full tracking and interaction simulations, horn
current and primary proton flux monitoring, and so on. At leading order,
the only required information would be the direct measurement of positrons
and the geometrical efficiency of positron detection: this would allow to sig-
nificantly reduce uncertainties and predict the neutrino flux at the 1% level.
The first goal of ENUBET would be to exploit the improved knowledge on
the flux to carry out a high precision electron neutrino cross section mea-
surement, which, as discussed in Section 2.2, covers a strategic role for the
future neutrino oscillation experiments.

The main sources of background particles at the instrumented decay
tunnel (also referred to as “tagger”) are other large angle products from
other kaon decays, while a possible contamination of the electron neutrino
flux could be given by muon decays in flight.

The overall design of the ENUBET beamline and decay tunnel technol-
ogy is driven by the requirement of reducing the systematics coming for the
processes of Table. 2.1 to a level which will not impact the 1% precision on
the electron neutrino flux. Some first important design parameters are the
momentum of the secondary particles and the length of the full beamline. As
kaons have a shorter lifetime than pions (and muons), a combination of high
secondary momentum and a short beamline would reduce the contamination
of electron neutrinos from muons to negligible levels. For instance, a beam-
line with a Op10 mq focusing section followed by a decay tunnel of 40 m
would stop on the hadron dump a significant fraction of undecayed pions
and muons, while allowing the decay of enough kaons. It can be shown that
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Decay mode Branching Ratio Short notation

π` Ñ µ` νµ » 100%
ë µ` Ñ e` νe ν̄µ » 100%
K` Ñ µ` νµ 63% Kµ2

K` Ñ π` π0 20.7% Kπ2

K` Ñ π` π` π´ 5.6% Kπ3

K` Ñ π0 µ` νµ 3.3% Kµ3

K` Ñ π` π0 π0 1.7%

Table 2.1: Other decay channels which could play a role for a successful operation
of ENUBET.

while pion decays contribute to a negligible level to the number of particles
hitting the tagger, both 2 and 3-body decay channels of kaons are instead
generating a non negligible background of pions, muons, and photons. To
face this issue, the detector technology at the decay tunnel is chosen as a ra-
dial and longitudinally segmented structure of compact calorimeters, which
can be used to discriminate between a positron, a charged pion, and a muon,
according to the particular development of an electromagnetic shower (e`,
γ) with respect to an hadronic one (π`), or a track of a minimum ionizing
particle (µ`). In order to discriminate between a positron and a photon,
a first radial layer of photon veto is employed. The momentum of the sec-
ondary particles can also be tuned to improve the e`{π` discrimination. To
this end, the final choice of the design momentum of the ENUBET beamline
has been driven by the combined requirements of νe,K{νe,µ contamination,
e`{π` discrimination, total number of produced kaons and electron neutrino
flux, and relevance for future oscillation experiments. This resulted in a de-
sign momentum of 8.5 GeV, with a 5-10% momentum bite (i.e. momentum
spread, typically refers to half of the full momentum range), which leads to
a flux of electron neutrinos peaked at an energy of 4 GeV, with a 3 GeV full-
width half-maximum. The latter range covers the energy range of interest for
DUNE1. The requirements of a narrow energy range and a low background
at neutrino detector for a high precision cross section measurement imply
that ENUBET should be implemented as a NBB, as discussed in Section 2.2.

The large scale of the ENUBET decay tunnel (40 m length for a À 1 m
radius) requires the detector technology employed to be cost effective, while
the working environment also demands a certain radiation hardness and re-
liability. For these reasons, the calorimeter modules have been chosen to
be of the type of sampling scintillator calorimeters. The particular design
of the calorimetric modules and photon veto detectors is the result of a

1Other designs with secondary energies centered on the Hyper-Kamiokande range are
also being considered.
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full R&D program. The main goal of good particle discrimination proper-
ties has been paired with many more aspects, which have been investigated
trough measurements and simulations [28–31]. Among these, the particular
scintillator to be employed, the resistance to radiation and neutron fluxes,
the best coupling solution with the detector readout electronics, and so on.
The final design for a calorimetric unit has been chosen to be a 11 cm-long
module, composed of five 1.5 cm-long iron absorbers and five 0.7 cm-long
EJ-204 plastic scintillator tiles, with a transverse area of 3ˆ 3 cm2. A single
module consists in about 4.3 radiation lengths (for electromagnetic-shower
development) and 0.45 nuclear interaction lengths. The photon veto has
been chosen to be a doublet of scintillator tiles. Each scintillator tile is read
independently with optical fibers, which are then bundled for each module
and coupled to a Silicon Photomultiplier (SiPM). An overview is shown in
Fig. 2.3.

Single LCM

Photon veto
doublet

Optical fibers

SiPM coupling
with fiber bundle

Fe absorbersz

y

Plastic
scintillator

tiles

Figure 2.3: A small prototype of the ENUBET tagger tested with a secondary
particle beam at CERN-PS (beam direction along the z axis). The
term LCM stands for Lateral readout Compact Module, which is how
each calorimetric unit is referred to.

While the description of ENUBET outlined up to now has focused on the
production of an electron neutrino flux, everything still holds for the case of
an electron anti-neutrino flux, which can be produced just by inverting the
polarity of the beamline.
Moreover, the operation of ENUBET is not only limited to electron neutri-
nos, but could be employed for the production of a muon neutrino flux, with
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an equally high precision. This can be achieved thanks to the advantages
of a narrow band beam. In fact, since the secondary particle momentum
is contained into a small range, the energy spectrum of the muon neutrinos
produced from pions (νµ,π) will be well separated from the one of muon neu-
trinos from kaons (νµ,K , mostly coming from Kµ2). The number of produced
νµ,K could be already estimated using the measured positrons and the Ke3

branching ratio. Moreover, since the precision on the Ke3 branching ratio
is limited to „ 0.8% (Eq. 2.8), the additional information from muons and
pions at the tagger (mainly coming from kaon decays, see Table 2.1) could
be used to further reduce the precision on the estimation of the νµ,K flux.

Concerning muon neutrinos, ENUBET could also mitigate another im-
portant problem typical of neutrino experiments, which is the energy recon-
struction of an event at the neutrino detector [32]. In fact, the combination
of a NBB with the off-axis method (seen in Section 2.2), would allow to
constrain the muon neutrino energy according to the radial distance from
the beam axis, exploiting the strong kinematic correlation between neutrino
energy and emission angle in the 2-body decay. This would allow to reduce
the coupling of the neutrino energy estimation to methods characterized by
significant uncertainties. An example of the application of this method can

Figure 2.4: Left: correlation of νCCµ energy with the radial distance from the beam
axis at the neutrino detector. Right: energy distributions for the cor-
responding radial ranges selected from the left plot. From [25].

be seen in Fig. 2.4, which also shows how the muon and kaon neutrino spec-
tra can be efficiently separated, due to the narrow momentum bite of the
secondaries. The technique of exploiting the advantages of a narrow band
beam together with off-axis method (more commonly used for WBB) has
been referred to as Narrow Beam Off-Axis (NBOA) technique, and more
details can be found in [24, 25, 33].

Instrumenting the decay tunnel comes at the price of strict constraints
on the particle rates, so to avoid detector saturation. In fact, pile-up and
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saturation can severely influence the performance of ENUBET, and have to
be kept at negligible levels. Dedicated studies of waveform processing and
signal reconstruction are currently under development so to better charac-
terize the performance limitations related to pile-up. For the time being,
it can be assumed that the rate of particles hitting the decay tunnel walls
needs to remain at least below 500 kHz{cm2.

This requirement makes the use of fast-extraction of the primary protons,
which is the extraction scheme most commonly used in neutrino physics,
not compatible with a successful ENUBET operation. The fast-extraction
method is used to extract the full circulating intensity (e.g. up to „ 4.5 ˆ
1013 protons for CERN-SPS) from a synchrotron in a time typically of tens
of microseconds: this would completely saturate the instrumented decay
tunnel. For this reason, ENUBET will resort to a slow resonant extraction
scheme (see Section 2.4), in which the same proton intensity is continuously
extracted on a time span of several seconds, bringing the particle rate at the
tagger down by several order of magnitudes and fulfilling the pile-up con-
straints. The only potential drawback of this particular extraction scheme,
would be to make impossible the use of magnetic horns for the focusing of
the secondary particles (see Chapter 5). As mentioned in Section 2.2, a mag-
netic horn is a pulsed focusing device with a high angular and momentum
acceptance. The current pulses typically reach values of several 100 kA, and
can easily compromise the device if prolonged for times longer than a few
milliseconds. Without a magnetic horn, the ENUBET beamline would be
composed by standard normal-conducting accelerator magnets (i.e. dipoles
and quadrupoles), with the advantage of a significant simplification of its
implementation and operation, and a particle rate which could reach very
low values (according to the selected extraction duration). However, the low
statistics due to the small number of kaons and even smaller number of Ke3

events could lead to very long times for performing an electron (anti)neutrino
cross-section measurement at 1% of statistical precision (e.g. up to a few
years). For this reason, exploiting the superior acceptance of a magnetic
horn represents a possibility which should not be ignored. One way to use
such a device while still fulfilling the requirements on the maximum parti-
cle rate would consist in the development of a novel slow extraction scheme
where the proton intensity is extracted in millisecond-long pulses, repeated
regularly over several seconds.

An example of the two possible proton extraction schemes envisaged by
ENUBET is shown in Fig. 2.5, where the used proton intensities refer to the
CERN-SPS. In particular, the CERN-SPS (see Section 2.5) has been chosen
as a potential proton driver for ENUBET: the high proton momentum of
400 GeV, combined with a maximum intensity of 4.5ˆ 1013 particles, allows
to maximize the number of produced kaons per proton on target (POT),
while the activities of the CERN Neutrino Platform project (as the presence
of the protoDUNE prototypes at the North Experimental Area) represent
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Figure 2.5: Sketch of the two possible extraction schemes compatible with the ENU-
BET project. In light gray, a standard continuous slow extraction. In
black, the newly proposed pulsed slow extraction scheme, here with
10 ms pulse-length and 10 Hz of repetition period. As first presented
in [26].

important synergy opportunities. For this reason, ENUBET has planned to
undertake a dedicated study on the SPS slow extraction, so to characterize
its properties and develop the new pulsed scheme, with a first goal of slow
extracting 2-to-10 ms-long pulses, repeated at 10 Hz. These dedicated slow
extraction studies will be covered in Chapters 3 and 4.

Thanks to a flux of secondary particles higher than early expectations,
and because of the significant complications related with the optimization
and operation of a magnetic horn, ENUBET has mainly focused its efforts
(up to now) on the design and optimization of the static version of the
beamline. The current version of the beamline is the result of an in-depth
simulation study, with the ultimate goal of finding the best configuration in
terms of signal to noise ratio at the instrumented decay tunnel.

A variety of different aspects have been taken into account, as the total
length of the beamline, the magnet apertures and collimation approaches, the
level of tertiary background transported at the decay tunnel, and so on, lead-
ing to the result shown in Fig. 2.6. In terms of optics, a quadrupole triplet is
used as first focusing element, followed by a dipole-quadrupole-diple section
aimed at the narrow momentum and charge selection (i.e. 8.5 GeV˘p5-10q%),
and a final quadrupole just before the decay tunnel in order to match the
beam envelop inside the full tunnel length. Collimation covers a very im-
portant role, as a large amount of tertiary particles are produced along the
beamline and transported to the tagger. In particular, a 5-cm thick Tungsten
foil after the target and a 2.65 m long Inermet180 block before the tunnel
have been proven necessary to suppress the number of background positrons
arriving at the detector to a sustainable level.

For the case of the magnetic horn option of ENUBET, a new dedicated
study anologous to the one which brought to the beamline of Fig. 2.6 should
be performed. In fact, given the particular properties of such a device, it
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Figure 2.6: Current version of the static ENUBET beamline. Some elements are
partially hidden by collimators (as the target and W folis, and the 4th

quadrupole), but are signaled by the arrows on the figure.

is not given that the same beamline configuration found for the static case
would also be optimal for the horn option. This will be further discussed in
Chapter 5, in the context of the horn optimization study of ENUBET.

2.4 Slow extraction from synchrotrons

Some basic concepts of accelerator physics are necessary to contextualize
the framework of slow extraction, and will be introduced in this section. For
more details, a vast amount of in-depth resources is available [34–39].

In a synchrotron, the ideal static magnetic fields of all of its elements form
the so called reference (or design) orbit, defined as the orbit which exactly
repeats itself after every turn. The coordinate system used in accelerator
physics is defined with respect to this orbit, as a local right-hand coordinate
system of the Frenet-Serret type. In particular, the space can be divided into
longitudinal and transverse dimensions, where the longitudinal dimension is
defined by the tangent versor ŝ to the reference orbit at the particle location
on the orbit, while its orthogonal space forms the x and y coordinates. A
schematic view of the coordinate system is shown in Fig. 2.7.

Because of imperfections and magnet errors the orbit repeating itself does
not coincide exactly with the ideal case of the design orbit: in this case the
more general term “closed orbit” is used instead.

The s coordinate along the reference orbit is used as the independent
variable for the equations of motion, which are usually obtained under the
realistic assumption in which the transverse velocities of the particles are
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Figure 2.7: Local curvilinear reference system employed in accelerator physics. The
curved black line is the reference orbit of the particle accelerator, while
the curved dashed blue line is an example of the trajectory of a particle.

negligible with respect to the longitudinal ones. This implies:

d

dt
“ v

d

ds
(2.9)

where v is the total velocity of the particle. The relation of Eq. 2.9
greatly simplifies the equations of motion. In the absence of accelerating
cavities in the machine, the transverse motion of a particle can be decoupled
from the longitudinal one: since this is the case for the present work, only
the transverse motion will be considered, defined by the coordinates:

¨

˚

˚

˝

x
x1

y
y1

˛

‹

‹

‚

(2.10)

where the primed quantities refer to the derivative with respect to the
longitudinal coordinate s. In the presence of normal linear magnets, it can
be shown that the two transverse planes (x and y) can be decoupled, and the
action of every magnet can be expressed as a 2ˆ 2 transfer matrix for each
plane. The combined action of all magnets (and drift spaces) for a full turn
in the accelerator can then be expressed by the so called one turn matrix
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Mpsq. It can be shown that for a stable motion in any of the transverse
planes the one turn matrix takes the form of:

Mpsq “

ˆ

cos 2πQ` αpsq sin 2πQ βpsq sin 2πQ
´γpsq sin 2πQ cos 2πQ´ αpsq sin 2πQ

˙

(2.11)

where α, β, and γ are uniquely defined functions given the accelerator
optics and elements, and are usually referred to as Twiss or Courant-Snyder
functions. The quantity Q is the (betatron) tune of the machine, and does
not depend on s. In particular, it is possible to rewrite the one turn matrix
of Eq. 2.11 as:

ˆ

β1{2 0

´αβ´1{2 β´1{2

˙ˆ

cos 2πQ sin 2πQ
´ sin 2πQ cos 2πQ

˙ˆ

β´1{2 0

αβ´1{2 β1{2

˙

(2.12)

which shows how the turn by turn phase space motion could be mapped
to a simple rotation with a change of basis. From Eq. 2.12 it follows that
the tune represents the numeric frequency of the turn by turn motion of
a particle, or, conversely, 2πQ represents the phase advance per turn. In
particular, Eq. 2.11 leads to phase space portraits of the shape of ellipses,
while the change of basis of Eq. 2.12 turns the ellipses into circles. In the
latter basis, the new coordinates are typically referred to as normalized co-
ordinates, px̃, x̃1q and pỹ, ỹ1q. The difference between the phase space and
normalized phase space is shown in Fig. 2.8.
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Figure 2.8: Turn by turn phase space portraits for the x plane. Left: standard
coordinates. Right: normalized coordinates.

The particular values of the Twiss functions at the considered longitu-
dinal location determine the parameters of the ellipses, i.e. its shape and
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orientation. The turn by turn motion along the x (or y) coordinate can be
expressed as:

xn 9
a

β sinp2πQx n` φ0q (2.13)

where n is the turn index and φ0 the initial phase. From Eq. 2.13 it fol-
lows that the beam envelope along the accelerator is proportional to

a

βpsq,
where it can be proven that the proportionality constant is an invariant of
the motion, used to define the emittance εx.

The formalism constructed up to now can be expanded to particles with
different momentum from the design one. The quantity typically used to
express the momentum deviations of the particles is:

δp “
p´ p0

p0
(2.14)

where p0 is the design momentum of the accelerator and p the momen-
tum of a generic particle. The focusing and bending effects of the magnets
depend on δp: the closed orbit of an off-momentum particle will be shifted
with respect to the on-momentum one according to the so called dispersion
function, and the Twiss-functions and tune will variate too. In particular,
the change of tune as a function of the momentum is called chromaticity and
defined as:

ξ “
dQ

dδp
(2.15)

which in a linear approximation (typically assumed) implies that the tune
variation with momentum is ξ δp. In order to arbitrarily control the value of
the chromaticity of an accelerator, non-linear magnets are usually introduced
into the lattice, as sextupoles (for the first order chromaticity) and octupoles
(for the second order chromaticity).

The introduction of non-linear elements complicates the picture shown
above, and can eventually introduce unstable motion under particular condi-
tions. Moreover, not only non-linear elements, but also linear and non-linear
errors present on the linear magnets of the accelerator can drive instabilities.

It can be shown that every multipole field component can drive a particu-
lar resonance in the accelerator, leading to increasingly divergent oscillations
and the consequent loss of the beam. The resonance condition for the trans-
verse plane can be defined as:

p “ qQx ` rQy (2.16)

where p, q, and r are integers. In particular, by only considering the
x-dimension (i.e. r “ 0), it follows that any integer or fractional value of
the tune can potentially lead to a resonance, where each irreducible m{n
resonance is driven by a 2n multipole component (e.g. 91 resonances are
driven by dipoles, 91{2 by quadrupoles and so on). It can be also observed
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that only the fractional part of the tune is what defines the problem of
Eq. 2.16, since any integer part is re-absorbed into the left member of the
equation. This generates a series of so called resonance lines in the transverse
tune space, as shown in Fig. 2.9, most of which are carefully avoided in
operation.

Figure 2.9: All the resonance lines in the fractional tune space up to the 4th order.

To see how the phase space portraits can significantly change under res-
onant conditions, with respect to the stable ellipses of Fig. 2.8 and Eq. 2.13,
the simple case of a linear accelerator with a single thin non-linear magnet
can be considered, as shown in Fig. 2.10.

In this case, the one turn evolution consists in the application of the
linear one turn matrix (or a simple 2πQ rotation in normalized phase space)
followed by the angular kick ∆x1 of the additional magnet. This motion
is described by a discrete difference equation, but under a 1{n resonant
condition, an approximate n-turns Hamiltonian can be obtained [40–43],
which allows for a powerful analytical investigation of the problem.

The Hamiltonians reported in Fig. 2.11 show how no stable area is present
for the case of a linear half-integer resonance, while in the presence of non-
linear elements the phase space gets divided into a stable central region and
unstable external regions.
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Figure 2.10: A linear lattice characterized by the one turn matrix Mpsq containing
a single additional thin element.

The latter feature can be exploited in order to produce a resonance in a
controlled way, with the goal of continuously extracting all the particles from
the accelerator by gradually shrinking the stable phase space area. This is
the basic concept behind the slow resonant extraction from synchrotrons.

This work will focus in particular on the case of a third-integer resonance
driven by sextupole magnets (Fig. 2.11, top plot), as it represents the slow
extraction method currently employed at CERN-SPS, and one of the most
widespread implementations of the slow extraction. Only the fundamental
concepts of the third-integer resonant extraction will be described here, while
a fully detailed treatment can be found in [44, 45].

The main working scheme of this type of extraction can be observed in
Fig. 2.12. It can be shown from the 3-turns Hamiltonian that the phase space
separatrix takes the shape of three straight lines joining into a triangle. The
beam is gradually extracted by shrinking the stable area, making the parti-
cles drift along the outgoing separatrix arms. An electrostatic septum is used
to deviate the extracted particles into the extraction channel. The sextupoles
used to drive the resonance are dedicated extraction sextupoles, as opposed
to the chromatic ones: they can reach significantly stronger strengths than
the latter ones, and are typically placed in small dispersion regions to mini-
mize their chromatic effect.

Several important quantities which characterize this type of extraction
are defined in the following:

• When more than one extraction sextupole are present along the ring, a
so called virtual sextupole can be used to simplify the formalism. The
virtual sextupole embodies the effect of all the extraction sextupoles
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Figure 2.11: Phase space portraits under different resonant conditions, and with
different magnet kicks. Top: third-integer resonance driven by a sex-
tupole magnet. Bottom-left: linear half-integer resonance. Bottom-
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ponent. The color scale indicates the Hamiltonian value (arbitrary
units).

into a single one, which is defined by an equivalent strength Vss and
phase location Vφ.
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Figure 2.12: Schematic view of the slow extraction phase space (at the electrostatic
septum position) for a third-integer resonance.

• The stable area in phase space can be expressed as:

A2
s “

48
?

3π

V 2
ss

pδQq2 (2.17)

where δQ is the distance of the particle from the resonant tune. Equa-
tion 2.17 can be used to find a useful instability criterion for each
particle:

|δQ| ă A

d

Vss2

48
?

3π
(2.18)

where A is the phase space amplitude of the particle. Equation 2.18 al-
lows to map the extraction problem to a 2-dimensional tune-amplitude
space (or analogously δp-amplitude), which can be represented in what
is called a Steinbach diagram, and shown in Fig. 2.13.

• The spiral step (referred to Fig 2.12) is defined as the maximum hori-
zontal leap that a particle takes into the electrostatic septum gap, and
it can be defined as:

∆Xss “
3

4
Vss

X2
ES

cos θ
(2.19)
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where XES is the electrostatic septum position and θ is the extrac-
tion separatrix angle. This quantity needs to remain smaller than the
septum gap.

A

Q

Electrostatic
septum amplitude

Resonant tune

Unstable
particles

Figure 2.13: Schematic view of the Steinbach diagram: the rectangle area repre-
sents the particles in the tune-amplitude space.

In order to extract all the beam, the Steinbach triangle of Fig. 2.13 has to
be swept across the entire particle distribution. When the tune distribution
of the particles is significantly larger than the tune length of the unstable
region (referred to as stopband) the extraction is called “momentum ex-
traction”, as particles are extracted along their momentum distribution. In
the opposite case, particles would be extracted along their amplitude distri-
bution, and the extraction would be referred to as “amplitude extraction”.
Many different techniques for driving the particles into resonance are avail-
able, and some of them will be discussed in Section 2.5.

Finally, it follows from Fig. 2.12 that a number of particles will be lost on
the finite width of the septum blade. This effect is unavoidable, but needs
to be kept under control during operation, as it represents one of the most
critical issues of the slow extraction. One additional problem comes from
the fact that unstable particles with different momenta have different sepa-
ratrices (as implied from the different amplitudes of Fig. 2.13), and so the
effective separatrix which will intersect the septum blade will have a finite
width (e.g. assuming zero dispersion at the septum). One possible way to
minimize the losses would be to match the machine optics so to superim-
pose all the extraction separatrices for different momenta, and make them
intersect the septum blade at the angle of minimum losses. This matching
technique is referred to as Hardt condition [46]. On top of this, many alterna-
tive loss-reduction techniques are available, of which some will be discussed
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in the following section.

2.5 The slow resonant extraction at CERN-SPS

The Super Proton Synchrotron (SPS) is the second largest accelerator at
CERN, with a circumference of about 6.9 km. The SPS lattice is composed
by normal conducting magnets, whose structure is organized in 108 FODO
periods, and 6 super-periods. Each super-period contains a Long Straight
Section (LSS) for special insertions and dedicated operations. A 25 GeV pro-
ton beam is injected from the CERN Proton Synchrotron (PS) in LSS1, and
accelerated up to a maximum of 450 GeV. Since its construction (terminated
in 1976), the SPS has mostly been used for providing beam for fixed target
experiments. Currently, up to 4.5 ˆ 1013 protons of 400 GeV can be ex-
tracted in 4.8 s from LSS2 to the North experimental Area (NA) fixed target
experiments and user facilities. In particular, the NA contains the CERN
Neutrino platForm (CENF) extension of the experimental hall EHN1. This
facility is fed by two dedicated tertiary beamlines [47, 48], and it currently
hosts the protoDUNE detectors [49] and some of the T2K ND280-Upgrade
prototypes [50]. An overview of the accelerator and some of its related ex-
periments is shown in Fig. 2.14.

The slow extraction currently implemented at the SPS can be defined
as a chromatic-based third integer resonant extraction, where the beam is
extracted along its momentum distribution (i.e. momentum extraction, as
defined in Section 2.4).

Parameter Value

Momentum 400 GeV/c
Emittance 1.9ˆ 10´8 m
One turn time 23 µs
Chromaticity ´26.67
Resonant tune 26.66̄
Start of tune ramp 26.62
End of tune ramp 26.72
Flat top duration 4.8 s
Momentum range (δp) 3ˆ 10´3

Virtual sextupole strength 169.3 m´1{2

Closed orbit bump (max) 48 mm
Electrostatic septum pos. 68 mm

Table 2.2: Main slow extraction parameters of the SPS accelerator. When applica-
ble, each parameter refers to the horizontal plane.
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Figure 2.14: Aerial view of the SPS, with its connected experimental facilities and
accelerators. The beam is injected from the PS in LSS1, while it can
be extracted from LSS2, 4, and 6. The slow extraction only takes place
from LSS2 into the TT20 transfer line, which brings the beam to the
NA. LSS6 and 4 are used for LHC-filling or for dedicated experimen-
tal facilities as AWAKE (in LSS4, previously occupied by CNGS) or
HiRadMaT (LSS6).

Table 2.2 reports the main extraction parameters of the SPS. The extrac-
tion takes place on the horizontal plane, hence, the emittance, chromaticity,
tune, close orbit maximum, and septum position are referred to the hori-
zontal plane. During the extraction, an extraction bump brings the closed
orbit up to a maximum of 48 mm with respect to the reference orbit, in
correspondence of the electrostatic septum. This brings the beam at about
20 mm from the wires of the electrostatic septum, making it the principal
aperture limitation of the machine. Given the rather high (negative) value of
chromaticity, this quantity will often be reported as normalized chromaticity,
i.e. normalized to the machine tune value: the normalized chromaticity of
the SPS (χ) is then ´1.

In order to remove any unwanted high frequency component from the
beam, the RF is switched off before extraction, and the beam is debunched.
However, before being debunched, the beam undergoes a so called “RF gym-
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nastic” procedure [51, 52], with the purpose of increasing the spread of the
momentum distribution, and shaping it as close as possible to a uniform one.
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Figure 2.15: Momentum distribution (at extraction) with and without RF gymnas-
tic measured with a Schottky pick-up. Main figure: two distributions
in a logarithmic scale, small figure: linear scale, with a renormalization
to the maxima for visualization purposes.

Figure 2.15 shows a recent measurement of the momentum distribution of
the SPS with (blue) and without (red) the RF gymnastic. The measurement
has been taken in 2018 using the technique of the Schottky pick-up [53], for
which the power spectrum of a coasting beam signal measured by a pick-
up can be mapped to the momentum distribution of the beam through the
relation:

∆f

hf0
“ ´ηs δp (2.20)

where f0 is the revolution frequency, h is the observed harmonic number
of f0, and ηs is the current slip factor of the machine. It is possible to observe
from Fig. 2.15 that, without the RF gymnastic, almost all the particles would
be contained in a momentum range less than 1{4 of range obtained with the
RF gymnastic. At the SPS particles are extracted along their momentum
distribution (i.e. momentum extraction): a large and uniform momentum
spread allows to have an extraction ramp as linear as possible, and does not
require to set very high values of chromaticity in order to reach the desired
tune span (or conversely, it allows to reach higher values of tune span for the
same chromaticity.

Given the momentum of Fig. 2.15 and the fact that the extraction tune
ramp is adjusted in order to obtain a flat spill, a uniform momentum distri-
bution with a linear tune ramp is assumed for the simulation models of the
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extraction. Using the latter models, it is possible to visualize the Steinbach
diagram of the SPS, as reported in Fig. 2.16.

Figure 2.16: Steinbach horizontal tune diagram for the SPS slow extraction, at the
start of flat top. The color scale indicates the number of particles in
the tune-amplitude space.

Figure 2.16 shows the particle density in the tune-amplitude space and
the Steinbach triangle at the start of flat top. Using the parameters of
Tab. 2.2 the resonance stopband can be computed using:

|δQ| “ A

d

V 2
ss

48
?

3π
(2.21)

where Vss is the virtual normalized sextpole strength, and for the ampli-
tude A the representative value of 2

?
εx is used, yielding:

SQB » 0.003

S
δp
B “

SQB
ξ
» 10´4

(2.22)

where SQB is the stopband in the tune space, and SδpB is the stopband in the
momentum (δp) space. In particular, the momentum stopband determines
the irreducible size of the extraction separatrix at the electrostatic septum,
given that the dispersion at that location is small but not zero („ ´0.2 m).
It can be also noticed that the SPS slow extraction is a momentum extraction
in a good approximation, given the fact that the stopband-width is several
tens of times smaller than the full distribution, as evident from Fig. 2.16 and
Eq. 2.22. The extraction at SPS is implemented in two possible ways, which
are described in the following.
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The first extraction implementation is a standard tune sweep extraction
(referred as QSWEEP), where the tune of the machine is swept across the
resonance by ramping all the main quadrupoles, while the other machine
elements are kept constant. By doing so the main optical functions in the
ring are changing along the flat top. In particular, a variation in time of the
phase advance between virtual sextupole and electrostatic septum makes the
extraction separatrix rotate, implying that the Hardt condition cannot be
matched for the full extraction. One possible way to address this problem
would be to use a dynamic bump (i.e. an extraction bump that scales along
the flat top) as successfully employed for the operation of the JPARC slow
extraction [54]. Such a solution has previously been attempted also at the
SPS [55], for then being replaced by the second extraction method which
will be described later in this section.

Figure 2.17: Example of trimmed flat top tune ramps for the QSWEEP operation
of the SPS.

Typical flat-top tune ramps used for the QSWEEP extraction are shown
in Fig. 2.17. Thanks to the high level interface of the LHC Software Archi-
tecture (LSA) [56], tune ramps like the ones reported in Fig. 2.17 can be
directly trimmed into the machine, and are automatically converted into the
appropriate combination of magnet currents using a set of calibration tables.

The flat-top tune ramp is chosen in order to produce an extracted spill as
flat as possible. It can be observed from Fig. 2.17 that significant variations
are present between tune ramps of different days (the reported ramps refer
each one to a different day, chosen over a period of two months): this is
because the machine conditions can be subjected to drifts, driven by several
reasons, as super-cycle changes, different magnetic hysteresis cycles, and so
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on [57–59].
In order to repeatedly adjust the tune ramp for producing a flat extracted

spill, a control-room application, named Autospill, is employed [60].

Figure 2.18: Example of the interface of the Autospill application for spill smooth-
ing, after a successful iteration.

Figure 2.18 shows the interface of the Autospill application for the spill
shape optimization. The application is based on an iterative feed-forward
approach, meaning that changes in the flat-top ramp are trimmed on a ma-
chine cycle based on data collected at the previous cycle (as opposed to a
feedback system, in which changes are applied instantly). The algorithm
works in the following way:

1. The demanded spill profile is set by the user via the configuration
parameters (blue curve in the middle canvas of Fig. 2.18).

2. The last extracted spill signal is computed using the circulating inten-
sity measured with a DC Beam Current Transformer (BCT) (the top
canvas of Fig. 2.18 shows the measured BCT signal in red, while the
reconstructed spill is shown in red in the middle canvas).

3. The last tune ramp trimmed in the machine is read, and the point-to-
point ratios between the demanded spill signal and the measured one
(bottom canvas of Fig. 2.18) are used to locally scale the slope of the
tune signal as:

dQnew

dt
ptq “

dQlast

dt
ptq ˆ

Srefptq

Smeasptq
(2.23)
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where Q is the horizontal tune, t the considered time instant, and Smeas
and Sref respectively the measured and demanded spill signals. As for
the case of the algorithm the problem is discrete, t can be replaced
with an array index i. Additionally, the slope correction factor can be
multiplied by a scaling factor, which can be used as a hyper-parameter
for better convergence. The new tune ramp computed according to
Eq. 2.23 is then trimmed into the machine through the LSA interface,
and the algorithm repeats from point 2 until convergence is reached.

The algorithm of Eq. 2.23 derives from a simple expression for the ex-
tracted spill signal. By observing Fig. 2.16 it is clear that, during the ex-
traction, the tune-amplitude distribution of the particles will move into the
resonance (i.e. the Steinbach triangle is fixed) with a speed equal to the tune
ramp speed. In an equivalent way, for the QSWEEP extraction, the Stein-
bach triangle will be swept across a fixed momentum distribution, as shown
in Fig. 2.19.

Figure 2.19: Steinbach diagram in the momentum space δp for the SPS slow extrac-
tion. The initial (continuous black line) and final (dashed black line)
positions of the Steinbach triangle according to the SPS tune ramp
are shown.

This means that, for each time instant t along the ramp, there will be
one resonant momentum δRp on the momentum distribution defined as:

δRp ptq “
QR ´Qptq

ξ
(2.24)

where Qptq is the machine tune, QR the SPS resonant tune of 26.66̄, and ξ
the machine chromaticity (considered as a constant in good approximation).
By assuming an instantaneous particle extraction and an ideal momentum
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extraction, the number of extracted particles in a time instant t along the
ramp can be expressed as:

dN “ P
`

δRp
˘

dδRp

“ P
`

δRp ptq
˘ BδRp ptq

Bt
dt

“ ´
P
´

QR´Qptq
ξ

¯

ξ

BQptq

Bt
dt

(2.25)

where P is the momentum density distribution, and Eq. 2.24 has been
used to obtain the final result. Equation 2.25 can be used to define a particle
density as a function of the machine tune as:

KpQq :“ ´
P
´

QR´Q
ξ

¯

ξ
(2.26)

Using the last step of Eq. 2.25 and applying the definition of Eq. 2.26,
the number of extracted particles per seconds is found to be:

dN

dt
“ K

`

Q
˘ dQ

dt
(2.27)

This expression represents a good approximation for the macro-structure
of the extracted spill shape (i.e. low frequency components of the spill signal).
Equation 2.27 is at the basis of the iterative algorithm of Eq. 2.23, which
uses the derivative of the tune as the optimization variable for reaching the
optimum spill. Typically, convergence is reached within „ 10 iterations, and
the optimization is re-issued when the spill quality degrades significantly (on
a days to week basis), as mentioned above. A particular case of the result
of Eq. 2.27, is that for a uniform momentum distribution, a linear ramp will
lead to a flat spill (as it is the case in simulations). It is possible to see from
Fig. 2.17 that the central part of the ramps is not far from a linear ramp.
An example of an obtained spill can be observed in the middle canvas of
Fig. 2.18 (red curve).

The second, and very recent, slow extraction implementation at the SPS
is the so called Constant Optics Slow Extraction (COSE) [61]. This type
of extraction eliminates the problem of the variation of the machine optics
during the flat top. As mentioned before, ramping the main quadrupoles and
keeping the remaining elements fixed changes the optics of the machine along
the flat top, resulting in a variable separatrix presentation at the electrostatic
septum. One way in which this problem is often addressed is by exploiting
a so called betatron core slow extraction. This type of extraction employs a
betatron core magnet (i.e. a toroidal ferromagnetic material wrapped with
coils) placed around the beam pipe, in order to generate a DC electric field
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in the direction of the beam [62, 63]. In such a way, the typical debunched
beam used in slow extraction can be gradually accelerated into resonance,
without the need of ramping any magnet.

Sweeping the resonance accross
the momentum distribution: QSWEEP

Sweeping the momentum distribution
into resonance: betatron core (and COSE!)

Figure 2.20: Differences of the Steinbach diagram evolution along the flat top for a
QSWEEP-like extraction and COSE/betraton core-like one.

Figure 2.20 summarizes the difference between a betatron core-like ex-
traction and a QSWEEP-like one, according to the evolution of the Steinbach
diagram during flat top. In a quadrupole sweep extraction, the resonance
(i.e. the Steinbach triangle) is swept across a fixed momentum distribution.
In a betatron core one, instead, the resonance is fixed, and the full momen-
tum stack is accelerated (or decelerated) into it. In formula:

δpptq “
pptq ´ p0

p0
(2.28)

where pptq is the momentum of the particle, and p0 is the fixed design
momentum.

Typically, the betatron core extraction is used for small medical ma-
chines, where the momenta are of hundreds of MeV{c. Accelerating the full
momentum stack of Fig. 2.20 into resonance at the SPS would imply to
accelerate the particles over „ 1 GeV{c of momentum range, making the
development of a dedicated betatron core magnet prohibitive.

A clever way to obtain an equivalent result is to move the momentum
distribution into resonance by sweeping the design momentum of the machine
p0, while keeping constant the momentum p of each particle:

δpptq “
p´ p0ptq

p0ptq
(2.29)
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The design momentum is in fact a parameter defined by the machine, in
relation to the gradient field of every magnet. In particular:

p0 9 Bρ (2.30)

where Bρ is the magnetic rigidity. Since the geometric strength of each
magnet type is normalized by Bρ, sweeping each gradient field proportion-
ally to Bρ will keep the machine optics fixed, while shifting the momentum
distribution. For the COSE implementation at the SPS, all the magnets of
the machine are simultaneously swept thanks to the LSA framework, which
allows to control the high level parameter “momentum” (i.e. Bρ), in an analo-
gous way to what is done for the horizontal tune in the QSWEEP extraction.

It can be proven that the overall spill shape can be defined by an expres-
sion analogous to Eq. 2.27, where, in this case, the tune is replaced by the
design momentum (more details are presented in Appendix A). This implies
that COSE can be optimized in the same way in which QSWEEP is (i.e. us-
ing the Autospill iterative approach based on Eq. 2.23), just by acting on a
different machine parameter, as it has been proven with dedicated tests and
operation.

Figure 2.21: Example of trimmed flat top momentum ramps for the COSE opera-
tion of the SPS (selected over a period of one month).

Figure 2.21 shows typical flat-top momentum ramps trimmed in the ma-
chine for COSE operation. It can be observed that the momentum ramp is
positive, i.e. the design momentum is increased. This is in agreement with
the fact that the momentum distribution needs to be “decelerated” into res-
onance (Steinbach diagram of Fig. 2.20). Despite a quantitative comparison



2.5. THE SLOW RESONANT EXTRACTION AT CERN-SPS 37

with the tune ramps of Fig. 2.17 would not be reliable due to the machine
drifts, the qualitative agreement between the shapes of the momentum and
tune ramps can be observed in Fig. 2.22.

Figure 2.22: Comparison between trimmed tunes for QSWEEP extraction (blue)
and trimmed momenta for COSE extraction (red).

The good qualitative agreement confirms that the overall shape of the
trimmed ramps (for extracting a flat spill) is ultimately given by the shape of
the momentum distribution P pδpq, as expected from Eq. 2.27 and its COSE
counterpart.

The correct holding of a constant optics during the flat top (and in par-
ticular, of a fixed separatrix presentation at the electrostatic septum) has
been confirmed both by simulations and measurements, as for instance ob-
serving the time-profile of the losses during the operation of slow extraction
with a silicon bent crystal for septum shadowing [64]. Ultimately, the COSE
extraction allowed for a successful test of the technique of separatrix folding
for losses reduction at the electrostatic septum [65]. This technique exploits
the detuning effects of strong octupole fields in order to bend back the ex-
tracted separatrix [66–68], so to increase the spiral step as much as possible.
Without a precise and fixed presentation of the separatrix at the electrostatic
septum the beam could be easily lost with harmful consequences, due to the
effects of the strong octupole fields.

Given the many validations, COSE is being used as default operational
slow extraction method for the SPS since September 2018.

After having described in detail the current extraction implementations
at the SPS, it is also useful for the present work to be aware of what has
been done in the past at the SPS concerning the slow extraction.

Back in the seventies, well before the LHC era, the SPS was slow-
extracting the beam towards two experimental areas: the North Area (NA)
and the West Area (WA, now dismantled). Given the two fixed-target based
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facilities awaiting the beam, the SPS extraction cycle was more complicated
than today: typically, two flat-tops were present, at two different energies of
„ 250 and „ 450 GeV. During the first flat-top, part of the beam was slow
extracted at the WA, since it could not sustain more than 250 GeV particles.
The remaining beam was then accelerated to 450 GeV, and extracted to the
NA. During the first flat-top, because of the successive re-acceleration of the
beam, the RF was left ON during slow extraction. Moreover, the RF was
used in the real time spill feedback system, for optimizing the spill shape
by acting on the beam momentum. Different types of resonant extraction
were used for both the flat tops: third-integer, half-integer coherent and non
coherent, and, occasionally, integer [69]. The third integer extraction was
implemented in a similar way as the QSWEEP of today: 4 extraction sex-
tupoles were used and the beam was brought towards resonance by sweeping
the current in the main quadrupoles, extracting spill lengths no longer than
3 s. The half-integer extraction was instead used for the so called “fast res-
onant extraction” [70]. The name comes from the fact that the spill length
was always shorter than 3 ms, reaching minima of 70 µs for the coherent case.
In this extraction type the beam was first brought near a half-integer tune
by the main quadrupoles of the machine, and 4 extraction octupoles were
switched on in order to define a stable phase space area. The tune was then
swept across resonance by one dedicated extraction quadrupole, connected
to a capacitor bank which was rapidly discharged, later in time replaced with
a thyristor generator able to clip the discharge ramp [71]. The spill length
was typically regulated by changing the chromaticity, or, if necessary, acting
on the discharge ramp. The same half-integer based fast-resonant extraction
could be also operated in a coherent mode, in which the full beam was kicked
out of the stable region onto the separatrix by a fast kicker, and then shaved
out by the electrostatic septum in a small number of turns (with a minimum
of 4 turns). This type of extraction was generating shorts bursts 23 µs-long,
separated from one another by 23 µs, i.e. the SPS revolution time. This
coherent resonant extraction was sometimes also implemented by using an
integer resonance, with the advantage of removing the 23 µs spacing between
the extracted bursts. In the latter case, the stable phase space was typically
generated using quadrupoles.

After the WA was upgraded for 450 GeV operation (1983), a new SPS
slow extraction cycle with a single flat top has been implemented. In this
cycle, a third-integer extraction was performed to slow-extract the beam
simultaneously to the WA and NA [72]. To achieve this, the six-sextant
symmetry of the machine had been broken, creating two halves with slightly
different focusing quadrupoles strengths. In such a way, the two halves of the
machine could have two different horizontal tunes, allowing to achieve the
same phase space presentation at the two electrostatic septa. A part from
the “tune split”, the slow extraction implementation was otherwise roughly
the same as the QSWEEP of today, but with the spill shape optimized by a
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feedback system connected to a servo-quadrupole [73], instead of the present
Autospill.

Once the WA has been dismantled the tune-split has been removed, and
the same third-integer resonant extraction has continued to be performed
solely for the NA, bringing us full circle to the beginning of this section.
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Chapter 3

A pulsed slow extraction from
CERN-SPS

The present chapter will focus on the main practical goal of this work: devel-
oping the pulsed slow extraction scheme envisaged by the ENUBET project
and described in the previous chapter. It is important to outline how this
work has been structured in the three years available. In particular, the
Long Shutdown 2 (LS2) of CERN dictated a complete shutdown of all the
CERN complex from the end of 2018 to 2021. This implied that the only
available time for developing and testing the new extraction scheme at the
SPS would have covered only part of the first year of the present study.
For this reason, the first year of this project has been entirely dedicated to
machine operations and measurements, with the ultimate goal of proving
the feasibility of the pulsed extracted scheme, according to the ENUBET
requirements. To this, it has followed a phase of simulation, validation and
investigations of possible improvements of the achieved experimental results.

The described structure of the present work is reflected in the organi-
zation of the sections of this chapter. Section 3.1 describes how the new
extraction scheme has been designed (Subsection 3.1.1), implemented (Sub-
section 3.1.2), and tested in the machine (Subsections 3.1.3 and 3.1.4). In
particular, Subsection 3.1.4 will describe how the first goal of the ENUBET
project is successfully reached through the use of an iterative optimization
of the new extraction scheme. Following the full experimental character-
ization of Section 3.1, Section 3.2 will describe the developed simulation
model of the pulsed slow extraction, compare its results with the experi-
mental data, and investigate in simulation possible improvement methods.
Promising results are found which will be interesting to be tested when the
SPS will be restarted. Finally, Section 3.3 offers some reflections on the
achieved results which are described up to this point. In particular, the lim-
itations and operability of the possible improvements found from simulation

41
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are discussed, with a focus on their inter-operation with other advantageous
extraction methods for loss reduction which have been successfully tested
and validated at the SPS concurrently to this work.

3.1 The burst mode slow extraction

As described in Section 2.3, the type of extraction needed for the ENU-
BET experiment would be a pulsed version of the slow extraction. The full
intensity circulating in the machine should be extracted in several 2 to 10 ms-
long bursts, possibly repeated at a repetition rate of 10 Hz. Looking back at
the slow-extraction configurations implemented in the SPS in the past and
described Section 2.5, the most similar one could be identified as the fast
resonant extraction: in this case the intensity was extracted in a single pulse
of less than 3 ms, sometimes composed of sub-pulses, 23 µs apart, if the
extraction was coherent. However, a continuous repetition of ms-scale slow
extracted bursts was never performed before: this new type of extraction
will be referred to as “burst mode slow extraction”.

The operational implementation of such an extraction should be simple
and as close as possible to the current slow extraction scheme of the SPS, in
order to exploit the available tools, and the reliability gained from years of
operational experiences.

3.1.1 A deterministic design of the extraction scheme

A good starting point is to think about a fast resonant extraction imple-
mented for the current third-integer scheme, for example, the QSWEEP
extraction.

5000 6000 7000 8000 9000
Time [ms]
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26.64

26.66

26.68

26.70
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Q
H

Nominal

Shrunk time × 2

Figure 3.1: Nominal extraction tune ramp (blue) compared to the same tune ramp
after applying a time-shrinking of a factor 2 (red).



3.1. THE BURST MODE SLOW EXTRACTION 43

Figure 3.1 shows how a faster extraction (red curve) can be implemented
from the current one (blue curve). If Qptq is the nominal flat-top machine
tune at the time instant t (blue curve), the faster tune signal of the red curve
has been obtained using the time-shrinking transformation:

t ÞÝÑ αt (3.1)

where α is a real parameter ą 1.
By applying the transformation of Eq. 3.1 to Eq. 2.25 or Eq. 2.27, the

obtained spill expression is:

dN

dt
“ αˆ

ˆ

K
`

Q
˘ dQ

dt

˙

(3.2)

which corresponds to α times the extracted spill signal without the trans-
formation of Eq. 3.1 (i.e. Eq. 2.27). If the starting time ts of the flat-top is
taken as the time origin, so that ts “ 0, then the new time interval will be:

t P

„

0,
∆T

α



(3.3)

where ∆T is the nominal flat-top length. By putting together Eq. 3.2
and 3.3 it is clear that the spill corresponding to the new shrunk tune signal
will maintain the same shape as with the nominal tune, but it will be α
times more intense and α times shorter. This can also be justified by a more
intuitive reasonment: generating a new tune ramp using the transformation
of Eq. 3.1 corresponds to speed up the ramp by a factor α: the same tune
sweep over the momentum distribution will take place at α times the speed.
This implies that the same spill signal will be extracted in 1{α of the time,
and for the conservation of the number of particles, the spill will have to be
more intense by a factor α. In fact, since the total tune range remains the
same, the same number of particles is extracted.

This transformation gives the significant advantage of preserving the spill
shape optimization from the Autospill algorithm: if the optimized spill is
flat with the nominal tune, it will also be flat with a shrunk version of
it. This result is used in order to build the burst mode slow extraction:
instead of applying a global time-shrinking of the tune, the tune is divided
in N intervals of length ∆t (i.e. the burst repetition period, or simply burst
period), and each interval is time-shrunk according to Eq. 3.1. Putting it in
formula:

Qpt` n∆tq ÞÝÑ

#

Q
´

∆t
λ t` n∆t

¯

t P r0, λs

fpt` n∆tq t P rλ,∆ts
(3.4)

where ∆t is the repetition period of the bursts, λ is the length of a single
burst, n is the index of the burst period (n P N, n P r0, N s), and f a function
satisfying the following constraint for each burst period n:

fpt` n∆tq ď Q
´

pn` 1q∆t
¯

@ t P rλ,∆ts (3.5)
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Figure 3.2: Nominal flat-top tune ramp (blue) and corresponding burst mode slow
extraction tune (red) generated using Eq. 3.4.

Figure 3.2 shows an example of burst extraction tune ramp (red curve),
constructed according to Eq. 3.4, and the corresponding nominal extraction
tune (blue curve). The zoomed plot in Fig. 3.2 can be used to visualize
Eq. 3.2: on each burst period ∆t the nominal tune is time-shrunk in order
to extract a single burst of length λ, hence the time-shrinking constant α
(referred to Eqs. 3.1, 3.2, and 3.3) becomes ∆t{λ. Once the λ seconds long
burst has been extracted, no other particle is extracted until the next burst
period: in this region the new tune function could take any value fulfilling
Eq. 3.5.

The reason of Eq. 3.5 is that, under the assumptions in which Eq. 2.27
has been derived, once the tune sweeps over a certain momentum region, it
depletes it of all the particles. In such a way, if the tune ramp comes back to
a region which has been already crossed, nothing will be extracted anymore.
This implies that in order not to extract any particle the tune value needs
to be kept lower than the last extraction tune. This notion was not included
in the derivation of Eq. 2.27, which can be extended to:

dN

dt
“

#

KpQq dQdt if dQdt ą 0

0 otherwise
(3.6)

implying that the spill satisfies the previous expression of Eq. 2.27 only
if the tune ramp is a monotonic function of time, which is usually the case
during standard operation, as can be observed from Fig. 2.17.

All of what has been carried out up to now using the flat-top tune ramp
Qptq holds in a good approximation also by using the momentum extrac-
tion ramp p0ptq (i.e. COSE scheme), given the results of Section 2.5 and
Appendix A. Nevertheless, despite the significant advantages of the COSE
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scheme, the burst mode slow extraction will be implemented using QSWEEP
as the underlying extraction scheme, and hence using the technique outlined
in Eq. 3.4 and shown in Fig. 3.2. The reason for this is driven by practicality:
the burst extraction ramp (Fig. 3.2) could be a strain for the magnet current
generators to follow, and so, minimizing the number of magnets to ramp will
maximize the probability of success and save debugging time. Nevertheless,
a successful operation of the burst extraction in the QSWEEP scheme is a
necessary condition for it to work in the COSE scheme. The extrapolation
to COSE is only a matter of implementation in the SPS control system and
it is seen as future step, which will follow the success of this initial imple-
mentation.

3.1.2 Implementation

The implementation of the new extraction scheme into the SPS follows the
design described above. In particular, a dedicated Graphical User Interface
(GUI)-based control room application has been developed for the task. The
application has been written in the Python programming language, exploit-
ing a Python wrapper (PyJAPC) of the Java API for Parameter Control
(JAPC). This software framework is a higher level client interface to the
Control Middleware (CMW), which allows for a unified control of the accel-
erator hardware [74–76].

The algorithm implemented in the developed application works as fol-
lows:

1. Insert the input parameters for the demanded spill characteristics and
tune change (as the burst length λ, burst period ∆t, the shape of
f -function, and more).

2. The current flat-top tune is read and processed (as per Eq. 3.4) ac-
cording to the input parameters in order to generate the new burst
extraction tune.

3. The proposed tune is shown and compared to the nominal one (as in
Fig. 3.2). If confirmed, the new tune is trimmed into the machine, for
the selected extraction cycle.

An example of the developed application (referred to as burstControl)
and the possible tune changes is shown in Fig. 3.3. It can be observed
that four alternative burst extraction tunes are available to be chosen as
new machine tune (they change in the shape of the f function, referred to
Eq. 3.4), and compared to the nominal flat-top tune. In particular, a total
of 14 tune configuration parameters are available from the settings menu.

Figure 3.4 shows the comparison between the nominal slow extracted
continuous spill and a burst-extracted spill obtained by using the developed
control application of Fig. 3.3 during dedicated beam tests in the SPS. The
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Figure 3.3: Screenshot of the developed control room application for burst extrac-
tion operation during the phase of tune trimming.

spill profiles have been measured using a secondary emission intensity moni-
tor placed on the extraction line and sampled at 2 kHz; the calibration of the
digitized signal to units of p`{s is done by using the integrated extracted
intensity measured with the BCT along the ring. It can be noticed that
there is about a factor 5 between the average peak intensity of the bursted
spill and the continuous one. This is well expected from the results of Sub-
section 3.1.1, given that the bursted spill was selected to have 50 ms pulses
over a 250 ms period, yielding a time-shrinking factor of ∆t{λ “ 250{50 “ 5.

Before starting to characterize the performance of the burst mode slow
extraction, it is important to first discuss the reason why so many different
f functions (referred to Eq. 3.4) are available in the developed control-room
application, as shown in Fig. 3.3. Moreover, for each different function shape,
numerous configuration parameters are available. From the spill expression
of Eq. 3.6, there should not be any difference in the result (i.e. no particles
are extracted) for any different shape of f , provided that it fulfills Eq. 3.5.
However, in the real case, it has been observed that f plays an important
role in the hardware response of the magnet circuit and current generators
to the demanded input signal. This hardware response can be so bad to
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Figure 3.4: Example of a nominal extracted spill (green curve) compared with a
burst-extracted spill (blue curve) of 50 ms pulses over 250 ms periods.

significantly alter the shape of the extracted spill.
An example of this effect can be observed in Fig. 3.5, which shows the

presence of a significant overshoot and ringing on the measured main focusing
quadrupoles current, repeated twice for each burst period. In particular,
the overshoots at the start of each increasing tune ramp have detrimental
effects for the spill: the overshoot pulse is extracting almost half of the burst
intensity in the fist small fraction of the expected burst length, making the
shape of the burst irregular. This phenomenon is due to the power converters
regulator loop not being able to properly follow the unusual reference current
shape. Attenuating this effect does not seem to be a straightforward task,
and different methods have been tried during the measurements.

Figure 3.6 shows an example of different tune functions which have been
used in attempt to attenuate the wrong power converters response. As it
can be observed from Fig. 3.5, the change of slope right before the start of
the burst seems to trigger a strong overshoot. This has been handled by
imposing

df

dt

´

pn` 1q∆t
¯

“
dQ

dt

´

pn` 1q∆t
¯

(3.7)

and adding other possible attenuation factors as:

• making the same slope ramp start early along the f function (e.g. red
curve in Fig. 3.6);
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Figure 3.5: An example of a bad hardware response to the generated tune function
during burst mode slow extraction tests at the SPS. In green: demanded
current for the main focusing quadrupoles. In red: measured current
of the main focusing quadrupoles.

Figure 3.6: Different burst extraction tune functions used to tackle the problem of
wrong power converters response.

• replacing the linear ramp with a smooth function, as a parabola (e.g. or-
ange curve in Fig. 3.6);

• imposing the full f function to be a smooth parabolic function and not
piecewise anymore (e.g. green curve in Fig. 3.6).
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In particular, the reason why a parabolic shape has been chosen is be-
cause the underlying Digital to Analog Converter (DAC) for the reference
current generator performs a second order polynomial reconstruction of the
input signal; higher order polynomials are not guaranteed to be correctly
followed 1.

From machine tests it has been observed that there is not a single solu-
tion that minimizes the problems all the times, but the different solutions
work best for different configurations of burst mode slow extraction. For this
reason, care has been used to select the best f function before each burst
mode slow extraction measurement (compatibly with how many shapes were
currently implemented at the time, and with the available time for measure-
ments).

3.1.3 Machine tests and experimental characterization

The new slow extraction scheme has been tested in the SPS in a dedi-
cated Machine Development (MD). The extracted intensity has been set
to „ 4 ˆ 1012 protons per spill, which is about an order of magnitude less
than the nominal operational intensity. The time profile of each extracted
spill signal has been measured using the secondary emission monitor previ-
ously described.

The first parameter which has been monitored in order to characterize the
performance of the new extraction scheme has been the dumped intensity.
This parameter is defined as the remaining intensity in the machine after the
slow extraction. These remaining particles are then cleanly disposed on the
SPS internal dump.

Contrary to the simple model used in Section 2.5 and based on the as-
sumption of an instantaneous momentum extraction (which, nevertheless,
is a good approximation for the overall shape of the continuous spill, since
it excludes high frequency components), particles in phase space take a fi-
nite amount of time for being extracted, and so present a certain inertia to
respond to rapid tune changes. For this reason, at each extraction cycle,
a fraction of particles will remain inside the ring. As described and tested
in [77], this fraction can be expressed as:

Irem
Itot

“

ż A0

0
a e

´a2

2σ2 da “ σ2
´

1´ e
´A2

0
2σ2

¯

(3.8)

where Irem and Itot are respectively the remaining and total ring inten-
sity, a is the phase space amplitude, σ is the beam size, and A0 is the mini-
mum particle amplitude that gets extracted. A0 depends on the extraction

1Private communication with A. Nicoletti.
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parameters, and can be written as:

A0 “

b

3´ 2
?

2
2

ksβs

c

2π
dQ

dt
(3.9)

where ks is the extraction sextupole strength, βs is the betatron function
at the sextupole, and Q the machine tune, assumed to be a linear ramp.
By putting together Eqs. 3.8 and 3.9, it follows that the faster the tune
ramp, the more particles will remain into the machine. This is a relevant
issue for the burst mode slow extraction, given that it is based on a time-
shrinking transformation of the tune function, which has the effect of locally
multiplying the derivative of the tune by the time-shrinking factor α, as
shown in Eq. 3.2 and Fig. 3.1. In particular, by neglecting the f function
pieces of the burst tune, and approximating the nominal slow extraction
tune ramp Q0ptq to a linear one, the dumped intensity should approximately
follow:

Irem
Itot

pαq9 p1´ e´b αq (3.10)

where α is the time shrinking factor, and b is a constant defined as:

b “ p3´ 2
?

2q
64π

pksβsq22σ2

dQ0

dt
(3.11)

These results imply that the burst mode slow extraction has the potential
to significantly increase the dumped intensity (factors α of 10 or more are
to be expected): this is an aspect to carefully optimize to make the burst-
mode slow extraction operational. In order to investigate the behavior of
the dumped intensity, a dedicated burst extraction run has been performed
by maintaining a fixed burst length of 50 ms, and gradually increasing the
repetition period, so to increase the time-shrinking factor α. The f function
component has been selected to be as steep as possible (compatibly with the
hardware response), in order to minimize its influence on the behavior of
Eqs. 3.10 and 3.11.

The dumped intensity has been measured using the ring BCT, and its
evolution as a function of the shrinking factor α (i.e. burst period over burst
length) has been fitted with a function of the type of Eq. 3.10, but including
an offset to take into account other external effects. The result can be
observed in Fig. 3.7. In particular, the fit parameter b (referred to Eq. 3.10)
has been used to extrapolate the average equivalent tune ramp speed dQ0{dt
by inverting Eq. 3.11. The obtained result is compared with the average
speed of tune variation in the SPS, as a validation test. The value obtained
from the fit turns out to be the same order of magnitude of the expected
ramp slope, proving that such a simple model can also help to describe the
behavior of the non-extracted intensity for the burst mode extraction. The
results of Fig. 3.7 are not encouraging, given that a 10% of dumped intensity
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Figure 3.7: Dumped intensity (as a fraction of the total circulating intensity) as
function of the time-shrinking factor α for a burst extraction run with
fixed burst length of 50 ms.

is reached at a shrinking factor of 10 (which is the baseline for the ENUBET
requirements). This could be too much for the SPS in regular operation and
possible mitigations shall be evaluated.

In order to reduce as much as possible the dumped intensity, it has been
attempted to act on the particular shape of the f function, so to induce
a so-called “momentum cleaning”: by slowing down the slopes of the non-
extracting sections of the tune ramp, the particles not extracted during the
previous pulse would then be extracted.

An example of a tune function featuring “momentum cleaning” is shown
in Fig. 3.8: by comparing it with the tune function of Fig. 3.2 it is evident
how more of the non-extracted particles will be cleaned out from the machine
due to the slower tune speed between bursts.

The result of this test can be observed in Fig. 3.9, compared with the pre-
vious data and expected behavior. In particular, the dumped intensity can
be lowered significantly, especially at high shrinking factors, and, more im-
portantly, the behavior foreseen by Eq. 3.10 does not seem to hold anymore.
This follows directly from the fact that components of the tune functions
other than the burst ramps are now significantly contributing to the extrac-
tion of particles.

The same technique has been used for the successive burst extraction
tests, where different values of demanded burst length and period have been
explored. Figure 3.10 shows an overview of the results.

It can be observed from Fig. 3.10 that no other burst extraction run
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Figure 3.8: Example of a burst extraction tune ramp used for the “momentum clean-
ing” operation.
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Figure 3.9: Comparison between the dumped intensity behavior as a function of
the shrinking factor with (green) and without (blue) the momentum
cleaning approach.

has reached dumped intensity values as high as the initial one (blue curve).
More importantly, a trend of dumped intensity reduction as a function of the
selected burst length can be observed, i.e. smaller demanded burst lengths
seem to have a lower dumped intensity, until the reach of the floor of „ 3%
of the continuous extraction. This observed behavior could be explained
by the fact that for smaller burst lengths λ, the burst period value ∆t for
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Figure 3.10: Measured dumped intensity behavior for different burst extraction
runs performed during the MD’s at the SPS.

reaching the same shrinking factor is also smaller, implying a higher number
of extracted bursts Nb:

Nb “
∆T

∆t
(3.12)

where ∆T is the flat top length. With a higher number of extracted bursts
there is both less extracted intensity per burst and a higher number of non-
extracting tune regions in which to apply the momentum cleaning technique.
These two facts combined significantly contribute to a more effective removal
of the remaining particles from the ring.

This is an important achievement for the burst mode slow extraction
requirements provided by the ENUBET experiment, where the repetition
period should be of 100 ms, and the burst length in the range of 10 to 2 ms.
Finally, the particles extracted between two bursts represent a small fraction
of the bursts intensities, and should not influence the correct operation of the
experiment. This is both because the strong focusing system is not pulsed
in such moments, and also because a gated veto can be placed, if necessary.

The second parameter which has been used to characterize the oper-
ational performance of the burst extraction is a measure of the temporal
length of each extracted burst. This quantity will be referred to as “effective
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burst length”, and defined as:

λneff “

ˆ

ş

∆t{2

´∆t{2
spt` n∆t` t0q dt

˙2

ş

∆t{2

´∆t{2
s2pt` n∆t` t0q dt

(3.13)

where sptq is the extracted spill, n is the burst index inside the spill, and
t0 is the center of the first extracted burst. Equation 3.13 is based on the
common “effective spill length” and “duty factor” parameters typically used in
the framework of slow extraction, and defined in [78]. The latter parameters
are often used to measure the quality of the full extracted spill: the effective
spill length of a square pulse corresponds to its exact length (i.e. 100% usable
length), while the value decreases for pulses with irregular amplitudes. The
same holds for Eq. 3.13, which can also be used as a measure of the length
of an extracted pulse. In particular, it is useful to consider the example of
a Gaussian-like pulse fully contained in the integration interval; its effective
length will approximately be:

ˆ

ş

∆t{2

´∆t{2
e´t

2{2σ2
, dt

˙2

ş

∆t{2

´∆t{2
e´t2{σ2 dt

» 2
?
πσ » 3.5σ (3.14)

which corresponds to about the 92% of its area, and proves to be a
realistic estimation of the “usable” length of an extracted pulse.

For all the burst extraction configurations tested at the SPS, Eq. 3.13
is applied to each burst of every extracted spill; the averaged results are
reported in Fig. 3.11. This shows the burst extraction performance for dif-
ferent demanded burst duration and as a function of the shrinking factor.

Two important trends can be observed from Fig. 3.11:

• A slight increase of the effective burst length seems to take place for
increasing shrinking factors.

• The smaller the demanded burst length, the more distant from it is
the obtained effective burst length.

The first point can be explained by the previous observations on the
dumped intensity. In fact, the higher is the shrinking factor, the faster will
be the burst tune ramp: this implies that for higher shrinking factors a bigger
fraction of particles will be extracted between the pulses. The effective burst
length will then result to be slightly larger.

The second point is instead a direct consequence of the finite time-spread
of a group of extracted particles. Even if an instantaneous tune change
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Figure 3.11: Measured effective burst length normalized to the demanded one for
different burst extraction runs performed during the MD at the SPS.

is applied in order to have a δ-like pulse, the extracted particles will be
distributed on a finite length interval: this is at the basis of the frequency
transfer process of slow extraction, which will be the main topic of Chapter 4.
To this effect, also the power converter response will contribute, since the
regulator loop will have difficulties to follow the demanded reference current
for smaller pulses (i.e. higher frequencies).

Figure 3.12: Measured spill (blue) obtained by demanding 9 ms as burst length,
superimposed with a 9 ms square wave (red) for reference.
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Figure 3.12 shows a clear example of the latter effect, where the obtained
pulses by imposing a 9 ms length are about two times wider than the expected
value (a square wave of 9 ms pulses would be the ideal expected output).
This is a measured spill from the “fixed length 9 ms” data points reported
in Fig. 3.11, and which in fact present a ratio of about 2.3 between the
measured effective burst length and the demanded one.

Given that the main dependence on the measured effective burst length
parameter is on the demanded burst length, it is reasonable to average the
results belonging to data with different shrinking factors and the same de-
manded burst length. This allows to express the effective burst length as a
function of the demanded burst length, as shown in Fig. 3.13.
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Figure 3.13: Measured effective burst length as a function of the demanded one
(referred as input), fitted with a linear and an hyperbolic function,
and compared to the 1-1 law.

It would be natural to think the 1-to-1 ratio law to be an asymptote
for the behavior of the effective burst length data at large demanded burst
lengths. It is in fact already evident from Fig. 3.13 that the burst lengths
points larger than 40 ms are very close to the ideal behavior. The points with
a smaller demanded burst length deviate significantly from the ideal situation
instead, as expected from the considerations made above. Understanding
how these points deviates from the ideal behavior is important to define the
performance limits of the burst extraction: for instance, in Fig. 3.13, the
data has been fitted with a linear and a hyperbolic function. The choice of
the latter has been driven by the consideration of the 1-to-1 line to be an
asymptote. The two laws predict two very different scenarios. According
to the hyperbolic model, a burst length saturation at about „ 18 ms would
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make this value the minimum achievable burst length. The linear model,
instead, would allow to reach progressively smaller lengths by lowering the
demanded one.
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Figure 3.14: Ratio of the effective and demanded burst length as a function of the
demanded burst length (referred as input), fitted with the same linear
and hyperbolic functions of Fig. 3.13.

The same behaviour can be visualized taking the ratio of the measured
and ideal effective burst lengths as a function of the ideal one (Fig. 3.14). The
same linear and hyperbolic fits of Fig. 3.13 are reported, and both predict a
divergence at zero input lengths.

3.1.4 An iterative approach to the burst extraction

The results from Figs. 3.13 and 3.14 have shown that a simple deterministic
approach to the burst extraction (i.e. setting a demanded length and shaping
the tune accordingly) is not enough to reach the ENUBET goal of 10-to-
2 ms-long pulses. Moreover, the observed behavior of the effective burst
length could imply an impossibility of reaching such goal, given the current
machine configuration. It is then crucial to investigate what happens by
demanding shorter and shorter burst lengths, with the aim of reaching the
first experiment goal of 10 ms-long pulses.

This task can be performed in two ways: one is to manually scan the
space for lower demanded burst lengths by using the developed application,
while the second way would be to use an iterative approach based on an au-
tomatic spill optimization, until convergence is reached. This last approach
is exactly what the Autospill control-room application (described in Sec-
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tion 2.5) is performing for the operational continuous spill on a daily basis.
Exploiting a well established operational tool to optimize and control the
burst extraction scheme would be a great advantage in terms of stability
and future operability of the new extraction scheme; hence, this has been
the chosen approach.

Figure 3.15: Screenshot of the upgraded Austospill application used during the last
burst extraction tests at the SPS.

The Autospill application has then been upgraded in order to fully sup-
port the optimization of the burst mode slow extraction2. An example of
some of the new developed features is visible in Fig. 3.15, which shows the
demanded burst extraction spill (blue, middle plot) and the current flat spill
(red). On the left side of the plots, a few of the burst extraction configuration
parameters added in the upgrade can be observed.

The procedure outlined for the last burst extraction MD has been the
following:

1. optimize the continuous extracted spill using the standard Austospill
mode;

2. use the burstControl Python application set to a burst length and
burst period of respectively 10 and 100 ms (i.e. the first goal of the
ENUBET experiment).

3. enable the burst mode of the Autospill application (set on the same
10 over 100 ms burst operation) in order to optimize the tune set at
point 2 to the demanded values.

2The application is written in Java and directly uses the native Java libraries for ac-
celerator control of CERN, contrary to the developed Python application.
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The reason why the burstControl application is used to set the initial
condition for the optimization process is to simplify the task, minimizing
the time needed and the possible complications from a bad power converter
response. The latter issue, in fact, is not taken into account by the Au-
tospill algorithm, while it has been proved to be well handled by the Python
application.

Figure 3.16: Flat-top tunes of a successful burst extraction spill optimization. The
small plot shows a zoom of the tune functions of each optimization
step.

Convergence to the demanded burst length value has been achieved dur-
ing the tests, and Fig. 3.16 shows the evolution of the flat-top tune for
every step of the optimization. In particular, the numerical optimization
successfully shrinks the extraction parts of the tune in order to reduce the
effective burst length, while keeping unchanged the parabolic shapes of the
non-extracting tune regions initially generated with burstControl.

As Fig. 3.17 shows, a satisfactory convergence is reached in only 3 itera-
tions: the average effective burst length is brought to about 10 ms from an
initial value of 19 ms. This is an important result, and several conclusions
can be drawn from it:

• Since the burst extraction parameters used in this optimization were
10 ms-long bursts repeated over 100 ms periods, this means that the
feasibility of the first goal of the ENUBET experiment has been proven.

• The successful result has been reached only by acting on the machine
horizontal tune through one operational control-room application (Au-
tospill), and another one which has proven to be stable and reliable in
the previous tests (burstControl). This implies that eventually us-
ing the burst mode slow extraction as an operational scheme would be
rather straightforward.
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Figure 3.17: Distribution of the effective burst length for each extracted burst dur-
ing the successful spill optimization with Austopill. The average of
each histogram is reported in the legend.

• A convergence in only 3 iterations shows that there is margin for im-
provement: more iterations could not have been taken just for a matter
of available time, but in principle the result would continue to improve.

• The reaching of the 10 ms goal, other than being a success for the
experiment, proves that the behavior of the effective burst length pa-
rameter as a function of the demanded one is not the hyperbolic one
from the fitted function of Figs. 3.13 and 3.14. Otherwise, such a re-
sults could not have been reached, given the foreseen early saturation
of the effective burst length.

The success of the burst extraction optimization can be also be observed
from the measured spill profile, reported in Fig. 3.18.

During the burst extraction machine developments the losses at the elec-
trostatic septum have also been monitored. This is because particle losses
at the electrostatic septum blade are one of the most important parameters
for the operation of the slow extraction: any increase of losses with respect
to the nominal case could represent a showstopper for any new extraction
scheme.

Concerning the burst mode slow extraction, being it built on top of the
existing QSWEEP extraction of the SPS, and being it based on a horizontal
flat-top tune change, no increase of integrated losses is expected in principle.
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Figure 3.18: Comparison of the measured extracted bursts before and after the
Autospill optimization of the burst extraction spill. The bursts are
superimposed to a 10 ms square pulses for reference.

The experimental results, reported in Fig. 3.19, confirm this expectations.
The reported data consist in the integrated losses at the 5 electrostatic sep-
tum modules, plus the first collimator downstream the electrostatic septum.

While the iterative approach to the burst mode slow extraction has been
proven to be very promising, and allowed to reach the first goal of ENUBET,
some limitations and issues have also been observed, and will be discussed
in the following.

The main limitation is related to the evolution of the intensity of each
burst during the Autospill optimization: the height of the bursts seem to be
significantly randomized by the process.

In Fig. 3.20 a visual example of this randomization is evident from the
measured spill intensity profiles: the burst heights at the end of the optimiza-
tion reach amplitudes as big as three times the initial ones. In particular,
observing the distribution of the heights of all the extracted bursts for each
optimization step, it can be seen how the spread is increased up to about a
factor 5 at the end of the optimization, as shown in Fig. 3.21.

Since the deterministic implementation of the burst extraction is shown
to keep an acceptable spread of the burst heights (the absolute value of the
σ’s from Fig. 3.21 contains also the spread from beam intensity fluctuations
between different extracted spills, which anyway is similar for every iteration
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Figure 3.19: Integrated extraction losses (normalized to the extracted intensity)
during the burst extraction tests. In the yellow areas the nominal
continuous extraction was being operated, while in the gray areas the
burst extraction was active. The dip corresponding to the run number
13 was due to a manual reduction of the extracted intensity during
the tests.

step), the problem is intrinsically related with the Autospill application.
In order to fully understand and correct this issue it will be needed to

further debug the application under real conditions, and this will only be
possible after the end of the shutdown. However, another limitation of the
Autospill for the burst extraction operation is likely to be related with this
problem.

As described in Section. 2.5, the measured spill signals used for the feed-
forward algorithm are not coming for the secondary emission monitor sam-
pled at 2 kHz (e.g. spills of Fig. 3.20), but from DC BCT data, sampled at
5 ms. This is particularly problematic for the burst mode slow extraction,
as to achieve effective bursts lengths of 10 ms (or less) the needed burst tune
ramps have to be smaller than 5 ms. Despite seeming counter intuitive at
first, it is still possible to reach tune ramps significantly smaller than the
minimum sampling time, as shown in Fig. 3.22 and proven by the success
of the burst length optimization. However, this offers less degrees of free-
dom for the optimization, and makes the application blind to burst intensity
variations at scales shorter than 5 ms, making not feasible to reach shorter
lengths.

On top of this, the spill signal obtained from BCT data is also nois-
ier than the one measured by the secondary emission monitor. This does
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Figure 3.20: Top: spill created with the burstControl application as initial con-
dition for the iterative optimization. Bottom: spill obtained at the
third iteration of the Autospill, with the successfully optimized burst
length.
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Figure 3.21: Evolution of the burst height distribution during the burst extraction
spill optimization process. The standard deviation (σ) of each distri-
bution is reported in the legend.

not represent a problem for the standard continuous spill extraction: the
measured BCT signal can be under-sampled and filtered with smoothing al-
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5 ms of sampling

~2.5 ms of extraction
   ramp

Figure 3.22: Detail of the tune ramp of the final Autospill iteration: the sampling
points used to generate the tune signal are marked in red.

gorithms without losing useful information on the spill structure. In the case
of the burst mode slow extraction both filtering and under-sampling are not
viable options, and the noise can contribute to fluctuations in the height of
the bursts, as evident from Eq. 2.23.

Figure 3.23: Example of the high level of noise on the measured spill (red curve,
middle plot) during the burst mode slow extraction Autospill test.

An example of such effect can be observed in Fig. 3.23: the strong noise on
the measured spill (red curve, middle plot) affects significantly the heights
of the burst proposed for the tune trim (red curve, bottom plot). This
phenomenon gets worse for smaller extracted intensities, where the noise on
the BCT increases: this was actually the case during the Autospill tests for
burst extraction, where the intensity was almost 2 orders of magnitude lower
than the nominal one, due to requirements from other parallel MD’s.

One possible solution which will have to be investigated for the future
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is to further upgrade the Autospill control-room application to use the sec-
ondary emission monitor spill signal for the spill optimization. In this case,
both the problems described above could be potentially solved, given that
the secondary emission monitor has a sampling time of 0.5 ms, and a lower
level of noise. This solution will certainly need to be investigated in order
to solve the issue with the bursts intensities observed in Figs. 3.20 and 3.21,
and to allow to reach burst lengths shorter than 5 ms.

As a final experimental limitation, which influences both the iterative and
the deterministic burst extraction implementations, there is the fact that the
regulator loop of the quadrupole power converters cannot work with sampling
times shorter than 3 ms (already, power converters response problems have
been observed with such sampling too, as reported in Fig. 3.5), for a matter
of convergence. Nevertheless, as shown in Fig. 3.22, this is not preventing
to reach extracting ramps shorter than 3 ms, but it will require a more
sophisticated handling of the burst extraction implementation, in order to
reach an optimum result.

3.2 Simulations and possible improvements for the
burst mode extraction

After the efforts dedicated to the implementation, proof of principle, and
experimental characterization of the burst mode slow extraction at the SPS
described in Section 3.1, a simulation model of the new extraction scheme
has been implemented. This model is based on a MADX [79] simulation of
the SPS, which has been successfully validated with data on several different
occasions since its original development [52, 61, 64, 65]. The main goal
of the simulation work on the burst extraction is to investigate different
configurations of the extraction scheme which would allow to reach the full
2-to-10 ms burst length range specified by the ENUBET project. In order to
do this, the obtained experimental results will be first compared against the
simulation to verify the agreement, for then investigating and simulating new
possible improvements which could not have been tested before the CERN
accelerator complex shutdown.

The simulation model of the QSWEEP extraction for the SPS uses a
uniform momentum distribution for the particles and consequently a linear
ramp for the main quadrupoles: this implies that the extracted spill will have
ideally the shape of a square pulse, as per Eq. 2.27. This simplifies signifi-
cantly the code, and automatically makes the simulated extracted spill corre-
spond in shape to the result of the Austospill iterative optimization process.
The burst extraction ramps are then built on top of the linear quadrupole
ramps, using the concept developed in Subsection 3.1.1. Following the same
idea of using a simplified approach that embodies the main characteristics
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of the process, the sophisticated and frequently modified burst extraction
ramp shapes of the type of Fig. 3.6 are not reproduced in simulation one to
one, as neither are all the different burst period/length combinations tested
in the first measurements and summarized in Figs. 3.10 and 3.11. Taking
into account all of this would add too many parameters to the problem, and
increase significantly the simulation times without adding much to the con-
clusions already drawn from measurements. The simulations will instead be
focused on a burst extraction with a fixed repetition period of 100 ms, while
trying to reduce the achievable effective burst length as much as possible,
aiming for a 10 to 2 ms burst length: these are the extraction characteristics
of interest for the ENUBET project.

The first thing that needs to be investigated is the dependence of the
effective burst length on the part of the tune ramp between bursts, referred
as f in Fig. 3.2 and Eq. 3.4. As it has been observed from the experimen-
tal results on the dumped intensity with and without momentum cleaning
(Fig. 3.9), the shape of f influences the number of extracted particles be-
tween two ideal pulses: this is consequently inducing a variation of the effec-
tive burst length. This particular dependence could not have been scanned
during the measurements due to the limited amount of available time and
the main focus on minimizing the power converter overshoots (for which the
f function plays an important role).
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Figure 3.24: Simulated burst extraction quadrupole ramps for the same burst
length and burst period parameters of 10 and 100 ms, but with differ-
ent f functions.

The f function of the simulated burst extraction ramp is chosen to be
a symmetric piece-wise linear “V”-shaped function, characterized by a single
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parameter κ defined by the relation:

κ ¨Q
´

pn` 1q∆t
¯

“ min
tPrλ,∆ts

fpt` n∆tq
ˇ

ˇ κ ď 1 (3.15)

where the formalism is referred to Eq. 3.4. Equation 3.15 simply means
that κ equals to the ratio between the minimum of the f function, and the
final value of the last extracting ramp. For this reason κ will be referred
to as fractional tune comeback. Figure 3.15 shows an example of different
simulated focusing quadrupole ramps for different values of κ: the smaller
the value of κ, the faster the f function, while a value of κ “ 1 implies f to
be an horizontal line.
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Figure 3.25: Simulated average effective burst length as a function of κ (fractional
tune comeback depth), with fixed burst length and period of 10 and
100 ms, respectively.

A scan for different values of κ P r0.999, 1s is simulated with the fixed
burst extraction parameters of 10 ms burst length and 100 ms burst period.
The average effective burst length is computed from the simulated spills for
each value of κ. The minimum value of κ “ 0.999 represents a realistic
lower limit case according to what has been observed during the machine
tests. The result of this scan is reported in Fig. 3.25 and compared with the
best experimental value of effective burst length obtained for burst period
and length respectively of 100 and 10 ms. It can be observed that the maxi-
mum effective spill length is not obtained for κ “ 1 (i.e. horizontal line), but
for a slow double ramp: this is because a larger particle momentum space is
crossed with a tune slow enough to extract most of the particles still in the
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machine. The experimental case was often presenting a κ around the maxi-
mum of Fig. 3.25, given that the dumped intensity was minimized. Despite
the significant added layer of complications present in the experimental case
(e.g. bad power converter responses, more complex tune shapes, etc.), the
best experimental point falls inside the range of minimum and maximum
effective burst lengths foreseen by the simulated scan. However, this is not
valid in the general case, which is usually characterized by a larger effective
spill length, as it will be further discussed in the following.
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Figure 3.26: Best experimental configuration for effective burst length (red his-
togram) compared with the average case (green histogram). The his-
tograms averages and standard deviations are shown in the legend.

The difference between the typical case and the best experimental point
is shown in Fig. 3.26: while the typical cases are obtained used the determin-
istic algorithm previously discussed, the best experimental point has been
obtained via a “one-shot” burst extraction setting with Autospill, where the
measured continuous spill had been smoothed using a Savitzky-Golay fil-
ter [80]. The latter result has the drawback of significantly randomizing the
intensities of the extracted bursts (at least by a factor 2 with respect to the
burstControl case), in line with what observed in the previous section and
shown in Figs. 3.21 and 3.20. On the other hand, it is evident from the
mean value of the histograms of Fig. 3.26 that the typical case of the ex-
perimental effective burst length lies above the maximum value foreseen by
the simulated scan of Fig. 3.25. This result is not surprising. As mentioned
above, the typical κ value of the experimental case is near the maximum
of Fig. 3.25. Adding to this a more complex tune shape with in average a
lower tune speed (as for example a parabolic shape) and some overshoots
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and ringing from the power converters, it follows that more particles should
be extracted between two bursts in the experimental case with respect to
the modeled one.

The results of the scan reported in Fig. 3.25 can be used to define a
range in κ delimited by the two values which correspond to the minimum
and maximum effective burst length, referred to as κmin and κmax. For
each of these values, a scan of the burst length parameter (keeping the burst
period fixed at 100 ms) can be simulated: the result is shown in Fig. 3.27.
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Figure 3.27: Simulated burst length scan for 100 ms burst period (red and blue
points) compared to the experimental data (cyan points).

The two set of points obtained from the scan (red and blue in Fig. 3.27)
define a region in which experimental data should approximately lie in if ne-
glecting hardware effects and more complex tune shapes. The experimental
data in the range of interest is also reported on the plot: for the Autospill
optimization data (where there is no such a thing as demanded burst length)
an effective demanded burst length is computed using a technique based on
Fig. 3.22.

Two important remarks can be drawn from the result of the scan and its
comparison with data reported in Fig. 3.27:

• The two set of points obtained from the simulated burst length scan
(red and blue) show that the behavior of the effective burst length as
a function of the input one is linear in a good approximation: slight
saturation effects appear to be visible below „ 2.5 ms, but without
significant deviations from a linear law in the range of interest.

• The data points in good agreement with the simulation results show
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that it is possible to minimize the hardware effects and tune shape
influence, and follow a simple model. When not compatible with the
simulation, the experimental points lie above the simulated range, as
expected from the effects of a bad hardware response and complex tune
shapes.

The simulation results of Fig. 3.27 have been obtained using the nomi-
nal slow extraction parameters of the SPS, i.e. the same used for the burst
mode slow extraction tests. It follows from the simulation results that under
these conditions the minimum effective burst length that could realistically
be reached in operation is between 10 and 7 ms.

One possible way to reduce the minimum achievable burst length would
be to act on the extraction sextupole strength of the machine. The 3-turns
amplitude growth of an unstable particle which moves along one of the phase
space separatrix arms is:

∆A “
3

4
VssA

2 (3.16)

where A is the normalized phase space amplitude, and Vss the virtual
extraction sextupole strength. It is clear from Eq. 3.16 that both the speed
and the acceleration of the motion along the separatrix are locally propor-
tional to the virtual sextupole strength. Using the typical SPS amplitude
distribution, the time-to-extraction of every particle can be computed using
Eq. 3.16. A visualization of the computation is shown in Fig. 3.28: a particle
is considered extracted when its trajectory crosses the extraction amplitude
of the machine (corresponding to the electrostatic septum).

By repeating this process for different virtual sextupole strengths, the
advantage gained from increasing this parameter can be understood.

The result is reported in Fig. 3.29, which shows the time-to-extraction
intervals distribution for the value of the nominal SPS sextupole strength
scaled by a factor 1, 2, and 4. The important thing to observe is that
increasing the sextupole strength not only shortens the average time that
particles take to be extracted, but shrinks also the distribution, as it can be
seen in more detail from the small upper plot and legend of Fig. 3.29. In par-
ticular, by using Eq. 3.16, the difference in time-to-extraction ∆τij between
two different amplitudes Ai and Aj from Fig. 3.28 can be approximated as:

∆τij »
4

3

1

Vss

ˆ

∆Aji
AiAj

˙

(3.17)

where it can be noticed the inverse proportionality to the virtual sex-
tupole strength. The process used here is a simple approximation of a mo-
mentum based slow extraction (with zero dispersion at the septum), as it is
the case for the SPS, where Figs. 3.28 and 3.29 represent the extraction of a
thin momentum slice (i.e. containing the full amplitude distribution). In the
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Figure 3.28: Amplitude trajectories of unstable particles along the separatrix dur-
ing extraction (colored lines). The typical SPS amplitude distribution
corresponding to a Gaussian particle distribution is also shown.

Figure 3.29: Time-to-extraction distributions corresponding to the situation of
Fig. 3.28, obtained for different values of virtual sextupole strength.
The small plot shows the distributions aligned to their center, while
the standard deviations are reported in the legend.

real case, particles are not only moving along the separatrix arms, but also
on the sides of the phase space triangle and on more external phase space
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trajectories. A full analytical computation can be found in [44], but does
not change the trend observed in Fig. 3.29.

The shrinking of the time distances is what is needed to achieve shorter
burst lengths in the burst mode slow extraction. For this reason, a simulated
scan of the demanded burst length parameter analogous to the one reported
in Fig. 3.27 is performed with the nominal extraction sextupole strength of
the SPS scaled by a factor 2 and 4.
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Figure 3.30: Burst length scan: the results relative to the Vss increase are also
reported. The “corrected” points refer to a spiral step correction.

The results of the scan, reported in Fig. 3.30, confirm that increasing
the sextupole strength does indeed help in reaching smaller burst lengths.
In particular, the minimum burst length for a 2 ms input gets reduced of
about a factor 1.5 for each two-fold increase of the sextupole strength, hence
jumping from a minimum of „ 8 ms for the nominal case, to „ 5 ms with the
two-fold increase, and „ 3.5 ms for the four-fold increase. The dependence
of the effective burst length to the sextupole strength can be observed in
Fig. 3.31.

In particular, the shorter the demanded burst length the bigger is the
fractional reduction of the effective burst length for higher sextupole strengths.
This is well in line with the simple example which led to the results of Fig.3.29
and Eq. 3.17, which are assuming the extraction of a thin slice in the mo-
mentum distribution: the shorter the demanded burst length, the better this
simple approximation will hold. This implies that a reduction of a factor Vss
would be the asymptotic limit for infinitely short demanded lengths. The
result of Fig. 3.31 explains why an attempt to increase the sextupole strength
did not bring any observable result during the machine tests of the burst ex-
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Figure 3.31: Effective burst length to demanded burst length ratio as a function of
the sextupole strength scaling factor (where 1 is the nominal strength).
The reported set of points are grouped according to the same de-
manded burst length, as indicated in the legend.

traction. The demanded burst length was 10 ms, and the sextupole strength
was increased only of a factor À 1.5. Adding the small improvement foreseen
by Fig. 3.31 to the hardware effects present in the experimental case explains
why no systematic reduction was observed.

One important issue related with increasing the sextupole strength is
the consequent increase in the spiral step, which is defined as the maximum
horizontal jump of a particle into the electrostatic septum (Eq. 2.19, reported
here for brevity):

∆Xss “
3

4
Vss

X2
ES

cos θ
(3.18)

where XES is the electrostatic septum position and θ is the extraction
separatrix angle. In the SPS nominal extraction, the extraction bump is
adjusted in order for the spiral step to be justified inside the electrostatic
septum cathode-anode gap (Fig. 2.12). When scaling the sextupole strength,
the spiral step will scale of the same factor, as per Eq. 3.18, and the beam
can eventually hit the cathode. This happens for both the simulated cases:
the extracted separatix is shaved off by the septum cathode, as it is possible
to notice from the left plot of Fig. 3.32.

The extraction bump is then re-adjusted in order to reproduce the same
nominal spiral step for the two cases of sextupole strength increase. The
result for the four-fold sextupole strength increase is reported in the left
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Figure 3.32: Extracted beam at the electrostatic septum for a sextupole strength
four times the nominal one. Left: keeping the extraction bump in
the nominal configuration. Right: correcting the extraction to fit the
extracted beam into the septum aperture.

plot of Fig. 3.32. In particular, the extraction bump needs to bring the
closed orbit closer to the septum, and so reducing the value of the extraction
amplitude of Fig. 3.28. The orange points of Fig. 3.30 represent the scan
results for the ˆ4 sextupole strength increase with a corrected extraction
bump: they show that the burst length behavior is not affected by this
correction, being the two simulated data sets (with and without the bump
adjustment) compatible within the error. The reason of this can be routed
to Eq. 3.17, which shows that the extraction time difference between two
particles does not depend on the extraction amplitude value.

One important drawback of this procedure is the increase of extraction
losses at the electrostatic septum blade. By reducing the extraction ampli-
tude, the density of particles that hit the septum blade increases, as it can
be observed by comparing the X-projections of the two plots of Fig. 3.32.
In particular, the losses on the septum blade for the two-fold and four-fold
extraction sextupole strength scaling increase respectively by about a 20 and
50% with respect to the nominal case. On top of this, another problem con-
sist in the fact that the closed orbit can get too close to the septum blade.

As shown Fig. 3.33, the acceptance (defined as the distance of the closed
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Figure 3.33: Effect on the closed orbit and acceptance of the bump scaling for the
four-fold sextupole strength increase. The elements names ES, MST,
MSE refer respectively to the electrostatic septum, and to the first
and second magnetic septa.

orbit from the machine apertures in units of beam sigmas) at the begin-
ning of the electrostatic septum jumps from about 19.4 to 7.8 sigmas when
increasing the sextupole strength by a factor 4. Both the significant accep-
tance reduction and losses increase induced by the factor 4 larger sextupole
strength make this particular configuration not a real possibility for opera-
tion.

An alternative technique to further reduce the minimum effective burst
length achievable in operation would be to use amplitude extraction. As
described in Section 2.5 the SPS nominal slow extraction is a momentum
extraction (e.g. Fig. 2.16). In an amplitude extraction the beam would be
extracted instead along its amplitude distribution, meaning that the chro-
maticity should be reduced nearly to zero. Figure 3.34 shows a typical ex-
ample of a Steinbach diagram in the case of amplitude extraction (where the
chromaticity has not been set exactly to zero in order to better visualize the
particle density).

The significant advantage in terms of reduced effective burst length can
be understood by considering the simple example of Figs. 3.28 and 3.29:
only a slice of the amplitude distribution is extracted, which implies that
the extraction time distributions of Fig. 3.29 will be extracted a slice at a
time, and so with a minimal time spread. With the same premises as before,
the actual situation is more complicated [44], but does not change the overall
trend of significant time spread reduction.

The amplitude extraction is simulated at the SPS by matching the chro-
maticity to zero, and leaving the remaining extraction optics the same. One
consequence of the amplitude extraction is that the spill will take the shape
of the beam amplitude distribution, following an analogous expression as
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Figure 3.34: Steinbach diagram for a small chromaticity (i.e. amplitude extraction):
the beam will be extracted along its amplitude distribution.

Eq. 2.27 for the momentum extraction. Since the phase space distribution is
a 2-dimensional Gaussian, this means that the tune ramp needs to be opti-
mized in order to extract a flat spill, as done for the operational extraction in
the experimental case. The results of this process are reported in Fig. 3.35,
where both the simulated amplitude extraction spill and the corresponding
extraction ramps are shown.

Simulating an effective burst length scan using the amplitude extraction
leads to the very promising results of Fig. 3.36.

The remarkable result is that the achieved effective burst length for a
demanded 2 ms is even lower than what has been obtained for the case of
the four-fold increase in sextupole strength: about 3.1 ms against 3.5 ms.
Considering that the rest of the machine parameters have been left untouched
(extraction sextupole strength included), this result seems very promising for
reaching the full range requested by the ENUBET experiment without any
increase of extraction losses. One thing that has to be mentioned, anyway,
is how the slope of the fitted linear law on the amplitude extraction points
of Fig. 3.36 is not aligned with the other results, and, moreover, the higher
demanded length points seem to saturate and stop following the linear law
at all. In order to better understand what this implies, it is useful to look
at the values of the effective burst length normalized by the demanded one,
as shown in Fig. 3.37.

In this case, it is evident that, while for all the other points the asymp-
totic ratio for large demanded lengths is 1 (as expected), for the case of the
amplitude extraction the ratio gets below 1 just after the small value of 5 ms
of demanded burst length, for then decreasing even further. This does not
mean that the full intensity of a burst is extracted in a time smaller than
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Figure 3.35: Simulated burst mode spill with amplitude extraction with a linear
extraction ramp (red) and an optimized one (blue). The upper plot
shows how the focusing quadrupole ramp has been reshaped to achieve
a constant intensity of the bursts.
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Figure 3.36: Results of the simulated burst length scan for amplitude extraction
(purple) compared to the previous data.

the demanded one (which would violate causality), but that the quality of
the extracted burst degrades significantly. In fact, as discussed earlier, the
employed effective burst length parameter is also a measure of the quality of
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Figure 3.37: All the results from the burst length scans with the effective burst
length normalized by the corresponding value of demanded burst
length.

a pulse: up the point the extracted bursts are regular (Gaussian to square
like), the parameter estimates their actual width in a good approximation,
but when strong asymmetries or noise are present, the spill quality sensing
of the parameter will intervene by decreasing the value of the result. This
is a powerful way to quickly detect when a reasonable burst quality is lost,
as it can be easily noticed from Fig. 3.37, provided that the actual shapes
of the bursts are monitored in order to avoid false negatives (i.e. bad quality
bursts with low effective spill length which are taken as good).

Increasing the demanded burst length in the amplitude extraction results
in the degradation of the burst pulses, as shown in Fig. 3.38. For demanded
burst lengths larger than 3 ms, most of the intensity gets extracted in a
first peak, for then being followed by a lower intensity trail of pulses. By
increasing the burst length, a wider amplitude range will be crossed in a
single shot. This means that the difference in extraction time of the highest
amplitude particles and the ones located on the fixed points of the resonance
with respect to the others will increase.

The result of Fig. 3.38 and 3.37 suggests that the amplitude extraction
is a suitable and convenient solution for very small demanded burst length,
which is where the chromatic extraction fails to provide adequate bursts.
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Figure 3.38: Example of the burst quality degradation for the extracted pulses
when using amplitude extraction. The legend specifies the different
demanded burst length to which each pulse correspond..

3.3 Conclusions

In this Chapter the new extraction scheme envisaged by the ENUBET project
has been successfully developed, tested, and simulated. In particular, the
machine tests have characterized the scheme in terms of its limitations and
found out that its implementation can be performed in a straightforward
way, based on a horizontal tune change. The residual intensity in the ma-
chine after extraction does not seem to represent an issue for the range of
interest of ENUBET, while the length of the extracted bursts is the most
sensible parameter. The problem of convergence to the demanded value of
burst length has been addressed by employing an iterative approach based
on a fully operational control-room application; this allowed to reach the first
experimental goal of 10 ms-long extracted pulses, repeated at a frequency of
10 Hz. The issues related with the iterative process have been identified (as
the limited sampling available and randomization of the burst intensities),
and ideas on how to address them have been proposed and will be tested in
the future. Given the experimental observations on the dependence of the
extracted pulses on the particular tune shape used for the extraction, the
possibility to use the full tune shape parameters for an optimization algo-
rithm is also being considered as a future improvement.

A simulation model of the burst extraction has been developed, finding
a satisfactory agreement with experimental data despite the numerous com-
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plications present in it. The simulation model has been used to investigate
possible methods for further reducing the extracted burst length.

The first method consists in increasing the extraction sextupole strength,
which proved to reduce the minimum achievable burst length from 8 to 5 ms
for a factor 2 increase of the extraction sextupole strength. A drawback of
this technique is an increase in the extraction losses due to a reduction of the
distance of the closed orbit to the electrostatic septum needed to keep the spi-
ral step constant. This increase reaches quickly prohibitive values (e.g. 20%
for a factor 2 and 50% for a factor 4), showing that increases significantly
bigger than a factor 2 have to be excluded. However, it is important to notice
that the burst mode slow extraction could be used in combination with the
very promising losses reduction methods which have been successfully tested
at the SPS during 2018. The first one is the electrostatic septum local shad-
owing with a bent silicon crystal, which has been proven to achieve losses
reductions between 20 and 40% [64, 81]. In an analogous way, the use of a
passive scatterer for electrostatic septum losses reduction has been proved to
reduce losses by a 15% [82]. These two schemes only consist in the insertion
of a mechanical device in the machine, placed upstream the electrostatic sep-
tum: they do not depend on the used extraction scheme. This would allow
to reach higher values of sextupole strengths, while keeping the losses close
to nominal. Another technique which could be even more advantageous is
the one of separatrix folding through octupoles [66–68]. This clever method
exploits octupole magnets in order to avoid that the extraction separatrix is
shaved off by the septum cathode when high values of sextupole strength are
used; hence with no need of correcting the spiral step. It has been proven at
the SPS that this technique can lead to loss reductions as high as 40% [65].
Since the reason for the loss reduction of this technique is an increase of
the sextupole strength, it would be natural to couple it to a burst mode
slow extraction scheme with increased sextupole strength. In fact, differ-
ently from the case of crystal shadowing (and diffuser), in which a losses
reduction method is operated to cancel the losses increase from the burst
extraction, the separatrix folding technique would allow to operate the burst
mode slow extraction with increased sextupole strength with the same losses
reduction of 40% reached for the nominal extraction case. The one possible
complication is that only the COSE scheme is suitable for the separatrix
folding technique. As mentioned in Section 3.1, a COSE implementation
of the burst mode slow extraction presents the hypothetical hardware-side
showstopper of some of the magnets not being able to follow the burst ex-
traction ramp. However, its design and software-side implementation would
be as straightforward as the tested QSWEEP version. Given the significant
advantages which would follow from this scheme, it could be worth it for the
future to test whether the SPS magnets can handle a COSE implementation
of the burst mode slow extraction.
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The second method for effective burst length reduction investigated in
simulation has been the amplitude extraction. The results proved the method
to be very promising for short demanded burst lengths, where results even
better than the case of a four-fold sextupole strength increase can be achieved,
leading to minimal effective burst lengths around 3 ms. One positive aspect
of this method is that it does not interfere with losses at the electrostatic
septum, being the chromaticity the only extraction parameter which gets
modified. In case the COSE scheme would turn out to be not compatible
with the burst extraction, the amplitude extraction method could be paired
with a dynamic bump in order to fulfill the Hardt condition and minimize
losses [54, 55]. The magnets will have to be able to follow the burst extrac-
tion ramp, but in this case only a significantly smaller number of magnets
(the extraction bump ones) will have to comply, as opposed to the case of
the COSE scheme.

Finally, most of the range required by the ENUBET experiment of 2
to 10 ms-long bursts seems to be achievable exploiting both the techniques
explored in simulations: amplitude extraction for the lower end, and mo-
mentum extraction (with the possible aid of increased sextupole strength)
for the upper end. The latter case of momentum extraction has also been
experimentally proven to be able to reach the upper end of the ENUBET
burst length range for the nominal SPS extraction parameters.
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Chapter 4

Study of the slow extraction
frequency response of
CERN-SPS

The quality of the extracted spill in terms of frequency noise will be the
main subject of this chapter. The presence of unwanted frequency compo-
nents on the extracted spill (typically coming from the main power supplies)
is a very old and important issue for slow extraction, which can lead to a sig-
nificant deterioration of the quality of the beam used by the experiments. In
the following, the process of slow extraction will be studied using a transfer
function formalism, in order to understand and characterize the frequency
response of the SPS slow extraction. This subject is deeply connected to the
previous study on the burst extraction, as the very same burst extraction
process could be seen as an ideal input signal (the demanded tune signal)
passing through a transfer function which attenuates its high frequency com-
ponents, and hence generating a burst extracted spill with wider pulses than
expected. A good understanding of the frequency response properties for
standard extraction is also required to understand special cases as the burst
extraction. While the efforts of this chapter will be focused on suppressing
unwanted frequency components, an understanding on how to amplify them
can then be easily extrapolated.

The present chapter is structured in six main sections. Section 4.1 will
introduce the problem of frequency transfer in slow extraction. In Section 4.2
different simulation models of the process will be developed, and important
aspects of it will be investigated exploiting the developed models. In Sec-
tion 4.3, the data from dedicated measurements at the SPS will be used
to validate the simulation models, while in Section 4.4, another validation
will be attempted by using operational data from physics runs. Section 4.5
will show how the developed simulation models could be used to look for
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machine optima in terms of ripple suppression, just by scanning a few key
slow extraction parameters. Moreover, it will be shown how one of the devel-
oped models can be easily applied to different accelerators: the MedAustron
accelerator [83] is used as an example, proving how the frequency trans-
fer properties change from a machine to another. Finally, Section 4.6 will
summarize the obtained results, and point out some important differences
between the developed simulation models and the real case.

4.1 Introduction

The experiments using the slowly extracted particles from synchrotrons are
very sensitive to any flux variation of the outgoing particles: any perturba-
tion in the temporal structure of the spill could possibly lead to problems in
the particle detection process, as increased counting uncertainties or detector
saturation. This is also true for the presence of any frequency component on
the spill, from the power supply 50 Hz harmonics to the 200 MHz radio fre-
quency (RF) bunched structure. At the SPS, to minimize the effects of the
latter frequency, the beam is debunched during extraction and carefulness
is applied in the quadrupole currents setting, in order to avoid spikes at the
beginning of the flat top which have been shown to expose the remaining
bunched structure on the extracted spill. Anyway, the main power supply
currents are the principal responsible for a large part of the harmonics seen
on the extracted beam structure. Unfortunately there is no easy solution
to minimize their effect in the outgoing particle flux, in fact, this is a topic
of decades long studies in many of the slow extraction based accelerators
around the world [84–90]. In order to optimize the SPS spill quality, both
the macro and micro structure are targeted separately [59]. Currently, an
iterative feed-forward algorithm acting on all the main quadrupoles [60] is
employed to optimize the macro structure of the extracted spill to that of a
square pulse (i.e. Autospill, described in Section 2.5). This algorithm does
not have a significant effect on the power supply ripples because it is mostly
sensible to large scale variations of the spill signal. In the past, a real-time
feedback system acting on a set of four correcting quadrupoles was being used
for the task [73]; this system had to be decommissioned since the variation
introduced on the extracted beam trajectory was leading to mis-steering on
the targets [60] and consequent loss of useful intensity for the experiments.
The ripple content of the spill is targeted by another iterative feed-forward
system which uses a set of two servo-quadrupoles to minimize the main four
50 Hz harmonics measured on the spill by a secondary emission monitor
sampled at 2 kHz. Both the iterative feed-forward methods described here
apply the corrections estimated from the measured spill signal at the subse-
quent slow extraction machine cycle until the optimum solution is reached.
This process can take several machine cycles to converge (usually about 10)
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and the stability of the reached solution relies upon the reproducibility of
the magnets response and power supply ripples in the SPS. It has been ob-
served that a change in machine super-cycle modifies the magnets response
to current [59], and also that the phase and amplitude stability of the 50 Hz
harmonics can be subjected to significant changes in a days to weeks ba-
sis [91]: both these facts trigger sudden changes in the spill quality, and call
for periodical re-iterations of the feed-forward correction methods. The reg-
ulator feedback loop of the main power converters also attempts to suppress
the harmonics components by injecting opposite phase harmonics, but it was
observed experimentally that this introduces low frequency noise, which was
finally worse for the experiments (the loop gain is high enough only at low
frequencies, e.g. À 20 Hz). The beam dynamics of the slow extraction pro-
cess itself acts as a low pass filter to current ripples. This remarkable fact
comes from the time-to-extraction distribution of unstable particles in phase
space, of which a full theoretical derivation is carried out in [44]. Earlier
studies at the SPS, dating back to 1983, already identified such an effect to
be best represented by a second order low pass filter with a time delay [92,
93]. These results have been used for the improvement of the previously
used spill feedback system. More recent studies at the SPS [58, 94] seemed
to confirm the past observed low pass filter behavior, and have shown that
no significant increase in extraction losses should be observed for realistic
amplitudes of focusing quadrupole ripples. An analogous campaign at the
J-PARC Main Ring used the current-to-spill transfer function in order to im-
prove the ripple-correcting feedback system there employed [95]. It has also
been proven that the feedback system could be replaced by a promising new
approach, in which a real-time estimation of the tune variation made from
the measured quadrupoles and dipoles currents is used to inject a counteract-
ing current signal on some dedicated quadrupoles [96]. This approach could
be considered as a real-time feed-forward system, particularly advantageous
when the ripples are not stable from one machine cycle to another. Another
possible way to improve the spill quality is to increase the smoothing effect
of the time intervals distribution of the extracted particles, by acting on
the machine parameters (from a frequency point of view, it corresponds to
increasing the attenuation of the low pass filter of the extraction process).
Recent studies at GSI SIS-18 synchrotron have shown how a reduced ex-
traction sextupole strength and beam emittance can help suppressing the
ripples on the extracted spill, due to the increased smearing of the extrac-
tion time intervals distribution [97, 98]. Intuitively, the importance of the
extraction sextupole strength on the response to ripples is related to the
fact that it defines the acceleration of unstable particles in phase space, and
with it the spread of the extraction intervals distribution. This key fact has
also been observed at the SPS when attempting to maximize the response
to quadrupolar pulses for the burst-mode slow extraction [99], as described
in detail in Section 3.2 (e.g. Fig. 3.29). Modulation techniques based on
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the RF, as transverse RF noise injection, RF phase modulation, or simply
bunched extraction, are also well established ways to attenuate the power
supply ripples, but they will not be covered here. Inspired by the results of
the latter techniques [100], a method of injecting a dominant quadrupolar
ripple at a frequency higher than the main harmonics and above the cut-off
frequency of the low pass filter effect by a definite factor, has been shown to
improve the overall spill quality at GSI [101].
In summary, the knowledge of the slow extraction low pass filter effect cov-
ers an important role in order to exploit at best the methods of spill quality
improvement.

4.2 Modeling and simulation of slow extraction fre-
quency response

A ripple on the input current of the main magnets will be transferred to the
extracted spill according to a certain transfer function, which includes both
purely hardware and beam dynamics effects. Overall, the problem will be
treated as follows:

iptq “ i0ptq `∆iptq ÝÑ sptq “ s0ptq `∆sptq (4.1)

Where iptq indicates the input signal, composed by an ideal component i0
and a perturbation ∆i; the same holds for the spill, sptq. In the typical
case i0 is a nearly linear ramp and s0 a constant, while ∆i and ∆s are a
combination of discrete harmonics components and continuous noise. The
present study will focus on the amplitude transfer function Ta of the noise
signals, which is defined as:

Tapωq “
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ˇ
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ˇ
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(4.2)

Where Ă∆s and Ă∆i are the Fourier transforms of ∆s and ∆i, respectively.
Eq. 4.2 represents the full transfer function of the slow extraction process,
which is exactly what the model will try to represent.

4.2.1 Transfer function block model of the SPS

The slow extraction process comprises a series of different transformations
that can be organized in the fashion of a cascaded circuit model, as shown
in Fig. 4.1.

As the SPS slow extraction is a quadrupole driven resonant extraction,
and the resonance is on the horizontal plane, the main contributors to the
spill quality are the focusing quadrupoles. In particular, the contributions
from other active elements, as extraction sextupoles and main dipoles, have
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Figure 4.1: Schematic model of the slow extraction process in terms of its transfer
function blocks. The plots on the left are a typical example of the
focusing quadrupole current ramp (up) and the spectrum of its ripple
component (down). The plots on the right are a typical operational
extracted spill (up) and the spectrum of its ripple component (down),
computed in the fashion of Eq. 4.1.

been shown in literature to be significantly lower [58, 94, 97]; the same
has been verified also for the defocusing quadrupoles by using MADX. For
these reasons the input signal for the present work will be assumed to be the
current of the main focusing quadrupoles. An example of a measured current
signal of the main quadrupoles can be observed in the top left plot of Fig. 4.1
(corresponding to iptq, in the formalism of Eq. 4.1), while the spectrum of its
ripple component (i.e. ||Ă∆i||) is reported in the bottom left. In Fig. 4.1-right,
a full extracted spill and its ripple spectrum (i.e. respectively sptq and ||Ă∆s||)
are shown.

The first gray block of Fig. 4.1 represents the effects of the magnet losses
and shielding from the vacuum chamber: the input current is converted in
the effective magnetic field which is seen by the beam. This particular block
embodies all the hardware effects which cannot be simulated using a tracking
code. The contribution from these effects are discussed in the final part of
this chapter.

The second and third blocks represent the slow extraction process. They
can either be seen as one transformation, or decomposed in two. In the
following subsections, details on these two blocks are given in order to char-
acterize the slow extraction frequency response.

It is important to point out that despite the process is being represented
in the fashion of a cascaded circuit model, no initial assumption of linearity
and cascability of each block has been made.
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Magnet strength to spill simulation results

The second and third gray blocks of Fig. 4.1 can be simulated together
(i.e. block “Spill/kQ”) using a MADX implementation of the SPS slow ex-
traction [52]. Many studies based on this model have shown impressive
agreement with data [61, 64, 65]. In order to build a transfer function of
the process, single frequency sinusoidal ripples are injected one at a time in
addition to the nominal quadrupole function used to drive the resonance.
The amplitude of the corresponding frequency component is then measured
on the spill signal, and normalized by the input amplitude. Each ripple has
the following expression:

rptq “ AK ¨ sinp2πft` φq (4.3)

where AK is the amplitude (in units of the quadrupole strength), f is the
frequency (in Hertz) and φ is a phase shift. Since the focus of the present
study is on the amplitude of the transfer function, φ is assumed to be constant
and equal to 0 without loss of generality. The harmonic analysis of the ripples
on the spill are performed subtracting the DC component. In order not to
introduce any bias in doing so, a fiducial time interval is selected around
the center of the spill to exclude the two transients at the beginning and
end of the extraction. The spectral components of the perturbation are then
obtained either by using a Fast Fourier Transform (FFT) or the Numerical
Analysis of Fundamental Frequencies (NAFF) algorithm [102, 103]. The
NAFF algorithm has shown the most accurate results, hence it was chosen
as the default method for the following analysis.

Figure 4.2 shows the transfer function obtained for different values of
the input sinusoidal amplitude AK . Several remarks can be drawn from the
result:

1. Below a certain input amplitude (» 2.5 ¨ 10´8 m´2), all the obtained
transfer functions are comparable to each other, and no amplitude de-
pendence is observed. Above such amplitude, a non-linear behavior
emerges, making the transfer function dependent on the input ampli-
tude.

2. A zero is present only for the small input amplitudes.

3. All the obtained transfer functions behave as a low pass filter, with a
cut-off frequency around „ 100 Hz.

The first two points can be readily derived by considering a uniform mo-
mentum distribution of the protons, as simulated in the MADX model. In
this case, assuming an instantaneous extraction of particles, the spill can be
approximated by the expression:

dNptq

dt
“

#

C dQptq
dt if dQdt ą 0

0 otherwise
(4.4)
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Figure 4.2: Simulated fixed amplitude transfer functions for the full extraction pro-
cess. The injected amplitudes are reported in the legend and are ex-
pressed in units of m´2, i.e. normalized quadrupole strength.

where dN{dt represents the number of extracted particles per second, Q is
the horizontal tune of the machine, and C a constant. It is possible to explain
observation 1 by noticing that Eq. 4.4 is a linear differential equation only
if the tune is a monotonic function. In this case, the equation is that of a
derivator circuit, which explains the presence of a zero for small amplitudes.
The last observation, which is not foreseen by the ideal model of Eq. 4.4, is
related to the interval distribution of the extracted particles. This behavior
is in line with literature, previous studies, and machine observations, as
previously detailed in Section 4.1.

Even with the simple model of Eq. 4.4, useful insights can be obtained
by considering the case of a linear tune sweep superimposed to a sinusoidal
ripple:

Qeffptq “
∆Q

∆t
t`Qi `AQ ¨ sinp2πftq (4.5)

where Qi is the initial point of the ideal tune ramp, ∆Q the ideal tune
variation, ∆t is the flat top duration and AQ is the amplitude of the ripple
in tune. Imposing monotonicity on Qeffptq yields:

AQ 2πf ď

ˇ

ˇ

ˇ

ˇ

∆Q

∆t

ˇ

ˇ

ˇ

ˇ

. (4.6)

Using the value of ∆Q{∆t for the SPS in Eq. 4.6 and converting from tune
to quadrupole strength, it is found that AK » 2.4 ¨ 10´8 m´2 delimits the



90 CHAPTER 4. SLOW EXTRACTION FREQUENCY RESPONSE

linear from non-linear behavior of Eq. 4.4 for f ě 50 Hz: this is in good
agreement with the results shown in Fig. 4.2.

The available slow extraction MADX model can be exploited to gain
a better insight on the problem of linear and non-linear transfer function.
Injecting two ripples at 50 and 70 Hz with equal amplitude, first below and
then above the amplitude threshold of Eq. 4.6, the different behavior can be
observed: the results are summarized in Fig. 4.3.
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Figure 4.3: Ripple signal spectra (left) and corresponding extracted spills (right)
obtained by injecting a 50 and 70 Hz ripple signals of equal ampli-
tude, both separately and together. Top plots: ripple amplitudes below
linearity threshold. Bottom plots: above linearity threshold.

The two top plots of Fig. 4.3 show the results for the case of ripple
amplitudes below threshold. It can be noticed that the extracted spill is in
good approximation a square pulse (plus a noise component), and that the
superposition principle holds, being the spectral component the same both
when injecting the ripples separately and together. The two bottom plots
show instead the case of input amplitudes above threshold. It is evident that
the spill is no more a square-pulse-like signal, but is split in several bursts.
This is a sufficient condition for harmonics of the main injected frequency
to appear in the spectrum of the spill. In particular, in the cases of single-
frequency ripples (blue and red curves) the main spectral components and
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their harmonics are highlighted by markers (full color for main frequencies
and light colors for harmonics). Observing the spectrum of the case with
the combined ripples (green line), it can be noticed that the superposition
principle does not hold anymore.

By referring to the transfer functions reported in Fig. 4.2 it is possible to
notice that both 50 and 70 Hz are located before the corner frequency of the
low pass filter, meaning that it is not acting on these frequencies. In order to
investigate whether the low pass filter effect modifies the behavior observed
in Fig. 4.3, the same superposition exercise is repeated for the frequencies of
180 and 200 Hz, which are locate well above the cut-off frequency. Figure 4.4
summarizes the results.
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Figure 4.4: Ripple signal spectra (left side) and corresponding extracted spills (right
side) obtained by injecting a 180 and 200 Hz ripple signals with equal
amplitude, both separately and together. Top plots: ripple amplitudes
below the linearity threshold. Bottom plots: above the linearity thresh-
old.

It is possible to notice from Fig. 4.4 that the trend is similar to the pre-
vious case of injection of 50 and 70 Hz: the superposition principle holds
below the amplitude linearity threshold, while it is broken otherwise. Any-
way, a very important difference can be observed for the non-linear input
amplitudes: the effect of the low pass filter prevents the spill (bottom-right
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plot) from splitting into bursts, despite the injected input amplitude being
the same of the previous case. Moreover, the bottom-left plot shows that
only the first harmonic of the main frequencies is generated, as opposed to
the case of Fig. 4.3. This comparison clearly shows how the low pass fil-
ter effect of the slow extraction process can be beneficial for the quality of
the extracted spill: if properly exploited, it can be a very powerful tool to
suppress the power supply ripples.

These results show that the transfer function is amplitude-independent
(and so implying a linear system, with all the benefits coming from it) only
for small enough ripples satisfying the monotonicity of the tune ramp. In the
opposite case, the system becomes non-linear, and a unique transfer function
for the process cannot exist anymore (in the proper sense of the term). For
the non-linear case, an operative procedure in the style of Fig. 4.2 can be
developed to construct an empirical amplitude-dependent transfer function,
for example, by using only the attenuation of the main frequency component
of single-injected ripples. The procedure could be expanded to the harmonics
of the main frequency, for an increased precision, but keeping in mind the
violation of the superposition principle observed in Fig. 4.3 and 4.4.

As a natural continuation of the previous results, it is interesting to ob-
serve, from a transfer function formalism point of view, the spill quality
improving technique implemented at GSI SIS-18 [101]. As already described
in Section 4.1, by injecting a dominant frequency ripple above the low pass
filter cut-off frequency, it is possible to reduce the amplitudes of the lower
frequency components (below the cut-off frequency, and hence more disrup-
tive). The violation of the superposition principle, which has been shown
in Fig. 4.3 and 4.4, is a necessary condition for this effect to take place. A
simple example can be built for the case of the SPS by injecting a sinusoidal
ripple of 350 Hz with amplitude well above the non-linearity threshold, to-
gether with other smaller frequency ripples in the linear regime. Intuitively,
the high amplitude 350 Hz ripple will dominate the tune modulation, cutting
away part of the smaller ones; since for the case of the SPS 350 Hz is above
the low-pass filter cut-off frequency, the effect on the extracted spill of such
ripple will be strongly attenuated.

Figure 4.5 shows the result of the test. All the amplitudes of the lin-
ear ripples are significantly reduced when they are injected together with
the non-linear one. On the opposite side, the amplitude of the dominant
350 Hz signal does not change significantly when superimposed to all the
other ripples. It can already be observed from this simple example that how
much a ripple is reduced depends on its frequency. A transfer function for
the attenuated linear ripples can be computed, and it is shown in Figure 4.6
(green curve).

The new transfer function of the superimposed ripples falls in between the
two of the correspondent single injected signals (blue and red, respectively for
linear amplitudes and non-linear 350 Hz wave). The strongest attenuation
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Figure 4.5: In blue: spectra of single injected ripples in the linear regime (constant
amplitude of 0.005 ˆ 10´6 m´2). In red: spectrum of single injected
350 Hz ripple in the non-linear regime (amplitude of 0.2ˆ 10´6 m´2).
In green: superposition of the 350 Hz ripple with the linear ones, in-
jected one at a time. The markers show the amplitude of each spectral
component.

with respect to the linear transfer function (blue) seems to be reached be-
tween 70 and 200 Hz, where the ratio of the two reaches values of about 0.4.
Going beyond this simple example, the picture gets more complicated and
interesting, being the attenuation dependent on multiple parameters, as the
position and amplitude of the dominant non-linear ripple, and the frequency
distance of the attenuated modulations from the dominant ripple. On top of
this, the amplitudes of the attenuated ripples can become a parameter too,
especially if they start to cross the non-linearity threshold. This could be
treated as an optimization problem in order to find the best combination of
parameters for the maximum attenuation of the desired frequencies.

The advantage of using such a technique to improve the spill quality
comes especially when the experiments using the extracted beam are not
sensible to frequency components above a certain threshold, and so a new
dominant frequency can be introduced without consequences (synchrotron
modulation and bunched extraction can attenuate the ripples in the same
way too). Unfortunately, this is not the case for the SPS, in which every
strong frequency component disturbs the experiments detectors. For this
reason, further studies are needed to evaluate the actual benefit of this tech-
nique for the SPS case, and it will not be covered in this thesis.

Before continuing with the modeling of the SPS frequency response, it is
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Figure 4.6: The blue and red curves show respectively the linear transfer function
and the 0.2ˆ 10´6 m´2 fixed amplitude one, referring to Fig. 4.2. The
green curve shows the transfer function for linear ripples injected to-
gether with a 350 Hz modulation at an amplitude of 0.2ˆ 10´6 m´2.

important to make some considerations about the linearity violation condi-
tion (i.e. the opposite of Eq. 4.6), which can be derived from Eq. 4.4. It is
understood that Eq. 4.4 does not contain the low-pass filter effect, since it
has been derived assuming an instantaneous particle extraction (the low-pass
filtering comes from the finite time-to-extraction of every particle in phase
space). The question of whether only one of these effect (i.e. either Eq. 4.4 or
the low-pass filter) would be the source of the non-linearity arises naturally.
If for example the non-linear behavior would only come from the “rectifier”
behavior of Eq. 4.4, it could be possible to restore linearity by changing the
input signal from Qeffptq to:

Q1spill “

#

C dQeffptq
dt if dQeff

dt ą 0

0 otherwise
(4.7)

where Q1spill corresponds to the ideal extracted spill generated by the input
tune signal Qeff, in the assumption of instantaneous extraction (i.e. Eq. 4.4).
By reformulating the problem in such a way, it could be possible to bypass
the “derivator-rectifier” component of the slow extraction and only consider
the low pass filter part.

Figure 4.7 shows an example of the new input signal (top plot, blue line)
and its Fourier spectrum (bottom plot), for a non-linear sinusoidal ripple of
50 Hz. The spectrum does not consist anymore in a single frequency compo-
nent, but counts a number of harmonics of the main frequency as foreseen for
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Figure 4.7: The top plot shows the input quadrupole strength ramp (red) and its
rectified derivative (blue), as per Eq. 4.7. The bottom plot shows the
spectrum of the recitified derivative: subtracting the average (blue) and
not (dotted, red).

a periodic signal passing through a non-linear system. Regarding the com-
putation of the transfer function using the rectified derivative input signals,
only the first Fourier component will be used (i.e. the fundamental frequency,
and the dominant one) for the sake of simplicity. In case of restored linearity,
all the other transfer functions computed using the harmonics should give
the same result.

Figure 4.8 shows the results of computing the slow extraction transfer
function by using the rectified derivative of the quadrupole strength as input
signal. Once again it is evident a non-linearity for the case of ripple ampli-
tudes above the non-monotonicity threshold. In particular, the two smallest
simulated amplitudes (blue and orange curves) fulfill the linearity condition,
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Figure 4.8: Fixed amplitude transfer functions from the rectified derivative of the
focusing quadrupole strength to the extracted spill. The injected sinu-
soidal amplitudes are reported in the legend in units of m´2.

and their transfer function are fully compatible in the exact same fashion of
Fig. 4.2. Above the linearity threshold, the transfer function is amplitude de-
pendent, as in Fig. 4.2. This results shows that the non-linearity is not only
coming from Eq. 4.4, but it is also present in the low-pass filter effect of the
slow extraction. For this reason, the attempted change of input signal does
not seem enough to restore linearity, and since it carries with it some com-
plications with respect to the differential approach stated in Eqs. 4.1 and 4.2
(as having to process the input ripples together with the tune ramp), it will
not be used here.

One final question which the latter technique might be able to answer,
and whose answer is not implied by the findings of Fig. 4.8, is whether the
change of input of Eq. 4.7 could explain the attenuation effect observed in
Fig. 4.6. The hypothesis is that computing the corresponding input frequen-
cies by using Eq. 4.7 would make the green and blue transfer function of
Fig 4.6 collapse to the same transfer function; which would lead to an easy
way to correctly predict the attenuation effects.

Figure 4.9 shows that the difference between the amplitudes of the single
injected and the attenuated (using 350 Hz) ripples is only a constant scaling
factor of „ 2 (top plot). Computing the transfer function using the latter
amplitudes yields the result shown in the bottom plot. It is possible to
notice that this technique does not correct for the different shapes of the two
transfer functions: the difference of about a factor two is now moved to the
lower frequency region with respect to Fig. 4.6. This result shows that the
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Figure 4.9: Top: input amplitudes as per Eq. 4.7 of fixed amplitude scan in the lin-
ear regime, with and without the superposition of the dominant 350 Hz
signal. Bottom: transfer functions corresponding to Fig. 4.6 computed
using the input amplitudes on the left.

change of input of Eq. 4.7 is not enough even for explaining the behavior of
the ripple attenuation by injection of dominant high frequency components.

Magnet strength to tune simulation results

The second gray block of Fig. 4.1 represents the transfer function from fo-
cusing quadrupole to horizontal tune. It is possible to verify from simulation
that a sinusoidal ripple on the main focusing quadrupoles leads to a same-
frequency sinusoidal ripple on the tune ramp with good approximation. The
only deviation coming from a residual small linear dependence of the tune
on the focusing strength itself. Given this, a proportionality law between the
focusing quadrupole ripple and the correspondent tune one will be assumed.
The proportionality constant has been computed using the MADX model
of the SPS, and also cross-checked from the calibration tables used for the
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machine operation.
It is anyway useful to evaluate the tune spectrum distortion coming from

the injected ripples. To do this, the available MADX model of the SPS is
used in order to obtain the tune spectrum from the betatron oscillations of
particles at the electrostatic septum. The tune spectra for different injected
sinusoidal ripples of the type of Eq. 4.3 are then analyzed, with the goal of
characterizing the behavior of the ripple-generated tune components.

15200 15220 15240 15260 15280 15300
Frequency [Hz]

0.00000

0.00005

0.00010

0.00015

0.00020

0.00025

0.00030

0.00035

A
m

pl
it

ud
e

Tune spectrum

Spectral components

Figure 4.10: Simulated tune spectrum with the presence of an injected sinusoidal
ripple of amplitude 10´7 m´2 and frequency of 20 Hz.

Figure 4.10 shows a simulated horizontal tune spectrum in the presence
of a sinusoidal ripple on the focusing quadrupole strength. The main cen-
tral peak (baseband) corresponds to the static tune value of the machine,
i.e. the baseband tune, while the smaller peaks around it (sidebands) are a
consequence of the injected ripple. An ideal sinusoidal ripple superimposed
to the machine tune can be written in the form of:

Qpnq “ Q0 `AQ cosp2πf∆T ¨ nq (4.8)

where Qpnq is the tune as a function of the turn number n, Q0 is static
tune, AQ the tune ripple amplitude, ∆T the one turn time and f the injected
ripple frequency in Hertz. Being the horizontal tune the turn-by-turn oscil-
lation frequency of the transverse horizontal coordinate of a particle with
non-zero closed orbit, Eq. 4.8 means that the current ripple can be seen
as a frequency modulation, as defined in [104]. The normalized horizontal
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coordinate x̂ will then behave as:

x̂pnq “ sin
´

2πQ0n`
AQ
Qf

sinp2πQfnq
¯

“ J0

ˆ

AQ
Qf

˙

sinp2πQ0nq `
8
ÿ

m“1

Jm

ˆ

AQ
Qf

˙

ˆ

ˆ

„

p´1qm`1 sin
´

2πn
`

Q0 `mQf
˘

¯

`

` p´1qm sin
´

2πn
`

Q0 ´mQf
˘

¯



(4.9)

where Qf “ f∆T and Jm is the m-th order Bessel function of the first
kind. Equation 4.9 shows the presence of the base-band and side-bands. In
particular, the amplitude of the m-th pair of side-bands can be expressed as:

Jm

ˆ

AQ
Qf

˙

“
1

2mm!

ˆ

AQ
Qf

˙m

`O
˜

ˆ

AQ
Qf

˙m`2
¸

(4.10)

For small values of AQ{Qf the first pair of sidebands will be the dominant
one, and its amplitude will be inversely proportional to the ripple frequency
f . The same ripples used for the total strength-to-spill model have been
injected in the present simulation, and the amplitude of the first sidebands
pair has been used as the output signal.
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Figure 4.11: Amplitude of the first sideband pairs normalized by the input sinu-
soidal ripple amplitude. The continuous lines are not a simple inter-
polation, but the correspondent Bessel functions J1pAQ{Qf q.
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As foreseen, the points of Fig. 4.11 shows an asymptotic behavior 91{f .
Moreover, the continuous lines are the numerically computed Bessel func-
tions J1pAQ{Qf q where AQ is computed assuming AQ9AK : the agreement
seems to confirm the initial assumption.

Tune to spill simulation results

In order to isolate the results of the tune-to-spill transfer function block
(referred to Fig. 4.1) a 2D Henon map [105] model has been developed. The
model can be expressed as follows:

ˆ

x
x1

˙

n`1

“ R
´

2πQn

¯

ˆ

x
x1 ` Vss x

2

˙

n

(4.11)

where px, x1qTn are the normalized horizontal phase space coordinates at
the n-th turn, Vss is the normalized virtual sextupole strength for the SPS,
Rpθq is a rotation matrix of angle θ, which in Eq. 4.11 coincides with the
linear one-turn map, and finally Qn represents the tune value at the n-th
turn, which will have an expression similar to the one defined in Eq. 4.5.
In order to inject amplitudes of tune ripples corresponding to the focusing
quadrupole strength amplitudes injected in the previous MADX models, the
conversion constant discussed above is used.
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Figure 4.12: Transfer functions for different sinusoidal ripple amplitudes obtained
from the tune-to-spill Henon map-based simulation.

Figure 4.12 shows the simulation results. These results are very similar
to what has been obtained using the full SPS MADX model described in sub-
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section 4.2.1 and reported in Fig. 4.2. In particular, the same considerations
apply also for this case.
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Figure 4.13: Fixed ripple amplitude transfer functions obtained for the Henon map
simulation and for the full strength-to-spill MADX model of Fig. 4.2.
The small plot shows the full compatibility between the Henon and
MADX small-amplitudes transfer function after re-scaling the Henon
result by a constant.

Figure 4.13 shows a direct comparison of the fixed amplitude transfer
functions obtained from the MADX extraction model and the Henon-based
model (respectively, the results of Fig. 4.12 and 4.2). It can be noticed
that the main difference comes from a not perfect conversion of the ripple
amplitude between the two models: the conversion constant appears to be
amplitude dependent. The small-amplitudes linear transfer functions of the
two models can be re-scaled to be almost equal, as shown in the small plot
inside Fig. 4.13, only adjusting the conversion factor prioritizing the recon-
struction of the small-amplitude part.

4.2.2 Effective transfer map

Using the results obtained up to now, an empirical semi-analytical model can
be built in order to predict the frequency response of the slow extraction from
a given current signal. The transfer functions extracted from the MADX
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model have been fitted using different low pass filter functions of the type:

F psq “
K ¨ fpsq

Πip1` ais` bis2q

fpsq “

#

s linear ripples
1 non-linear ripples

(4.12)

where s P C, ai, bi and K are real coefficients, and fpsq introduces a zero
for the linear case. Every obtained transfer function can be fitted with a
function of the type of Eq. 4.12, as shown in Fig. 4.14.
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Figure 4.14: Fixed amplitude transfer functions fitted with curves of the type of
Eq. 4.12. The legend refers to the order of the low-pass filter which
gives the best fit.

The order of the low pass filter grows with the input amplitude, starting
from a 2-nd order asymptotic behavior for the linear case, to a 4-th order
of the maximum simulated amplitude. For the non-linear case, the transfer
functions are only relative to the main frequency (i.e. there are also its har-
monics, as shown in Fig. 4.3 and 4.4) and the spill can potentially be split
in several pulses: the linear and non-linear models shall not be compared
directly since they refer to two different conditions.

For the case of the linear small-amplitude transfer function, a good fit is
given by the function:

F3zpωq “
K ¨ ω

c

´

1`
`

ω
ωc

˘2
¯´

`

1´
`

ω
ωc

˘2˘2
` 4ζ2

`

ω
ωc

˘2
¯

(4.13)
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with the effective pole at ωc{2π » 90 Hz for the case of the SPS (even-
tually, two poles can be defined for more flexibility).
In the non-linear regime, the transfer function will depend also on the input
amplitude, hence a 2-dimensional map is needed to represent a complete
transformation from current to spill. The variation with amplitude for fixed-
frequency transfer function points tfpa|fq approximates a power law function:

tfpa|fq “ c ¨ aκ (4.14)

where c and κ are real constants different for every f , and a is the the injected
ripple amplitude.

Figure 4.15 shows the simulated fixed-frequency transfer functions, fitted
with a power law of the type of Eq. 4.14. In particular, the behavior does
not follow the fitted function as well as for the case of the fixed-amplitude
transfer functions of Fig. 4.14: this has to be taken into account for the
construction of an effective analytical 2-D map. Hence, the full-non-linear
transfer function is obtained using a double logarithmic linear interpolation
of the fitted low pass filter functions of Fig. 4.14 along the amplitude dimen-
sion. This corresponds to a power law interpolation of the type of Eq. 4.14:

tfpf |aiq “ cij a
kij
i

tfpf |ajq “ cij a
kij
j

(4.15)

where tfpf |aq if the fixed-amplitude transfer function of input amplitude
a as a function of the frequency f , ai and aj are a pair of adjacent input ripple
amplitudes, and cij and kij are real valued functions of f (i.e. cijpfq, kijpfq :
RÑ R) which are obtained by solving the system of Eq. 4.15.

Figure 4.16 shows the obtained normalized quadrupole strength to spill
non-linear transfer map, where the abscissas and ordinates are respectively
the injected ripple frequency and amplitude (in units of normalized quadrupole
strength), while the color code shows the transfer function value. The same
procedure could be repeated for the other harmonics of the main injected
frequency on the extracted spill, obtaining a 2-D transfer map for every
harmonic.

The non-linear transfer map model holds for single-injected non-linear
ripples, while it should be revised in case of superposition of ripples, given
the violation of the superposition principle shown in Figs. 4.3 and 4.4. In
particular, while from the latter plots the main injected amplitudes seem
to remain the same, this is not guaranteed in general (as shown by the
superposition of linear and non-linear ripples in Fig. 4.5). On top of this, also
more frequency components, as the difference of the two injected frequencies
with its harmonics, will appear.
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Figure 4.15: Fixed-frequency transfer functions as a function of the input ripple
amplitude in linear scale (top), and double logarithmic scale fitted
with a power law on the final points (bottom).

4.3 Dedicated ripple injection measurements

A dedicated data taking campaign was carried out at the SPS in order to
validate the above-developed model. The measurements were taken by con-
necting a voltage waveform generator to the power converters of the main
focusing quadrupoles, so to inject a sinusoidal perturbation at arbitrary fre-
quency and amplitude. The circulating intensity in the machine was set
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Figure 4.16: 2-dimensional transfer map obtained from the fitted transfer functions
of Fig. 4.14, and a bilogarithmic linear interpolation.

to the value of „ 4 ˆ 1011 protons, that is about two orders of magnitude
smaller than nominal, for machine protection reasons related to other parallel
measurements. The recorded quantities for each extraction cycle are:

• amplitude and frequency of the injected voltage ripples from the wave-
form generator.

• measured input current of the focusing quadrupoles and its correspon-
dent reference current, both sampled at 1 kHz.

• time profile of the extracted proton spill, measured with a secondary
emission monitor placed just after the extraction septa. The beam
intensity signal is sampled at 2 kHz. A typical measured spill profile
is reported in Fig. 4.17.

From Fig. 4.17 it is evident that the spill signal is rather noisy and
partially saturated at the lower level. This is due to the very low circulating
intensity, which unfortunately could not be increased.

The noise on the data, ∆i (Eq. 4.1), is calculated by subtracting the
reference current from the measured one, and performing a spectral analysis.
In order to compare the experimental data with simulations, it is necessary to
convert the experimentally injected ripple amplitudes from units of current
to quadrupole strength: this has been done using available calibration tables
(see for example [56]).

Figure 4.18 shows an overview of the measurements. In particular, all the
injected ripples fall into the non-linear regime, and therefore this data can
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Figure 4.17: Typical spill (without injected ripples) measured by the secondary
emission intensity monitor during the ripple injection MD.

101 102

Frequency [Hz]

10−2

10−1

k Q
F

[m
−

2
×

10
−

6
]

Injected

Operational 50 Hz

Operational 100 Hz

Operational 150 Hz

Simulated data

Figure 4.18: The green points (connected by dashed lines) show the strength-
equivalent ripple amplitude and frequency of the sinusoidal ripple in-
jected using the waveform generator. The red, light blue and blue
points show the 50, 100 and 150 Hz harmonics components on the
measured current coming from the power supply ripples. The hori-
zontal lines are the ripple amplitudes simulated in Subsection 4.2.1.
All the points that generated the green curve have been injected as
voltage ripples of fixed 240 mV amplitude.

be used to validate both the full MADX simulation model and the empirical
2D transfer map developed above. All the injected data shown in Fig. 4.18
has been used as input for the simulations, both using the MADX model
and the empirical 2D transfer function of Fig. 4.16.
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Figure 4.19: Comparison between the transfer function points from the experi-
mental data (blue continuous line), the full MADX simulation model
(dashed green line), and the 2D empirical transfer map (dot-dashed
orange line).

Figure 4.19 shows the comparison between the transfer function points
obtained from experimental data, MADX simulations, and 2D empirical
transfer map (all from single frequency analysis). It is possible to notice
that for all but two frequency values (120 and 140 Hz) the experimental
data points are in a very good agreement with both the models. Moreover,
the MADX simulation results are almost perfectly agreeing with the em-
pirical map in all but two points, where anyway the fractional difference
is smaller than 10%. These results show the robustness of the developed
empirical map, especially considering that the map has been built using
only 5 fixed-amplitude transfer functions (the ones of Fig. 4.2). By simulat-
ing more fixed-amplitudes transfer functions, the accuracy of the empirical
transfer map can be improved up to a desired level. Moreover, the results of
Fig. 4.19 show that no hardware effects (i.e. vacuum chamber shielding and
magnet losses, referred to Fig. 4.1) are evident in the frequency region of in-
terest, as expected from hardware estimations (more details in Appendix B).

The reason why less injected frequency points are shown in Fig. 4.19 with
respect to Fig. 4.18 is that for injected frequencies above 200 Hz different
methods used to process the spill spectra lead to systematically different
results; this fact is most probably due to the reaching of the noise floor,
which is particularly high because of the poor quality of the spill signals.
Finally, the reason of the low compatibility between data and model for the



108 CHAPTER 4. SLOW EXTRACTION FREQUENCY RESPONSE

points at 120 and 140 Hz is not clear: given the good agreement for the rest
of the points, it could be related to some unnoticed problem during the data
taking.

4.4 Operational data

As for the dedicated measurement campaign described in Section 4.3, also for
operational data the measured current, reference current and spill intensity
profile are recorded for every extraction cycle. The extracted intensity is
about 3 ˆ 1013 protons per spill. For this reasons, operational data makes
for another useful opportunity to validate the developed simulation models.

Figure 4.20: Average (black lines) and single measurements (green lines) for the
ripple quadrupole current (top plot) and extracted spill (bottom plot)
during a physics run.
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Figure 4.20 shows the average spectrum of the focusing quadrupole ripple
current (converted in units of quadrupole strength) and the corresponding
measured spills during a stable physics run of two days. As introduced
in Section 4.1, the 50 Hz and its harmonics are the frequency components
impacting the spill the most during operation. Their typical amplitudes are
below 2 ˆ 10´8 m´2 (the averaged values of the 50, 100 and 150 Hz peaks
are also shown in Fig. 4.18). These amplitudes are significantly smaller than
those injected during the dedicated measurements, and, according to the
simple case of Eq. 4.6, they should be below the linearity threshold of the
transfer function.

Unfortunately, in this regime, the measured current reported in Fig. 4.20
cannot be directly used to compute the transfer function. To explain why,
it is first useful to describe the current-logging system. Two Direct-Current
Current Transformers (DCCT) are measuring the focusing quadrupole cur-
rents at every cycle. Two Analog to Digital Converters (ADC) are used to
sample the DCCT’s signals, and the final logged current signal is the average
of the two, converted into Ampere. For a successful transfer function compu-
tation, it is crucial to know whether the measured current signal corresponds
to the actual current fed to the magnets. To this purpose, several measure-
ments of the DCCT sampled signals have been taken with no current on
the magnets, in order to estimate the measurement noise of the DCCT-ADC
chain.
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Figure 4.21: Average spectrum of the DCCT measurement noise (blue) compared
with the average spectrum of the logged ripple currents during opera-
tion (red).

Figure 4.21 shows the average measurement noise spectrum from the
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DCCT’s compared with the average spectrum of the logged current of op-
erational data. Above 50 Hz, the continuous parts of the two spectra (as
opposed to the harmonics peaks) take exactly the same shape, with a small
scaling factor probably due to different measurement conditions with the
magnets ON and OFF. The amplitudes of the discrete spectral components
(50 Hz harmonics and other peaks) measured with and without the main
current are not directly related by a fixed scaling factor, but their values
are mostly within the same order of magnitude. The lack of information on
the relative phase does not allow a precise estimation of the real amplitudes
present on the magnets, using the available data. For this reason, only the
continuous transfer function will be computed from the operational data,
as opposed to the single frequencies discrete transfer function computed up
to now. Under linearity conditions, the two methodologies should lead to
comparable results.

To correctly compute the continuous transfer function, the measurement
noise needs to be removed from the logged current, in order to have an input
spectrum as realistic as possible.

One possible way is to process directly the two amplitude spectra of
Fig. 4.21, and apply a subtraction of squares on the two. In particular,
assuming valid the superposition principle for the measurement noise and
magnet current signals, the measured current amplitude spectra |Mpωq| will
satisfy the equation:

|M |2 “ |S|2 ` |N |2 ` 2 cospφN ´ φSq|S||N | (4.16)

where Spωq and Npωq are the Fourier transforms of the magnet cur-
rent and measurement noise signals, while φSpωq and φN pωq their respective
phases. For an average of several measurements the mixed term could be
neglected, by assuming its average to be small due to random phase differ-
ences (this approximation does not hold for the harmonics, where the phase
difference is most probably fixed). The current signal amplitude spectrum
could then be approximated as:

|S| »
a

|M |2 ´ |N |2 (4.17)

paying attention to correctly handle negative values, which will especially
appear in correspondence of the harmonic peaks. The solution of Eq. 4.17
contains the two approximations of valid superposition principle between
measurement noise and current signal, and vanishing mixed term in Eq. 4.16,
which may not hold in the real case.

In order to cross check the result from Eq. 4.17, another method could
be employed to compute the actual current amplitude spectrum fed to the
magnets.

Figure 4.22 shows the theoretical frequency response between measure-
ment noise and actual magnet current; it is based on a model of the magnet
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Figure 4.22: Theoretical frequency response function between measurement noise
and magnet current, courtesy of Michele Martino.

at small-to-medium size voltages, which was reproduced quite closely by
measurements at the end of 2017 1. The frequency range of the model is
limited to about 167 Hz, i.e. the Nyquist frequency of the control system.
By applying this frequency response function to the measurement noise spec-
trum of Fig 4.21, and keeping into account the presence of a white noise floor
for large enough frequencies, the expected current in the magnets could be
obtained.

Finally, in order to compare the operational data with the model, a
simulated version of the operational continuous transfer function is obtained
by using the measured current as an input for the MADX simulation. It
has been previously observed that in case of ripples with amplitudes above
the linearity threshold, the obtained transfer function is strongly dependent
on the input signal. For the operational input current (e.g. Fig. 4.21) the
only components of the spectrum that could potentially break the linearity
are the main harmonics. As observed from Fig. 4.21, the harmonics present
on the magnets should have the same order of magnitude of the ones seen
in the measured current: this implies that the linearity condition should
hold. Under these conditions, the simulated transfer function should not be
strongly dependent on the input, meaning that, even if the simulated current
is dominated by measurement noise, the correct result should be obtained.

The latter hypothesis is tested by simulating the measured current with

1The model and measurements have been carried out by Miguel Cerqueira Bastos,
Michele Martino, et al. at CERN.
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Figure 4.23: Comparison between simulated operational transfer function obtained
by including the harmonic peaks in the simulation (dashed green line)
or not (black line).

and without the main harmonics, and comparing the two resulting transfer
functions. Figure 4.23 shows that no significant difference can be observed,
confirming the hypothesis of linearity.

Figure 4.24 shows the comparison between experimental and simulated
continuous transfer function without any correction applied to the input
measured current (i.e. using the spectra of Fig. 4.20). The two results are
not in good agreement: the experimental transfer function lacks the initial
zero, its pole is at a lower frequency, and its low pass filter order is higher
than the one of the simulated case.

Figure 4.25 shows the comparison between experimental and simulated
continuous transfer function when the correction from Eq. 4.17 is applied.
In this case, the poles of the two transfer functions are very close, and also
the difference in the low pass filter slope is reduced with respect to Fig. 4.24.
The initial zero, visible in the simulated data, is still not visible in the ex-
perimental transfer function.

Finally, Fig. 4.26 shows the comparison between experimental and sim-
ulated continuous transfer functions when the input magnet current is com-
puted from the measured noise spectrum of Fig. 4.21 using the frequency
response function of Fig. 4.22. As previously mentioned, a white noise floor
has been used as an additional parameter to obtain this result. It can be
observed that, in this case, the simulated and measured transfer functions
are in good agreement: also the initial zero seems to be reproduced. The
harmonic peaks visible in the measured transfer function are an artifact of
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Figure 4.24: Measured operational spill transfer function (green) compared with the
simulated one (red). No correction has been applied to the measured
input current in this case.
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Figure 4.25: Measured operational spill transfer function (blue) compared with the
simulated one (red). The difference of squares correction of Eq. 4.17
has been applied to the measured input current.

the analysis process: only the continuous spectrum has been used to obtain
the result.
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Figure 4.26: Measured operational spill transfer function (light blue) compared
with the simulated one (red). The expected frequency response model
from measurement noise to magnet current has been applied to obtain
the measured input current.

Other systematic effects may be responsible for the non-perfect agree-
ment between measurements and simulations, such as the servo-spill system
used to suppress the main 50 Hz components (this system is always active for
operational data, while it has been turned off for the dedicated measurements
of Section 4.3). Also, it cannot be excluded the presence of strong ripples
with frequencies higher than 500 Hz, being 500 Hz the Niquist frequency
of the current measurement system. These open points will be investigated
after the Long Shutdown 2, in order to provide a final validation for the
results reached in this chapter.

As a final remark, one could wonder why all the measured-current prob-
lems listed and faced for the operational data have not been addressed also
for the dedicated measurement campaign described in Section 4.3. The main
reason is beacause, in the latter case, most of the injected ripples are sig-
nificantly higher (Fig. 4.18) than the ones already present on the measured
current (e.g. Fig. 4.20 up), and they start getting closer only from 200 Hz
onward.

This is highlighted by looking at the histogram of the measured current
for each injected ripple, as shown in Fig. 4.27. From 70 Hz onward the distri-
bution starts to morph into a Gaussian, but below that a dominant sinusoidal
behavior is clearly distinguishable. Nevertheless, most of the ripples injected
during the MD are not multiples of 50 Hz, hence still allowing for a clean
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Figure 4.27: Histogram of the measured ripple current waveforms during the injec-
tion MD, and comparison with a measured current with no injected
ripple.

identification of their amplitude. For the higher frequencies, the problems
related to the very low spill signals start to dominate the transfer function
computation, and the input current noise becomes a subleading effect.

4.5 Model predictions and different scenarios

The simulation model developed and validated in the previous sections has
been built using the nominal optics and extraction parameters of the SPS. In
this section the developed simulation model will be used to explore different
machine parameters, looking for the possibility to improve the spill micro
structure of the slow extraction.

The parameters that can be varied and affect the spill quality are: the
machine chromaticity ξ and the extraction sextupole strength (using the vir-
tual normalized sextupole strength formalism, Vss). As shown for the burst
mode slow extraction, increasing the virtual sextupole strength increases the
particles acceleration in phase space and reduces the spread of the interval
distribution. Decreasing it will have the opposite effect, hence increasing
the attenuation of high frequencies, as also shown in [97, 98]. Regarding the
chromaticity, its effect is not unique. Let first consider a sinusoidal ripple
rptq superimposed to an ideal tune ramp, with a uniform momentum dis-
tribution of the particles. Under the assumptions of a monotonic tune and
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instantaneous extraction, the spill can be expressed as:

dN

dt
“ K

dQ

dt
“ K

∆Q

∆T
`K

dr

dt
(4.18)

where K is the particle density in the tune space, which in case of a
uniform particle distribution becomes:

Kpqq “

#

Ntot
|ξ|∆δp

if q P rQmin, Qmaxs

0 otherwise
(4.19)

with Ntot being the total number of particles, ∆δp the length of the
uniform momentum distribution, and Qmax{min “ Q0 ` |ξ|δp,max{min. Using
Eq. 4.19 it is then clear that the last addendum at the last member of Eq. 4.18
is inversely proportional to the chromaticity. In a typical situation in which
the slow extraction has a fixed length and a fixed number of particles, the
total tune variation ∆Q will be a function of the chromaticity as:

∆Q “ |ξ|∆δp (4.20)

hence, if Ar is the sinusoidal ripple amplitude, the ratio between the
rippled and flat components (from Eq. 4.18) of the spill becomes:

K 2πf Ar
K∆Q{∆T

“
2πf Ar∆T

|ξ|∆δp
9

1

|ξ|
(4.21)

meaning that the higher the chromaticity the more attenuated the ripple
on the spill gets.

On top of this, by rescaling the tune variation according to Eq. 4.20 (i.e. in
order to maintain a fixed extraction duration and number of extracted par-
ticles), the slope of the tune ramp ∆Q{∆T increases proportionally to the
chromaticity. This implies that increasing the chromaticity the extraction
process becomes intrinsically more resilient to ripples, given that the faster
is the tune ramp the larger the ripple amplitude needed to significantly af-
fect the spill. In particular, the ripple non-linearity (i.e. full modulation)
threshold increases. To summarize, an increase in chromaticity would both
reduce the ripples on the extracted spill and increase the amplitude thresh-
old for a ripple to break the linearity condition. These results have been
obtained by only using the simple derivator model of the extracted spill
(Eq. 4.4 and 4.18), which does not include the low-pass filter effect. Con-
versely, nothing can be inferred from the latter model regarding the effect of
the sextupole strength, which is based on the variation of the transit times
(Fig. 3.29 and Eq. 3.17). By dividing the problem into a derivator-rectifier
(Eq. 4.7) and a low pass filter, as attempted in Section 4.2.1, the variation in
chromaticity would mainly affect the former, while the variation in sextupole
strength the latter.
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The Henon map model developed in Subsection 4.2.1 is used for perform-
ing the parametric scan. This simulation model is significantly faster than
MADX: for a single frequency point one goes from about 10 hours to 5 min
of simulation time2. The chosen range of the parameters for the scan is:

ξ P r2ˆ ξ0, ξ0{2s

Vss P rV
0
ss{2, 2ˆ V 0

sss
(4.22)

where ξ0 is the nominal machine chromaticity, of value » ´1ˆ 26.67 and
V 0
ss is the nominal virtual extraction sextupole strength, of value» 169.3 m´1{2.
The scan points are taken over a 10ˆ10 uniform grid over the parameter

space defined by Eq. 4.22. For every pVss, ξq pair, a full transfer function
of 13 frequency points (from 10 to 500 Hz) is simulated using the Henon
map model. The simulated ripple amplitude has been chosen small enough
to fulfill the linearity condition, so to allow to neglect the dependence on
amplitude of the transfer function.

Figure 4.28: Overview of all the obtained transfer functions from the Vss ˆ ξ pa-
rameter scan.

Looking at all the transfer functions obtained from this grid scan (Fig. 4.28),
one can see that about one order of magnitude is spanned along the Y -axis,
and the position of the pole spans a few tens of Hertz. This shows that
significant improvements in ripple suppression can potentially be achieved.

For a better characterization of best sextupole strength-chromaticity
combinations, 2D maps of the suppression of each of the main harmonics are
reported in Fig. 4.29. The color code indicates the transfer function value
normalized to the nominal one. Attenuations of the 50 Hz component of a

2depending on how the simulations are run and how many points are simulated in
parallel the advantage can grow even further; on average, there’s more than a factor 100
between the two.
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Figure 4.29: Interpolated 2D maps of the main harmonics suppression factors in
the Vss ˆ ξ scan. The variable χ is defined as ξ{Q0. The color scale
shows the ratio between the obtained transfer function value and the
nominal one for the considered harmonic component. The black points
shows the scan grid.

few folds seem achievable, up to a maximum suppression of about a factor
3. The attenuations increase for higher harmonics. The results of Fig. 4.29
confirm what expected: higher chromaticity (in absolute value) and weaker
sextupole strength increase the attenuation of the slow extraction transfer
function.

A direct parametrization of the transfer function can be performed by
observing the position of the pole and the value of the maximum as a function
of the chromaticity and sextupole strength. Both these parameters strongly
determine how good is the obtained transfer function in terms of ripple
suppression.

Concerning the transfer function maximum, Fig. 4.30 shows that its value
depends both on the chromaticity and on the sextupole strength, and that
a suppression higher than a factor 2 is within reach.

Figure 4.31 shows the one dimensional projections of Fig. 4.30 for the
sextupole strength and chromaticity. The plot on top shows the fixed Vss
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Figure 4.30: Interpolated 2D map of the maximum value of the transfer function
for the Vssˆξ parameter scan. The color scale indicates the maximum
normalized by the maximum of the current SPS working point.

curves as a function of the normalized chromaticity χ, while the plot on the
bottom shows the fixed χ curves as a function of Vss. The continuous lines
are the results of a fit of each curve. In particular, for the fixed Vss curves
the following exponential law has been used:

mpχq
ˇ

ˇ

ˇ

Vss
“ ea¨pχ´bq ` c (4.23)

where a, b and c are real parameters which depend on Vss. For the fixed
chromaticity curves it has been used a linear function:

mpVssq
ˇ

ˇ

ˇ

χ
“ k ¨ Vss ` q (4.24)

where k and q are real parameters depending on χ.
From all the fit results shown in Fig. 4.31 it would be possible to model

the dependence of the fit parameters a, b, c, k, and q from Eq. 4.23 and 4.24
and extrapolate an effective analytic model which could be used for fast
estimations.

Figure 4.32 shows the evolution of the a, b and c parameters from Eq. 4.23
as a function of Vss. The continuous lines have been fitted over the points
and it has been found that in first approximation a can be considered a
constant, while b and c follow a linear law.

Figure 4.33 shows the evolution of the k and q parameters from Eq. 4.24
as a function of χ. The continuous lines have been fitted over the points
and it has been found that both k and q follow an exponential law of the
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Figure 4.31: 1D projections of the transfer function maxima. Top: fixed Vss curves
as a function of χ. Bottom: the opposite.

type of Eq. 4.23. Putting together the results shown in Fig. 4.32 and 4.33,
both Eq. 4.23 and Eq. 4.24 can be expanded into analytical two dimensional
functions mpχ, Vssq.

The same procedure applied for the transfer function maxima can be
also applied for the poles. The position of the pole as a function of the
chromaticity and sextupole strength is shown in Fig. 4.34.

The result is not as smooth as the one of Fig. 4.30; this is because estimat-
ing the correct position of the pole is a more error prone process, especially
when automatized to many transfer functions which can significantly vari-
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Figure 4.32: Evolution of the parameters a, b and c from Eq. 4.23 as a function of
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Figure 4.33: Evolution of the parameters k and q from Eq. 4.24 as a function of χ.
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Figure 4.34: Interpolated 2D map of the pole of the transfer function for the Vssˆξ
parameter scan. The color code indicates the position of the pole
normalized by the one of the current SPS working point.

ate in shape. Anyway, the main dependence is on the Vss parameter, being
the gradient mostly horizontal. A reduction of the position of the pole of
about a factor 0.7 seems within reach. For reference, the nominal pole is
located at about 90 Hz. As for the case of the maximum, in order to char-
acterize the dependence of the transfer function pole on both chromaticity
and sextupole strength, it is useful to project the simulated points to one
dimensional curves.

Figures 4.35 and 4.36 show the one dimensional projections of the transfer
function pole map respectively for the sextupole strength and chromaticity.
The curves are rather noisy in both figures: this makes it more difficult
to find a good fit for the data in order to extrapolate a model, as done in
Fig. 4.31. In this case, both the 1D projections have been fitted using a
linear model of the type of Eq. 4.24.

Figures 4.37 and 4.38 show the evolution of the linear fit parameters
(where k is the slope and q the intercept) respectively for the case of fixed
Vss curves and fixed chromaticity curves. Both the results point at the fact
that the main dependence of the transfer function pole is a linear one on the
virtual sextupole strength, with a small linear dependence on the chromatic-
ity which could be neglected in first approximation, leading to:

ppVss, χq » k ¨ Vss ` q (4.25)

where the parameters k and q could be estimated using both the results
from Fig. 4.38 and 4.37, neglecting the weak dependence on χ (which any-
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Figure 4.35: Fixed Vss curves of the transfer function pole (normalized to the nom-
inal one) as a function of the chromaticity.
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Figure 4.36: Fixed-chromaticity curves of the transfer function pole (normalized to
the nominal one) as a function of the virtual sextupole strength.

way could very easily be added for increased accuracy). Equation 4.25 is
also in line with the results of the simple model which led to Eq. 3.17, where
an inverse proportionality of the time-to-extraction differences to the virtual
sextupole strength is found.
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Figure 4.37: Dependence on Vss of the linear fit parameters k and q for the linear
fits of the curves of Fig. 4.35.
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Figure 4.38: Dependence on χ of the linear fit parameters k and q for the linear fits
of the curves of Fig. 4.36.

All the results presented in this section have shown that the frequency
transfer properties of the slow extraction process could be significantly op-
timized varying the main accelerator parameters.
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The Henon map-based model used for the extraction parameter scan can
also be used for different accelerators, without the need of using full lattice
files or writing new MADX code: it just needs the global and slow extraction
specific machine parameters. In fact, this model has been used to investigate
the main characteristics in frequency domain of the MedAustron slow extrac-
tion [83], in the context of a recent CERN-MedAustron collaboration3. This
can also show the dependence of the slow extraction frequency response to the
machine design parameters, e.g. tune, circumference, etc. The comparison
between the SPS and MedAustron parameters is summarized in Table 4.1.
Many of these parameters are significantly different between the two ma-
chines. In particular, the one turn time, which differs by a factor „ 50, the
tune ramp speed, with an order of magnitude difference, and the emittance,
with almost two order of magnitudes. Both the accelerators are based on a
third-integer resonant chromatic extraction.

Parameter CERN-SPS MedAustron

Momentum 400 GeV/c ď 250 MeV/c
One turn time 23 µs 420 ns
Chromaticity 26.67 4
Total tune sweep 0.1 0.02
Flat top duration 4.8 s 9 s
Momentum range (δp) 3ˆ 10´3 5ˆ 10´3

Virtual sextupole strength 169.3 m´1{2 29.8 m´1{2

Emittance 1.9ˆ 10´8 m 6.6ˆ 10´7 m

Table 4.1: Main slow extraction parameters of the CERN-SPS and MedAustron
accelerators, for proton extraction only.

The parameters of Table 4.1, together with the optics at the electrostatic
septum and its transverse position, are enough to simulate the MedAustron
slow extraction transfer function with the Henon map model.

The fixed-amplitudes transfer functions are obtained for the MedAus-
tron slow extraction, as shown in Fig. 4.39. The low frequency ripples corre-
sponding to 3.5ˆ 10´5, 1.4ˆ 10´4 and 3.5ˆ 10´4 have been injected during
dedicated measurements on ripple injection carried out at MedAustron4: the
ripple amplitude of 3.5ˆ10´5 is in the same order of magnitude of the power
supply harmonics already present on the magnets. It can be observed that
the transfer function pole is located at about 5 kHz, with respect to the
„ 100 Hz pole observed in the SPS. The main reason for this difference
can be traced back to the revolution period: the factor between the poles

3P. A. Arrutia Sota, A. De Franco, M. A. Fraser, F. Kuhteubl, C. Kurfuerst, M. Pivi
4by P. A. Arrutia Sota, A. De Franco, M. A. Fraser, F. Kuhteubl, M. Pivi
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Figure 4.39: Obtained fixed-amplitude transfer functions from the MedAustron
Henon map model. The injected sinusoidal ripple amplitudes are in
units of tune and indicated in the legend.

is roughly the same factor between the revolution periods, i.e. about 50.
This result is well expected from theory [44]. In fact, the threshold value
for the ripple attenuation is directly related to the time a particle spends on
resonance before being extracted, the so called dead-time. This quantity is
expressed in units of turns (e.g. Fig. 3.29) and does not change significantly
from one machine to another, with typical values of hundred of turns. The
revolution period is what gives a dimension in units of time to the problem,
consequently defining the cut-off frequency of the transfer function. Apart
from the significant variation on the scale, the behavior of the transfer func-
tions of Fig 4.39 is very similar to what observed for the SPS: a zero is present
for small ripple amplitudes (and frequencies), according to the linearity con-
dition of Eq. 4.6. After a certain amplitude threshold, the zero disappears
to leave space for the full non-linear behavior, which can be observed in the
three transfer functions with the highest amplitudes.

Another important observation from Fig. 4.39 is that the linearity is bro-
ken even for small amplitude transfer functions. In fact, the three smallest
amplitude transfer functions (1.4, 3.5 and 5.5ˆ 10´6 in tune amplitude) are
compatible with each other only up to less than 100 Hz, while the same rip-
ples injected in the SPS would still be in the linear regime, and hence leading
to equivalent curves. The reason for this is the one order of magnitude dif-
ference in the speed of the tune ramp that can be observed from Tab. 4.1.
The slower tune ramp of the MedAustron accelerator makes it more sensitive
to ripples, and reduces significantly the amplitude range for the validity of



4.6. CONCLUSIONS 127

the linear frequency transfer, as can be easily estimated using Eq. 4.6. On
top of this, the significantly higher frequency of the pole (i.e. when the low-
pass filter effect starts to act) makes it easier for a ripple to fully modulate
a spill. In fact, as it has been shown for the SPS, only when the low-pass
filter effect start to act can a linearity violating ripple be prevented from
fully modulating the spill (e.g. see the difference between Fig. 4.3-bottom
and 4.4-bottom); otherwise, Eq. 4.4 becomes a good approximation for the
spill, which will be split into bursts. By adding this fact to the linear de-
pendence on the ripple frequency for the condition of Eq. 4.6, it is clear that
a wider range of ripples has the possibility of fully modulating the extrac-
tion. As discussed previously for the chormaticity-sextupole strength scan,
increasing the chromaticity in order to be able to speed up the tune ramp
could be highly beneficial in this case. These latter considerations imply
that the spills in the flat part of the 3 amplitudes injected in the dedicated
measurements (lower three curves of Fig. 4.39) are all fully modulating the
spills. This is in fact the case for the simulated spills, and was also observed
on the data. As a final remark, it has to be said that also a bigger emittance
plays a role in increasing the sensitivity to ripple, given the fact that high
amplitude particles are extracted significantly faster. From Tab. 4.1 it can
be seen that the difference in emittance is almost of two orders of magnitudes
between the two machines.

In the future, these results will be fully validated with the aid of a dedi-
cated MADX model and machine measurements by the CERN-MedAustron
collaboration. For now they are an interesting example on how the frequency
transfer properties can scale from one accelerator to another, but preserv-
ing the same fundamental behavior. Moreover, this example shows also how
well the SPS does in terms of ripple suppression: the pole is located at about
100 Hz and the horizontal emittance is very small, as a consequence of the
» 6.9 Km ring circumference and 400 GeV flat-top particle momentum.

4.6 Conclusions

In this chapter the frequency transfer properties of the slow extraction for
the SPS have been investigated. A SPS slow extraction MADX model has
been used to simulate the process, showing that for small ripples the problem
is linear, and a transfer function can be defined. For amplitudes and frequen-
cies combinations above the linear threshold it is still possible to build an
effective model. By only simulating a limited number of fixed amplitude
transfer functions in the non-linear regime, a semi-analytical map can be
constructed in order to instantly predict the spill frequency response to a
given input current modulation. Both the full MADX model and the semi-
analytical one have been validated using data from dedicated measurements.
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A satisfying agreement has been achieved for almost all the experimentally
injected ripples up to 200 Hz, the only problems being related to a very low
intensity of the spill signal. Operational data was also used to validate the
developed model, showing difficulties to obtain a precise estimation of the
50 Hz harmonics on the input current. To overcome this, the model is vali-
dated using a continuous transfer function approach. Different methods for
removing the measurement noise from the logged currents have been tested,
obtaining results which are not far from the simulated ones. Anyway, a level
of uncertainty on the operational data still remains, due to the presence of
other possible tune modulating effects which are not taken into account in
the model. All of these uncertainties will be further investigated in future
measurement campaigns, while some further details and possible limitations
of the developed model are discussed in Appendix B.

A Henon map-based model of the frequency transfer is also developed,
showing a very good agreement with the MADX one. The model presents
great advantages for the simulation times and it is used for a scan of the
virtual sextupole strength and chromaticity. The results of the scan show
that further attenuation of the current ripples would be possible for smaller
sextupole strength and higher chromaticity.

Concerning the injection of a dominant high frequency ripple as an al-
ternative spill-quality improvement technique, the MADX simulation has
confirmed its potential, but further studies will be needed to understand its
compatibility with the experiments requirements.

Finally, this work opens the possibility to have an online prediction of
the effect of a current variation on the spill, and hence help the design and
operation of slow extraction systems. For instance, this will be fundamental
for the SPS to guarantee the high-quality spill demands from the North Area
experiments, and preserve the SPS world leading quality of its fixed target
facilities.



Chapter 5

The magnetic horn for the
ENUBET project

The possibility of using a magnetic horn to increase the secondary particle
flux of the ENUBET experiment is strictly connected with the employed
proton extraction scheme. As the burst mode slow extraction has been suc-
cessfully modeled and tested, studying the potential flux gains achievable
with a horn becomes the next step of the project. The result will be signif-
icantly dependent on the particular design of the employed magnetic horn.
Reaching a satisfactory design is a complex task, characterized by a high
number of parameters and constraints. In this chapter, a dedicated frame-
work for a full automated optimization of the ENUBET magnetic horn will
be developed, leading to first possible horn candidates and estimates of kaon-
flux gains.

The structure of the chapter is divided in five main sections. Section 5.1
introduces the magnetic horns and their use in neutrino beamlines (Sub-
section 5.1.1), for then focusing on the particular case of ENUBET and
its requirements, specifying the scope of the present work (Subsection 5.1.2).
Section 5.2 describes the modeling and simulation of the ENUBET magnetic
horn, also showing the geometric parametrizations chosen for the study. The
developed optimization framework is detailed in Section 5.3, where a discus-
sion on the possible figures of merit is reported (Subsection 5.3.1), followed
by a description of the employed optimization algorithm (i.e. the genetic
algorithm, Subsection 5.3.2), framework implementation details (Subsec-
tion 5.3.3), and selected constraints and speed-up approximations (Subsec-
tion 5.3.4). The results of the optimization runs are presented in Section 5.4,
where the beamline-independent results are first analyzed for the two selected
horn geometries (Subsections 5.4.1 and 5.4.2), followed by the outcomes of a
full-beamline tracking of the horn-focused particles (Subsection 5.4.3). Sec-
tion 5.5 summarizes the findings of the chapter, discussing the possible next
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steps of the magnetic horn design and optimization for ENUBET.

5.1 Introuction

5.1.1 Magnetic horns

Since its invention by Simon Van Der Meer in 1961 [106] and its first develop-
ment for a neutrino beam [107], the magnetic horn has always played a key
role in maximizing the neutrino flux for accelerator neutrino experiments.
A magnetic horn consists of a “folded” conducting sheet on which a current
flows in the longitudinal direction, e.g. entering from the inner side of the
conductor and exiting from the outer side. This implies that a toroidal mag-
netic field is generated in the region enclosed between the inner and outer
conductors.

Outer conductor

Magnetic fied region

Inner conductor

360

Neck Symmetry axis

(outer)
skin thickness

Electric
current

Figure 5.1: Cross-sectional schematic view of a magnetic horn.

As shown in Fig. 5.1, a magnetic horn can be thought as the 2π rotation
of a closed circuit around a symmetry axis. The symmetry axis corresponds
with the longitudinal beam direction, and so with the axis of the proton
target, which is usually positioned upstream (and/or inside) the horn. The
cylindrical symmetry of the problem defines an azimuthal magnetic field Bφ
inside the region enclosed by the conductors1, which can be readily computed
using the Ampére’s law:

Bφ “
µ0I

2πr
(5.1)

1the magnetic field inside the conductor material is usually neglected in a good ap-
proximation
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where I is the total current flowing in the horn and r is the radial distance
from the symmetry axis. The magnetic field of Eq. 5.1 represents overall a
good approximation for the experimental case, as shown, for instance, in [108]
(where the skin effect is also reported to extend the field range into part of
the conductor).

From the schematic drawing of Fig. 5.1 and Eq. 5.1 it follows that the
magnetic horn is not the standard accelerator magnet: in order to be bent
by the magnetic field, particles have to cross the device itself, making it
intrinsically lossy. Moreover, the magnetic field is strongly non linear, and it
also couples the X and Y transverse phase space dimensions. Any analytical
treatment holds only under approximations [9, 109], not only for the non-
linear field, but also because particles can enter and exit the magnetic field
region in many different ways. For this reason, the best way of quantitatively
predicting the effect of a magnetic horn on the beam is through numerical
simulations.

The geometric shape of the horn conductor can significantly influence
the horn overall focusing, and it can be shown that different families of horn
geometries have different focusing effects [9]. However, the overall focusing
action of a magnetic horn is that of a “rough” focusing with high acceptance:
it is not a device for a precise point-to-parallel (and vice versa) focusing,
but it focuses a broad spectrum of particle momenta and transverse angles.
These qualities make the magnetic horn very advantageous for wide band
neutrino beams (WBB), in which it focalizes most of the secondaries emit-
ted from the target, increasing the fluxes typically by one order of magnitude
with respect to a bare-target beam. Another advantage of the horn is that
while it focuses particles of one sign, it has a defocusing effect for the parti-
cles of the opposite sign, hence helping in the charge-selection of the beam.
Both the focusing and charge-selection properties of the horn can be further
increased by using horn doublets or triplets (e.g. as done for quadrupoles):
every horn after the first will further focus, narrow the spread, and charge-
select the beam. This technique is still being used in many recent wide band
neutrino beamlines, e.g. T2K [10], NuMI [11], CNGS [12], in which two or
three horns with increasing transverse dimensions are following the proton
target, and focusing the beam directly into the decay tunnel, allowing for a
significant neutrino flux increase.

The development and operation of a magnetic horn is not easy, and it
entails several limitations and problems. The typical currents needed to
achieve a satisfactory focusing of the secondaries are ranging between 100
and 400 kA, which implies that the device can only be used for short inter-
vals of time due to an otherwise excessive heating which could irreparably
damage the conductor. The heating comes both from the Joule dissipa-
tion (combined with the skin effect) of the injected current and from the
interaction of the secondary particles in the conductor. The latter source of
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heating is fought by choosing a skin thickness as small as possible (typical
values in the millimeter range) and a low-Z material for the conductor, as
for instance particularly optimized Aluminum alloys, which will also have to
withstand very high levels of radioactivity. On top of this, each horn needs
to be coupled with a rather cumbersome water cooling system, by which
water is sprayed on the hottest parts of the horn via nozzles, and flows into
pipes around the full device. Other potential issues are related with the me-
chanical forces exerted by the strong magnetic field, especially in the region
of the horn neck, and the consequent vibrational modes due to the fact that
the field is pulsed. This can cause significant stresses in the material, and
limit the lifespan of the device. All of this issues are the reason why the
typical current pulses of the horns are within „ 100 µs and „ 1 ms. The
power supply is usually based on a capacitor bank discharge, which produces
a unipolar half-sinusoidal current pulse. In order to keep the magnetic field
as constant as possible, the beam is extracted in times which are orders of
magnitude shorter than the power supply current pulse. For instance, for
the case of CNGS [12], the 3-4 ms-long current pulse is used to focus a 10 µs
fast-extracted proton spill.

Given the complexity of the problem, finding the best horn geometry for
a particular experiment is not trivial, and requires dedicated numerical sim-
ulations exploiting particle tracking and interaction codes. The problem is
usually treated as an optimization problem, initially taking into account the
hardware limitations in the form of geometrical constraints, and maximizing
for the particular requirements of each case, as done for example in [110–
112].

5.1.2 The ENUBET requirements and the scope of this work

The main goal of the ENUBET project is to carry out a precise measure-
ment of electron neutrino cross section. The low number of electron neutrinos
produced in the energy range of interest makes this task a potentially long
process (up to a few years, depending on the beam availability and statistical
precision), and every possible way to speed it up should be carefully consid-
ered. Using a magnetic horn coupled with the burst mode slow extraction
developed in Chapter 3 is the leading solution for such a problem.

For the case of ENUBET, however, the use of a magnetic horn would
not be as standard as for most of the other neutrino beams, for two main
reasons:

• ENUBET is a narrow band neutrino beam (NBB), with a reference
momentum of 8.5 GeV and a 5-10% momentum bite. For a NBB
the advantage of the broad momentum acceptance of the magnetic
horn is lost due to the small selected momentum range, while only the
advantage in the angular acceptance remains.
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• Being a monitored neutrino beam, ENUBET requires the beam to be
slow extracted. In particular, the candidate extraction for the horn
would be the burst mode slow extraction, with spill lengths between 2
and 10 ms.

The latter point is the most critical one. Magnetic horns have always
been used coupled to a fast-extraction of the primary protons (Op10 µsq of
spill lengths), so the situation is rather peculiar. The main issue with the
millisecond-long spill would be the consequent length of the current pulse,
which could lead to severe overheating. On the positive side, the intensity of
each pulse would be significantly lower (at least one order of magnitude) than
the typical fast-extracted ones, leading to a smaller contribution from parti-
cle interactions. Concerning the designed 10 Hz repetition rate, a magnetic
horn pulsed at 12.5 Hz, and its corresponding power supply, had already
previously been designed and carefully investigated in the context of the
European Neutrino Super Beam (EUROnu Super Beam) [113, 114]. How-
ever, the focusing of tens of millisecond-long pulses repeated at 10 Hz goes
probably beyond the state of the art of magnetic horns, and will require a
dedicated in-depth study.

The goal of this work is to start an in-depth investigation of the potential
flux increase coming from using a magnetic horn in the ENUBET beamline,
and to develop a full framework for the horn geometry optimization given
the experiment requirements. Only as a future next step, once an optimized
geometry and a satisfactory flux increase will be reached, the issues discussed
above will be fully addressed.

5.2 Horn modeling and simulation

A standalone simulation of the ENUBET magnetic horn has been imple-
mented in GEANT4 [115–117], based on a previous model used at the be-
ginning of the project. The simulation implements the horn-target system
with a high number of parameters allowing to control the geometry, the
materials, and other technical aspects of the model.

A view of the GEANT4 simulation can be seen in Fig. 5.2, where it can
also be observed that positive particles are focused and negative particles
defocused, as expected in the nominal operation of ENUBET (i.e. electron
neutrino flux produced from positive kaons). This will be the configuration
used in this study, but the polarity could very easily be inverted when needed,
so to investigate the anti-neutrino operation.

The target employed for this work is a graphite rod with a 10 mm di-
ameter and 140 cm length. This configuration is based on the results of a
previous study, which used the number of secondary kaons as a figure of
merit for the design of the target.
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Figure 5.2: Three-dimensional view of the simulated target-horn complex. Pion
tracks are shown for reference (blue π´ and red π`).

In order to speed up the simulation, the primary protons-target interac-
tions have been decoupled from the horn (and beamline) model, and simu-
lated with FLUKA [118, 119]. The results have been stored into a database,
and are loaded on demand into the horn simulation.

While it is possible to add a second horn in the simulation, in this work
only a single magnetic horn will be considered. Adding a reflector would sig-
nificantly increase the length of the beamline, which will still need dipoles and
quadrupoles to precisely select the particles momenta and tilt the charged
kaons with respect to the neutral ones. A second horn could then lead to a
higher number of early kaon decays because of the increased length of the
full beamline.

Two different main horn geometries have been parametrized and imple-
mented in the simulation model.

The first one is a horn of the type first developed by Palmer [120], and
similar to the one used by MiniBOONE [108]. This geometry has also
been more recently further developed and optimized for the EUROnu Su-
per Beam [110, 113].

The details of the parametrization are shown in Fig. 5.3. In particular,
in addition to the reported parameters there are also the electric current I
and the conductor thickness t. This particular parametrization has been se-
lected because it has already been developed and built for other single-horn
beamlines [108, 110, 113]. One practical concern of such geometry is that
the target could eventually be located inside the horn neck (the narrowest
part and most subjected to magnetic stresses) to maximize the flux gain.
This could lead to several potential issues during operation, especially given
the particular case of the ENUBET proton extraction.

Another well established horn parametrization which has been imple-
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Figure 5.3: Schematic view of the MiniBOONE-style horn geometric parametriza-
tion.

mented is the double parabolic one. This particular geometry should have
the characteristics of being able to focus a narrow region of particle momen-
tum with high angular acceptance [9], and it is currently being used in the
NuMI beamline [11] and considered for nuSTORM [112, 121].

The particular parametrization used for ENUBET has been slightly ex-
panded with respect to the standard fully quadratic profile [9]. In particular,
by defining r as the transverse radial coordinate and z the longitudinal one,
the chosen profile follows the equation:

r “ a z2 ` b z ` c (5.2)

where a, b and c are real coefficients. Given that the parabolic profile has
to pass by two points only, one degree of freedom remains unconstrained, and
it is used a new configuration parameter. In particular, this new parameter
is chosen to be the radial coordinate of the parabolic minimum, i.e.:

rmin “ ´
b

2 a
(5.3)

The implemented double parabolic geometry is reported in Fig. 5.4, in
which also the two parabolic minimum parameters of Eq. 5.3 are shown, and
referred to as m1 and m2. The net effect of a significant variation of rmin
from the ideal parabolic case of b “ 0 is to approximate a conical horn shape,
as shown in Fig. 5.5.

Once the configuration parameters for the horn have been selected, the
simulation performs the tracking of each secondary particle across the space
and saves into a ROOT [122] file the coordinates, momenta, and type of
every particle crossing the final longitudinal position of the horn.
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Figure 5.4: Schematic view of the double-parabolic horn geometric parametrization.

Figure 5.5: Top: standard double parabolic horn profile (rmin “ 0). Bottom:
“conic-like” profile obtained by decreasing rmin to negative values.

5.3 Optimization setup

5.3.1 Figure of merit and starting point

The geometry of the horn needs to be optimized so to maximize a certain
figure of merit (FOM), or otherwise called objective function. For the ENU-
BET experiment, this quantity is related with the number of K` which are
ultimately focused into the decay tunnel: this directly translates into the
produced electron neutrino flux. So, with a straightforward definition, the
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figure of merit for the horn could simply be defined as the number of K`

entering the instrumented decay tunnel. However, the main problem with
this definition is that it is strongly beamline-dependent.

Up to now, all the secondary beamlines studied and developed for ENU-
BET assume a nominal slow extraction of Op1 sq duration, and employ only
static focusing elements (namely, dipoles and quadrupoles). The simplest
approach would be to insert the magnetic horn between the target and the
start of the static beamline, but it is not given that this would be the best
solution, and significant changes could be needed. The design of a dedicated
beamline for the horn goes beyond the scope of this study: for this reason a
beamline-independent figure of merit is chosen as the number of K` in the
selected momentum bite at a fixed distance from the horn, and contained in
the typical acceptance of a static element. From the studies on the static
beamline, the latter acceptance corresponds to 15 cm of transverse radius
(the typical aperture of existing quadrupoles) and a transverse angle of about
1.5 degrees (after which it has been found that particles are not transported
anymore in the static beamline). To assess the performance of the horn with
respect to the pure static case, this value can be normalized by the same
figure of merit computed without the horn: a simple ray-tracing from the
target to the first quadrupole. This latter normalized quantity will be used
as a horn-specific figure of merit, and can be expressed as:

ΦpzQ, θM , rM q “
Nh
K`pzQ, θM , rM q

N s
K`pzQ, θM , rM q

(5.4)

where N ph{sq
K` are the number of positive kaons (with and without the

horn) at a distance zQ from the target, and contained into a maximum ra-
dius and angle of respectively rM and θM . The latter limits are fixed to the
values detailed above, while zQ to a realistic value of Op1 mq.

The starting point of this work are the results from a past manual scan
of the horn parameters performed using the geometry of Fig. 5.3. The horn
was directly assumed to be part of the static beamline, and the number of
K` at the entrance of the decay tunnel was used as a figure of merit. The
results of this scan showed a „ 5 times increase in the K` at the decay
tunnel entrance (i.e. downstream end of the beamline).

The best configuration found during the scan (re-implemented in the new
simulation) is shown in Fig. 5.6. If this horn configuration is used to compute
the beamline-independent figure of merit defined above (Eq. 5.4), the result
is about a value of 2. This value is significantly lower than the factor 5 found
in the former study, and confirms how the full beamline affects the figure of
merit. More details on this will be observed later in this chapter, but, for
now, an optimization framework will be built for the horn alone.
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Figure 5.6: Geometry and magnetic field of the best horn found in the first manual
scan performed in 2016.

5.3.2 Optimization algorithm

Instead of a manual scan, performing a large scale and fully automated
optimization is the goal of this second phase of the dedicated study on the
magnetic horn option for ENUBET.

The problem of horn optimization involves a large number of parameters.
For the case of the MiniBooNE-like geometry reported in Fig. 5.3, the number
of optimization parameters could be as high as 13, while for the double
parabolic profile of Fig. 5.4 it would reach 12. On top of this, the non-
linearity of the magnetic field and the complex shape of the conductors do
not allow to predict much information on the proprieties of the objective
function (intended as function from the parameters space to the figure of
merit), in terms of expected number of local maxima and relative locations,
gradient, and so on.

These particular characteristics make the class of population-based op-
timization methods very suitable for this problem [123]. The latter algo-
rithms allow to scan vast parameter spaces in search for a global optimum
without easily getting trapped in local minima. One of the most popular of
such methods is the genetic algorithm, which has also recently been proven
successful for the case of nuSTORM [112]. Given its versatility and straight-
forward implementation, it will be chosen for the first optimization study of
the ENUBET magnetic horn.

The genetic algorithm falls into the category of heuristic methods2, in-
spired by the process of natural section. The algorithm is based on a very

2the certain convergence to the global optimum in the parameter space cannot be
mathematically proven, but it is often reached in the practical case
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general set of rules, which could easily be applied to many different problems
and highly customized. It is probably easier to understand its basic working
principle with an example case, as shown in Fig. 5.7.

STOP

Initial population

Evaluate FOM

Converged?

Selection and coupling
of parent individuals

Children generation: crossover
of parent "chromosomes"

Random mutations of
the children chromosomes

New population

Elite individuals

Figure 5.7: A schematic example of the flow of a genetic algorithm implementation.

In particular, every step of the algorithm reported in Fig. 5.7 can be
implemented and customized in several ways, with the result depending on
the particular problem, and with no strict guidelines. Using terms inspired
from the natural selection process, one individual is defined as a point in
the parameter space, while its chromosomes constitute a particular encoding
of all the parameter values. The individuals of a generation are combined
according to their figure of merit, so to form a new generation for the succes-
sive iteration of the algorithm. Of particular importance is what is referred
as “elitism” [124], which consist on allowing the survival of the best per-
forming individuals to the next generation. In fact, it can be proven that
elitism is a necessary condition for the stochastic convergence of the algo-
rithm [125]. The fulfillment of constraints (of key importance for the horn
case) can also easily be implemented inside the scheme of Fig. 5.7: a simple
penalty method [123] (i.e. associating a low figure of merit) or a logic check
will exclude from the result forbidden regions of the parameter space.

5.3.3 Optimization framework

A dedicated optimization library has been developed for the task, containing
the most popular implementations of the steps of Fig. 5.7 and data logging
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routines. More in detail, for the particular problem of the horn, it has been
chosen to use real chromosomes (i.e. parameter-space vectors), paired with
uniform and interpolation crossover, and both gaussian and uniform off-
spring mutations. Of particular importance is the uniform mutation opera-
tion, which contributes significantly to avoid getting trapped in local optima.
Concerning the constraints (in particular, global inequality constraints), an
attempt to replace individuals not satisfying them is made before the eval-
uation of the objective function, so to save simulation time. If the latter
approach fails, a penalty method is used. The application of the developed
routines on a test function is reported in Fig. 5.8.

Figure 5.8: Example of the convergence of the genetic algorithm on a 2-dimensional
test function with one local and one global optimum, and several lines of
continuous local optima. The color scale is proportional to the function
value.

Every black dot represents an individual in the parameter space, and each
iteration follows the flowchart of Fig. 5.7. In particular, it can be observed
how the local optimum of the problem is correctly identified and succes-
sively discarded for the global optimum. Concerning the convergence crite-
ria, there are no strict guidelines for the case of the genetic algorithm, being
a stochastic-based heuristic method. One possibility is, for instance, to mon-
itor the differential evolution of the average objective function (eventually,
for a selected number of individuals). It is important to keep in mind that
the convergence of the algorithm does not imply convergence to the global
optimum. The latter significantly depends on the values of the optimization
“meta-parameters” (i.e. the configuration parameters of each optimization
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step of Fig. 5.7), and it is problem dependent. The starting population of
individuals is generated using a latin hypercube sampling method [126] in
order to cover the parameter space as efficiently as possible.

A software framework has been developed to fully manage the optimiza-
tion process. The main idea has been to keep a straightforward approach
to the problem, and exploit as much as possible the available resources at
the computing centre CC-IN2P3 [127], based on the Grid Engine batch-
queuing system. A simplified schematic of the framework structure is shown
in Fig. 5.9. In particular, many different specific libraries and scripts (as
the Python genetic routines, C++ data processing functions, and Bash book-
keeping and job scheduling scripts) are all managed by what is called the
optimization manager code, which, once launched, has been designed to per-
form a full optimization without the need of any supervision.

Python GA lib

Python utilities libs

Python optimization
manager script

G4 simulation
(C++)

Data processing
C++ tools

Jobs settings and
submit bash script

Figure 5.9: Schematic of the optimization framework software structure. Each
block represent a dedicated library or script, while the arrows symbol
a “uses” relation.

The bottleneck of the process in terms of timing is the GEANT4 magnetic
horn simulation: for this reason, this part of the software is submitted on the
computer cluster via Grid Engine. This allows to submit as parallel jobs all
the different individuals of the current population (i.e. all the different horn
candidates), hence making the elapsed time for a single iteration roughly
equal to the time of a single horn GEANT4 simulation (without taking into
account eventual queue delays and waiting times). The flow diagram of
the optimization process is shown in Fig. 5.10. The optimization manager
code defines this high level loop structure, while from Fig. 5.9 it follows that
every part is performed by a different unit of the framework. By executing
the main loop as a daemon process, the optimization has been proven to run
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undisturbed for days.

Launch G4 jobs

Wait for jobs
to finish

Run FOM
computing code

Merge FOM
to population

Run genetic algorithm to
compute next horn population

Log results in
optimization database

Generate initial
population
of horns (LHS grid)

Figure 5.10: Schematic of the flow of the optimization framework: the process will
repeat until the exit condition, which is usually the algorithm conver-
gence. The handling of potential failure cases which would interrupt
the loop have been implemented in the code after many tests.

While for the time being only the genetic algorithm has been imple-
mented, the developed optimization framework of Figs. 5.9 and 5.10 is com-
pletely general, and could be run with any other optimization algorithm of
choice. Expanding the optimization to different algorithms is in fact one
of the objectives for the future. The same can be said for different figure
of merits, or different GEANT4 simulations, which would only require to
replace/modify a single unit of the framework.

5.3.4 Horn constraints and approximations

As previously mentioned, the parameter space of the horn configuration can
have a number of dimensions as high as 13. In order to to speed-up the
optimization and increase the chance of convergence to a global optimum,
some less influential degree of freedom has been removed. For instance, the
horn conductor thickness will be kept at a reasonable value of 4 mm, while the
R and r parameters of Fig. 5.3 are fixed to a value of a few centimeters. These
constraints make the number of dimensions for the MiniBooNE-like horn
geometry equal to 10, while the one for the double-parabolic case becomes
11 (including also the parabolic minima m1 and m2, referred to Fig. 5.4).

Other inequality constraints are enforced on each remaining horn config-
uration parameter, based on realistic values or on safety limits to ease the
horn construction. For instance, the horn current is limited to a maximum
of 350 kA, while its total length to a maximum of 3.5 m. The length of the
horn, other than for its construction, needs to be limited also to keep the
ENUBET beamline as short as possible.
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The enforcement of the previous constraints is not enough to significantly
speed-up the optimization process, which would take a few hours to reach a
statistical precision of the 2% on the output flux of selected K`, which are
used for the computation of the figure of merit. This could make an opti-
mization loop to last from two weeks to a month, depending on the number
of iterations and requested precision on the figure of merit. In order to avoid
such prohibitive times, some more aggressive approximations are made in
order to significantly speed-up the GEANT4 simulation of the horn.

The first approximation is a momentum cut below the lower end of the
selected momentum bite (i.e. 8.5 GeV ˘10%), applied both at the level of the
input target file and of the GEANT4 stepping action. An upper cut on the
momentum is not nearly as effective, since more that 90% of the produced
secondary particles populate the region below the cut, as it can be observed
in Fig. 5.11.
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Figure 5.11: Momentum distribution of the all the secondary particles produced
by the protons interaction on the target, for a number of protons of
target of 101000.

The second approximation is to remove all the particles which are not
kaons. This approximation removes about the 90% of the particles remained
from the previous cut, as it can be observed by looking at Fig. 5.12. In
particular, the most abundant particle type are pions.

While the lower cut on momentum cannot produce any variation in the
figure of merit (because of the momentum conservation), it is not given that
removing all the non-kaon particles would not modify the figure of merit,
because of reactions induced by the interactions with the horn conductor. In



144 CHAPTER 5. MAGNETIC HORN FOR THE ENUBET PROJECT

P
R

O
T

O
N

A
P

R
O

T
O

N

E
L

E
C

T
R

O
N

P
O

S
IT

R
O

N

P
H

O
T

O
N

N
E

U
T

R
O

N

A
N

E
U

T
R

O
N

M
U

O
N

+

M
U

O
N

-

K
A

O
N

L
O

N
G

P
IO

N
+

P
IO

N
-

K
A

O
N

+

K
A

O
N

-

L
A

M
B

D
A

A
L

A
M

B
D

A

K
A

O
N

S
H

R
T

S
IG

M
A

-

S
IG

M
A

+

K
A

O
N

Z
E

R
O

A
K

A
O

N
Z

E
R

0

5000

10000

15000

20000

25000
C

ou
nt

s

Figure 5.12: Secondary particle types produced for a number of protons of target
of 101000, and with the previous momentum cut applied to the data
(more exotic particle types in very low number are not shown).

fact, a slight decrease in the value of the figure of merit is expected. Compar-
ing the selected K` distributions for the two cases shows that the difference
is small, as it can be observed in Fig. 5.13. In particular, by computing the
figures of merit for the two cases, the two values are off only by a 1.5% (about
two times the statistical error, and so still compatible), which is acceptable
given the gain in simulation times.

Given these results, each horn configuration in the optimization is run
with both the previous cuts applied, and with a number of protons on target
of 1001000, which corresponds to an equivalent statistical precision of about
2% on the number of selected K`. Under such conditions, the time taken by
a full GEANT4 simulation is„ 5 minutes. The population size for the genetic
algorithm is chosen to be of 500 individuals. Considering that convergence
is reached in about Op100q iterations, and that the batch system can be
subjected to queue waiting times, the elapsed time for a full optimization
becomes 1-to-4 days.
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Figure 5.13: Comparison of the momentum distribution of the selected K` with
the particle cut option (red) or without (blue).

5.4 Optimization results

5.4.1 Horn optimization for MiniBooNE-like geometry

The first test of horn geometry optimization which has been performed is for
the MiniBooNE-like horn parametrization of Fig. 5.3. It has been observed
that a convergence is reached after about 150 iterations, with a population
of 500 horns. By looking at the evolution of the average figure of merit
(used as a convergence indicator) reported in Fig. 5.14, it can be seen that
its final value overtakes a factor 3. This already confirms that the optimiza-
tion framework performs better than the manual scan shown before, which
reached a figure of merit of a factor 2.

To better understand the results of the optimization, it is useful to ob-
serve the evolution of the best horn (in terms of figure of merit) during each
iteration. Figure 5.15 shows that the maximum reached figure of merit is
about a factor 3.2, with 310 kA of current and À 3 m of length.

It is good to observe that the current does not converge to the set max-
imum value of 350 kA, despite higher values than the final one have been
explored by the algorithm. The same can be seen for the neck radius R0

(see Fig. 5.3) which does not converge to the lower bound of 1.5 cm. In
fact, as mentioned in Subsection 5.1.1, both the current and the neck radius
significantly contribute to determine if a particular horn design could be
made operational: extreme values should be avoided, especially for the case



146 CHAPTER 5. MAGNETIC HORN FOR THE ENUBET PROJECT

0 20 40 60 80 100 120 140
Iteration

1.8

2.0

2.2

2.4

2.6

2.8

3.0
C

on
ve

rg
en

ce
fa

ct
or

Figure 5.14: Evolution of the average of the figure of merits of the best 50 individ-
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Figure 5.15: Evolution of the most significant parameters of the best horn for every
iteration, where the distances are in centimeters and the current in
Ampere. In particular, LTOT is the total longitudinal length, R0 the
neck radius, TZ the target shift, and I the current.

of ENUBET. The only possible issue could lay in the final value of ∆Z (re-
ferred as TZ in Fig. 5.15), which implies that the target lies deep inside the
horn. This can be better observed from Fig. 5.16. While a similar solution
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has been found also in [110], and used in [11] and in several other instances
in the past, it is worth it, in order to minimize operational failures, to try
to keep the target as external as possible without disrupting too much the
horn performance.

Figure 5.16: Cross-sectional view of the horn with the highest figure of merit found
by the optimization algorithm. The color scale shows the magnetic
field values (in Tesla).
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Figure 5.17: Value of the figure of merit as a function of the target shift parameter
∆Z, performed for the best horn geometry of Fig. 5.16.

Sliding the target out the horn while keeping the remaining parameters
fixed has a strong effect on the figure of merit, which decreases from » 3.2
to » 1.6, as shown in Fig. 5.17. It can be observed that the behavior is fairly
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linear up to reaching a saturation when the target is almost fully contained
in the horn.

Figure 5.18: Two dimensional scatter plots of some of the optimization variables.
The color scale corresponds to the objective function value.

In fact, the value of ∆Z and the other reported parameters are sig-
nificantly influencing the figure of merit, as shown in the scatter plots of
Fig. 5.18. The highest values of figure of merit concentrate only at specific
values of these parameters, instead of being evenly spread in the space (as
it is the case for most of the other not reported parameters).
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The collected optimization data is very useful to investigate possible
trade-off solutions which comply to different constraints. One example could
be to find a horn with the target completely external. Instead of modifying
the parameters of the best individual, as done in Fig. 5.17, it is more conve-
nient to look into the parameter space for the best candidate satisfying the
constraint. For instance, from Fig. 5.19, it follows that some configurations
with a fully external target (N.B. the target length is 140 cm) and a figure
of merit between 2.5 and 3 have been found.
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Figure 5.19: Target shift (in centimeters) plotted against the corresponding value
of the figure of merit.

Given that the horn found from the initial ENUBET campaign, and
shown in Fig. 5.6, also had an external target, but a figure of merit of 2,
Fig. 5.19 confirms again that the automatic optimization framework yields
better results than the previous manual scan. The best candidate found
from Fig. 5.19 has a figure of merit of „ 2.8, and its cross-section can be
observed in Fig. 5.20. With respect to the best horn reported in Fig. 5.16,
it is significantly more compact (2 m of length and 30 cm of radius), but
presents a higher value of the electric current.

If an external target would have to be chosen as an option, this constraint
could be set directly into the genetic algorithm in order to to run a dedicated
optimization. This would allow to improve the results even further. The
same could be done for any other constraint, once the hardware requirements
are more clear.



150 CHAPTER 5. MAGNETIC HORN FOR THE ENUBET PROJECT

Figure 5.20: Best horn candidate found imposing a constraint of an external target
on the logged optimization data.

5.4.2 Horn optimization for double-parabolic geometry

One advantage of the double-parabolic geometry with respect to the previous
one, is that it offers an intermediate solution to the problem of the target
inside the horn. In particular, it would be possible to make the target never
enter the neck-section of the horn, while still being inside the parabolic
side, as it can also be seen from the schematic of Fig. 5.4. This constraint
is inserted into the double-parabolic optimization run, in addition to the
previous ones.

The evolution of the best parameters reported in Fig. 5.21 shows that
the final horn is 2.6 m long, i.e. about 40 cm shorter than the best case for
the previous geometry. The current is slightly higher, but still it is good
to notice that it did not converge to the absolute maximum of 350 kA. One
issue with this result is that the final value of R1 (see Fig. 5.3) is about equal
to the one of the neck (R0), which implies that the optimization converged
to a horn not really different from the one of Fig. 5.16, as it can be seen in
Fig. 5.22. Even the figure of merit take approximately the same value of 3.2.

The result of Fig. 5.22 hints at the fact that a MiniBooNE-like geometry
with the target free to enter the horn leads probably to the maximum figure
of merit for the case of 8.5 GeV particles. This can be justified by the very
high magnetic field values which are reached in the neck area. However,
solutions of the type of Fig. 5.22 could easily be discarded by imposing a
more strict lower limit for the values of R1. Figure 5.23 shows that it is
possible to achieve high figures of merit also for big values of the opening
radius of the double-parabolic horn.

By requesting an opening radius larger than 50 cm from Fig. 5.23, the
horn candidate shown in Fig. 5.24 is found to be best performing. The figure
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Figure 5.21: Evolution of the main parameters of the best horn for every iteration,
where the lengths are in units of cm and the current in Ampere.

Figure 5.22: Cross-sectional view of the best horn obtained from the double-
parabolic geometry optimization.

of merit of this horn is » 3, which makes it a good trade-off solution. More
in detail, it has a higher figure of merit than the other trade-off solution
shown in Fig. 5.20, and also a smaller value of the current. It can also be
observed that the horn has a conic-like aperture, given by the added m1
parameter shown in Fig. 5.4. Concerning the large value of the transverse
external radius, it can be proven that it is not a dominant parameter for
the figure of merit, and it could eventually be reduced without significantly
affecting the performance.

In order to attempt to improve this result even further, a dedicated op-
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Figure 5.23: Opening radius of the double-parabolic horn against the corresponding
figure of merit.

Figure 5.24: Cross-sectional view of the best double-parabolic horn obtained im-
posing an opening radius higher than 50 cm.

timization run could be launched by enforcing a realistic minimum value of
the opening radius, once it would have been decided according to mechanical
investigations.

5.4.3 Full beamline tracking

In order to have a complete picture of the achievable flux gain, different horn
candidates have been used to generate the input secondary particle flux for
the current version of the static beamline of ENUBET. The obtained results
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in terms of kaon fluxes are shown in Table 5.1, while a comparison between
the gain in K` at the decay tunnel and the horn figure of merit is reported
in Fig. 5.1.

K`r10´3{POTs Total Momentum bite

Static beamline 0.21 0.19
Horn 0 0.11 0.09
Horn 1 0.35 0.3
Horn 2 0.16 0.14
Horn 3 0.32 0.3
Horn 4 0.27 0.23

Table 5.1: Numbers of K` at the entrance of the decay tunnel for the case of
possible horn candidates inserted on the nominal static beamline. The
horn candidate number 0 is the one from the past manual optimization.
All the others are obtained from the genetic algorithm optimizations.
Numbers 1 and 2 are respectively the best MiniBooNE-type horn and a
trade-off with external target; similarly, 3 and 4 are the best parabolic
horn and a trade-off.
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Figure 5.25: Fraction of momentum bite K` with respect to the static beamline as
a function of the horn-specific figure of merit used in the optimization.

The comparison shows that the figure of merit obtained from the horn
optimization is significantly reduced when tracking the focused secondaries
along the full beamline. This does not come as a surprise: the current
version of the static beamline of ENUBET is designed to have an aggressive
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collimation, and elements semi-apertures never bigger than 15 cm. When
looking at the results from the first study, discussed in Section 5.3.1, the
opposite result was found: a value of 2 on the horn figure of merit was
leading to „ 5 on the full beamline. The reason of this is because the static
beamline at the time was significantly different than the current one: only
one dipole was present, the aperture of the elements was bigger, and less
collimation was employed. These latter conditions allow to better exploit
the potential of a horn, which would give its maximum gain for a wide band
beam. In fact, the main effect of the horn is to reduce the average divergence
of the beam, but at the cost of increasing is transverse dimension.
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Figure 5.26: Distribution of the transverse angles of K` in the momentum bite at
the first quadrupole, with and without magnetic horn.

The distributions of the transverse angle and transverse radius of the
K` focused by a horn can be observed respectively in Figs. 5.26 and 5.27,
compared with the bare-target case. In particular, the transverse angles are
reduced on average by more than a factor two, while about the opposite
happens to the average transverse radius. Given that the horn-specific fig-
ure of merit takes into account the aperture and angular acceptance of a
quadrupole, a net gain of a factor Á 3 is still potentially achievable, even
with the maximum aperture and angular acceptance of ENUBET. It is evi-
dent from Fig. 5.27 that the reason why the full tracking in the current static
beamline produces smaller gains is related to the increased dimension of the
beam, which is shaved off by the many collimators and elements. In order
to prove the significant dependence of the flux gain on the beamline, some
tests have been performed by increasing the aperture of some collimators to
the one of the quadrupoles. The different tested configurations and relative
results are listed in Table 5.2. The horn-specific figure of merit of the em-
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Figure 5.27: Distribution of the transverse radius of K` in the momentum bite at
the first quadrupole, with and without magnetic horn.

ployed horn configuration was » 3.2, which seems to be kept constant for
the case in which a strict collimation is enforced only at the first quadrupole
triplet. This is in fact in agreement with the definition of the horn-specific
figure of merit. The maximum achievable gain, obtained by increasing all
the collimator apertures, reaches about a factor 7, proving that the horn
performance is severely influenced by the beamline design.

K` gain at tunnel

Nominal beamline 1.6
Collimators opened to quad. apertures 6.8
All collimators opened but last one 4.7
All collimators opened but triplet ones 3.3

Table 5.2: Gain in the number of K` at the entrance of the decay tunnel for dif-
ferent collimation configurations.

The issue with all the modifications reported in Table 5.2 is that they
substantially increase the secondary particles hitting the instrumented decay
tunnel walls, hence increasing the background and worsening the discrimi-
nation of Ke3 events. This confirms that a dedicated investigation on the
best beamline configuration for the case of a horn should be undertaken.
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5.5 Conclusions and next steps

The main goal of this work has been reached: a full optimization framework
for the magnetic horn has been developed and successfully tested, leading
to the first results on potential kaon flux gain. A figure of merit defined on
the focusing acceptance of a nominal ENUBET quadrupole has been used
in order to evaluate the performance of the horn without a full beamline
tracking. The values of this figure of merit reached a maximum gain fac-
tor of Á 3, which hints at a possible satisfactory increase of flux. A strong
dependence on the beamline has been noticed by comparing results from dif-
ferent beamline configurations. However, the effect of the beamline on the
horn-specific figure of merit seems to be monotonic (e.g. Fig. 5.17), and so
preserving the optima found by the optimization. The current version of the
static beamline significantly reduces the horn gain found in the optimization
to a maximum of a factor 1.6, given the aggressive collimation.

The results on the full beamline tracking have been obtained in the sim-
plest approach, i.e. by keeping the beamline identical to the static one, but
adding the horn at the beginning. This is not an ideal solution in order to
fully exploit the potential of a magnetic horn, and specific solutions will be
investigated in the future.

The first step is to match the beamline optics (and eventually the el-
ements positions) to the horn. In fact, the horn significantly modifies the
phase space presentation at the first beamline element (as shown in Fig. 5.28):
this should be accompanied by a dedicated optics optimization phase.

Assuming that the effect of the beamline is order-preserving, the optics
matching could be applied on the phase space generated by the best horn
from the optimization framework, still guaranteeing that it is a maximum
for the figure of merit. On top of this, the positions of the beamline elements
could also be used as parameters to further optimize the beamline for the
horn. To this end, additional information about the particle distribution in
phase space at the downstream end of the horn could also be used to better
steer the optimization. This could either be added as a set of constraints or
as new figures of merit. In such a way it would be possible to have more
control on the optimization in terms of the consequent optics matching of
the beamline, and eventually it would change a single-objective optimization
problem to a multi-objective one.

The problem could further be expanded by designing a completely differ-
ent beamline dedicated to the horn-focusing option. While this task would
take more time than just performing the steps described above, it could allow
to better exploit the horn potential, so to reach the highest possible gain.

Once a satisfactory gain in flux would have been reached, it will be nec-
essary to assess the systematics in the Ke3 events identifications brought by
the use of a magnetic horn.
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Figure 5.28: Horizontal phase space of the K` in the momentum bite at the first
quadrupole. Top: with the horn. Bottom: without the horn.

Despite having already constrained the parameters to be compatible with
engineering requirements, a more refined study on the hardware-side aspects
of a horn for the ENUBET experiment will be undertaken.
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Chapter 6

Conclusions and outlook

The ENUBET project plans to significantly improve the precision on the
neutrino flux estimation for future accelerator neutrino beams. To do so,
the typically passive decay tunnel will be fully instrumented, with the goal
of tagging the Ke3, Kµ2, and Kµ3 decays of positive kaons.

Instrumenting the decay tunnel poses stringent constraints on the sec-
ondary particle flux, in order to avoid pile-up at the detectors. This makes
it impractical to use the fast extraction scheme of the primary protons, typ-
ically employed in neutrino beams, and requires the use of the slow resonant
extraction. A standard slow extraction with an intensity of Op1013q protons
extracted over an interval of a few second would allow ENUBET to work
under a critical pile-up threshold. Anyway, such a long extracted spill would
force the use of static elements for the beamline. Typically, in neutrino
beamlines, a magnetic horn is used to increase the secondary particle fluxes,
thanks to its superior acceptance with respect to standard optical elements.

This work is based on the idea of the ENUBET project to modify the
standard slow extraction scheme to a pulsed one, in order to still be able
to use a magnetic horn, while maintaining a below-threshold operation of
the experiment. This would have the significant advantage of reducing the
time needed for ENUBET to perform a high precision neutrino cross-section
measurement.

The pulsed version of the slow extraction, which has been called burst
mode slow extraction, has been designed, simulated, and tested at CERN-
SPS. This type of extraction has been implemented as extension of the third-
integer resonant extraction of the SPS, acting on the horizontal tune func-
tion to control the temporal structure of the extracted spill. This led to
the extraction of the full intensity in pulses of demanded temporal length
(some tens of milliseconds) and repeated at a regular frequency, distributed
along the 4.8 s 400 GeV flat-top. The main characteristics and performance
of the burst extraction have been studied in simulation and tested in the
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machine, allowing to identify its critial points. In particular, the finite time-
to-extraction of particles in phase space and its distribution are making it
difficult to control exactly the temporal length of each extracted burst. A
solution, based on an iterative approach, has been proposed and proven suc-
cessful by machine tests. This allowed to produce a burst length of 10 ms,
reaching the first goal of the ENUBET project.

A dedicated simulation of the novel extraction method has been used
to first validate the experimental results, and then to improve them toward
the goal of covering the full range requested by ENUBET, i.e. 2 to 10 ms
of burst length. In particular, two possible solutions have been found to
further reduce the burst lengths down to 3-4 ms. The first is to increase the
extraction sextupole strength, while the second is to use a so called ampli-
tude extraction, by reducing the chromaticity to very small values. These
two techniques should be selected depending on the target burst length.
The simulated improvements will also be tested in the future at the SPS
to fully validate the results. Other operational improvements, as upgrading
the tools to control and optimize this type of extraction have been presented.

It was shown that the main timing-related problematics observed in the
newly developed extraction method are directly related to a more general
problem: the frequency response to magnet ripples of the slow extraction.
That is, how any current signal on the accelerator magnets (here focusing
on the quadrupoles) is transferred on the extracted spill, affecting its qual-
ity (e.g. strong presence of 50 Hz harmonics). Given the importance of this
topic for both experiments which use the nominal slow extraction, and for
those that will use the burst extraction, a dedicated study was carried out.
The existing MADX simulation model of the nominal SPS slow extraction
has been adapted to characterize the transfer function of the process. The
problem has been found to be equivalent to a linear system for small enough
ripple amplitudes (and frequencies), while becoming non linear above a cer-
tain threshold. Using the simulation, an effective semi-analytic transfer map
has been constructed. Both the full MADX and the semi-analytic map have
been successfully validated with dedicated measurements at the SPS. A sim-
ple model of the process based on a Henon-map has been developed, and its
results proved to be in good agreement with the MADX model. Given the
reduced computational cost of this model, it has been used to investigate
possible alternative slow extraction configurations for ripple reduction. In
particular, a significant dependence on both the sextupole strength and chro-
maticity could allow a factor two reduction of the transfer function height
and pole. This dependence has been modeled, showing a connection with
the results of the burst mode slow extraction. These potential improve-
ments found in simulation will be deployed operationally on the SPS after
the CERN Long Shutdown 2.
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The last part of this work has been dedicated directly to the design of a
magnetic horn for ENUBET, with the goal to fully profit of the burst slow
extraction advances. A standalone GEANT4 model and an automatic op-
timization framework, based on a genetic algorithm, have been developed
and tested. The goal of starting a systematic optimization study of the horn
geometry, so to investigate the maximum reachable flux gains, has been
achieved. First optimization runs have proven the flexibility and speed of
the process, and shown that different trade-off solutions are possible. The
genetic algorithm has proved capable of selecting improved horn configu-
rations with respect to the previously considered ones. It has also been
observed how the particular beamline used has the potential of significantly
affecting the gain in kaon flux. This has made clear that the next steps on
the horn optimization will be dedicated to the beamline. Both the optics
and the arrangement of elements can be used to further improve the gain in
kaons provided by the horn, so to develop a horn-based beamline option for
ENUBET. The practical constraints related to the mechanical, thermal, and
electrical aspects of the horn operated with the burst extraction will be also
further studied in the future.
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Appendix A

Low-frequency spill expressions
for betatron core and COSE
schemes.

In Section 2.5, an expression for the spill signal for the tune sweep extrac-
tion has been developed, under the assumptions of low-frequency and ideal
momentum extraction. The result (Eq. 2.27) is reported here for brevity:

dN

dt
“ K

`

Q
˘ dQ

dt
(A.1)

where KpQq is the particle tune distribution. It will be shown in the
following how similar expressions can be obtained also for the case of the
betatron extraction and COSE, highlighting the differences between the two.

As discussed in Section 2.5, in a betatron core extraction, the resonance
is fixed, and the full momentum stack is accelerated (or decelerated) into it.
In formula:

δpptq “
pptq ´ p0

p0
(A.2)

where pptq is the momentum of the particle, and p0 is the fixed design
momentum. In particular, pptq is the only time depend variable, which is
changed by the DC voltage of the betatron core magnet as:

pptq “ p˚ ` βpptq (A.3)

where p˚ is the initial particle momentum, and βp is the additional mo-
mentum increase from the betatron core electric force. With respect to the
QSWEEP case, both the momentum distribution (Fig. 2.20) and the tune
distribution (Fig. 2.16) of the particles are moving into the resonance, since
both the particle tune and the particle momentum (Eq. A.2) are time depen-
dent. Since the time dependence of the particle distribution is just a rigid
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shift, and the distribution shape remains unchanged, the problem could be
mapped to a static momentum distribution using the initial particle momen-
tum δ˚p as the new variable, defined as:

δpptq “ δ˚p `
βpptq

p0
(A.4)

and so, following Eq. 2.25 for the QSWEEP case:

dN “ P
`

δ˚,Rp
˘

dδ˚,Rp

“ P
`

δ˚,Rp ptq
˘ Bδ˚,Rp ptq

Bt
dt

“ ´

P
´

QR´Q
ξ ´

βpptq
p0

¯

p0

Bβpptq

Bt
dt

(A.5)

where δ˚,Rp ptq is the value of the initial momentum of a particle currently
on resonance, defined as:

δ˚,Rp ptq “
QR ´Q

ξ
´
βpptq

p0
(A.6)

and Q is the (now constant) machine tune. By defining a particle distri-
bution as a function of the betatron momentum increase

Dpβpq :“ ´
P
´

QR´Q
ξ ´

βp
p0

¯

p0
(A.7)

the spill signal can be expressed as

dN

dt
“ D

`

βp
˘ dβp
dt

(A.8)

where this time the spill signal is determined by the sweep velocity of the
betatron core momentum increase, in the same style ad Eq. A.1.

For the COSE method, it has been shown how the momentum distri-
bution of the particles is shifted into resonance by acting on the design
momentum of the machine as (Eq. 2.29):

δpptq “
p´ p0ptq

p0ptq
(A.9)

The sweeping of the design momentum can be defined as a function of
the initial design momentum p˚0 and a fractional momentum increase ε:

p0ptq “ p˚0
`

1` εptq
˘

(A.10)
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where ε is the only time dependent variable. Using Eq. A.10, the particle
momentum (Eq. A.9) can be re-written in terms of the time independent
variable δ˚p , defined as the particle momentum relative to p˚0 :

δpptq “
δ˚p

1` εptq
´

εptq

1` εptq
(A.11)

Differently from the case of Eq. A.4, Eq. A.11 shows that in this case
the time dependence of the momentum distribution is not only a translation
of the average value, but also a shrinking of the distribution. While it is
possible to remove the average shift, it is not possible in general to remove
the shrinking, which introduces a time dependence in the distribution P .

Following Eq. A.5:

dN “ Pε
`

δ˚,Rp
˘

dδ˚,Rp

“ Pεptq
`

δ˚,Rp ptq
˘ Bδ˚,Rp ptq

Bt
dt

“

ˆ

QR ´Q

ξ
` 1

˙

Pεptq

ˆ

p1` εptqqpQR ´Qq

ξ
` εptq

˙

Bεptq

Bt
dt

(A.12)

where δ˚,Rp ptq is

δ˚,Rp ptq “
p1` εptqqpQR ´Qq

ξ
` εptq (A.13)

and Q is the (now constant) machine tune. By defining a particle distri-
bution as a function of the design momentum increase parameter ε:

Epεq :“ Pε

ˆ

p1` εqpQR ´Qq

ξ
` ε

˙

(A.14)

the spill signal can be expressed as:

dN

dt
“ E

`

ε
˘ dε

dt
(A.15)

which shows that the spill signal is determined by the sweep velocity of
the design momentum parameter. In particular, in the usual case in which
ε is small, Eq. A.11 could be expanded into:

δpptq » δp ´ εptq `Opδ2
pq (A.16)

and the time dependence on the momentum distribution could be dropped,
leading to a solution analogous to the betatron core case.

Using the SPS parameters of Table 2.2 in Eq. A.12, it can be noticed
that a positive increase of ε is required to drive the particles into resonance,
which is actually the case in operation (Fig. 2.21).
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Appendix B

Possible limitations of the
frequency transfer model

It is important to be aware that in the real case there can be effects not in-
cluded in the developed simulation model of Chapter 4. The vacuum cham-
ber shielding is one of these (also depicted in Fig. 4.1). Once the ripples
reach a high enough frequency, the eddy currents in the vacuum chamber
inside the magnet are partially screening the field, acting as another low pass
filter. This effect could be visible when comparing simulated and experimen-
tal data: for the present case, anyway, no evidence of such effect has been
found (up to 200 Hz for the dedicated measurements case). This result is
in agreement with the predictions for the SPS focusing quadrupoles vacuum
chambers, for which the transfer function cut-off frequency of the shielding
effect is foreseen to be at about 4 kHz. For different accelerators the vacuum
chamber shielding could play an important role in ripple attenuation, as for
example in the MedAustron case of Fig. 4.39, a shielding at the kHz level
would help in the suppression of the otherwise undisturbed high frequency
ripples. The same considerations apply for the magnet losses, which again
are expected to be negligible at the frequencies of focus.

Another difference is that all the developed simulations have used the as-
sumption of a linear tune ramp and a uniform momentum distribution. This
is almost never the case in practice: in the SPS, the momentum distribution
takes a shape comparable to two partially overlapped Gaussians, and as a
consequence the tune ramp is adjusted in order to extract a flat spill.

Figure B.1 shows a typical extraction tune ramp at the SPS during the
4.8 s flat top. The only non-negligible slope variations are at the beginning
and end of the spill (where the momentum distribution assumes low values):
in the procedure of selecting a fiducial time range at the center of the spill
in order to cut out the rising and falling edges these two parts get mostly
discarded too. A possible complication is that the ramp profile can variate
from a day to another, given the fact that the spill is frequently re-optimized
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Figure B.1: Typical horizontal tune ramp at flat top at the SPS..

due to supercycle changes. Anyway, the overall good agreement of the sim-
ulation model with the data from the dedicated measurements showed no
sign of a systematic difference given by such effect (while the uncertainties
on the operational data still make it more complicated to confirm such a
result). This represents a good news, since introducing the experimental
momentum distribution into the simulation model and adjusting correctly
the tune ramp would complicate its implementation. It is anyway interest-
ing to quickly show how the problem would change by not neglecting these
effects. As done in the previous section, the instantaneous extraction spill of
Eq. 4.4 is taken as the starting point. The latter equation is also assuming a
uniform momentum distribution and a linear tune ramp. If the momentum
distribution is changed to a non-uniform one, the tune ramp Qptq leading to
a flat spill will have to solve the following differential equation:

KpQq
dQ

dt
“
Ntot

∆T
(B.1)

where K is the particle density distribution in the tune space, Q is the
tune ramp, Ntot the total number of particles, and ∆T the flat top duration.
For a non-uniform K, Eq. B.1 can almost never be solved analytically. It
can be noticed that in the case in which dQ{dt is a constant (i.e. linear
ramp), this model would predict the extracted spill to take the shape of the
momentum distribution. This latter fact has been verified by measurements
at the SPS to be true in a good approximation, hinting at the fact that this
simple model is a good approximation for the overall spill shape prediction
(i.e. low frequency region). In the operational case, the solution of Eq. B.1 is
reached iteratively by the Autospill control-room application, as explained
in Section 2.5. Assuming the solution of Eq. B.1 to be found, and calling it
Q0ptq, the foreseen spill signal in the presence of a sinusoidal ripple rptq will
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be:

Spillptq “ KpQ0 ` rq ˆ
dpQ0 ` rq

dt

» KpQ0q
dQ0

dt
`KpQ0 ` rq

dr

dt
`
dK

dQ

ˇ

ˇ

ˇ

ˇ

Q0

dQ0

dt
r `Oprq

(B.2)

where in the last passage K has been expanded at first order in r. The
first term at the last passage of Eq. B.2 is by definition a flat spill, the second
term is an expansion of what was previously the derivator behavior (i.e. zero
of the transfer function), and the last term is proportional to the ripple itself.
In particular, the spectrum of the second term is now the convolution of the
ripple derivative spectrum and the tune density one. By performing a quick
numeric computation, it is possible to verify that for the case of the SPS the
dominant behavior is still that of a derivator, and any other complication
added in Eq. B.2 is rather small. Anyway, Eq. B.2 is only valid for a ripple in
the linear regime; on the opposite case the rectifier condition of Eq. 4.4 would
need to be added. With a non-linear tune ramp, the ripple could become
non-linear only in some parts of the ramp, complicating the situation. In an
extreme cases as such, or also when the non-linear effects of Eq. B.2 would
stop being negligible, switching formalism to the one Eq. 4.7 (where C is
now KpQq) could be a convenient choice.
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