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Abstract

Artificial grammar learning (AGL) paradigms have proven to be productive andl tieeéfivestigate how
young infants break into the grammar of their native language(s). The question of vames finft show

the ability to learn abstract grammatical rutes been central to theoretical debates about the innate vs.
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learned nature of grammarhe presence of this ability early in development, i.e., before considerable
experience with language, has been argued to provide evidence for a biologicallyeerdliity to
acquire languageAGL tasks also allow infant populations to be readily compared with adults ard non
human animals. AGL paradigms with infants have been used to investigate a number efidingui
phenomena and‘learning tasks, from word segmentation to phonotactics and morphasttritaseview,

we focus on AGL studies testing infants’ ability to learn grammatical / structtopégies of language.
Specifically, we discuss the results of AGL studies focusing on repéebiéisad regularities,he
categorization of functors, adjacent and+asljacent dependencies, as well as word order. We discuss the
implications_of the results for a general theory of language acquisition and we sotiieeof the open

guestions and challenges.

Key words. language acquisition;infant artificial grammar learning; morphosyntax; adjacent

dependencies; neadjacent dependencies; word ordanctors repetitionbased regularities

1. Introduction
Artificial .grammar learning (AGL) paradignmgve proven to be productive and uséduinvestigatdhow
young infants break into the grammar of their native language®).offers several advantagesallows
for a systematiesmanipulationf relevantstimulus features(e.g., a particular syllable occurs oth
position 1 andposition 3 in a 3syllable string)as well as control over the irrelevant orfesy., what
occurs in pesition 2 does not mafteut that is part of what the learner must deterjnide novel,
unfamiliar linguistic material is typically used AGL excludescues from existingnatural language
knowledge “thatis not directly under scrutiny, but that particippntould nevertheless rely on
Consequently, it also providesamparable task for verb@dlderchildren aduls) and nonverbal(young
infants, animalsparticipants

AGL paradigmshavebeen used tinvestigatea number of linguistic phenomena and learning
tasks, fromword segmentation tphonotacticeand morphosyntax. In this review, wéll focus on AGL
studies testing _infants’ ability to learn grammatical / structurapem@es of languagehat can be
generalized to new stringdhe question of when infants first show the ability to learn abstract
grammatical rules has been central to theoretical debates about the innate vs. learaaaf geammar.
The presence of this ability early in development, i.e., before considerablecexpenith language, has
been argued to provide evidence for a biologically endowed ability to acquire lan@esgeal early

AGL studies with infantsvere originally designedo addresghis question experimentallfGomez &
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Gerken,1999; Marcus, Vijayan, Rao, & Vishton, 1999), and as the growing body of litepaiblished
since then suggests, this paradigm has proven to be particuladguitetito answer questions about the
development of grammar

Most infantAGL studieseither use &ehavigal method, typically éooking time task, such as the
headturn-preference procedyHPP,Figure 1A), or an imaging method, such as electroencephalography
(EEG, Figure 1B) or nednfrared spectroscopy (NIRS, Figure 1@paging studis allow researchers to
measure both the process of learning in real time as well as its results, whereas belsntiasatan
usually only target the result of learniri8pth behavioral and imaging methods can be used to test what
infants bring.to the task, such as existing knowledge, cognitive biases, percephitalggietc. In this
case, infants’ spontaneous preference is typically tested, with no training ondeglnaise. Alternatively,
AGLs can besed to test what infants are able to learn (under laboratory conditiaihgs. case, a
familiarization, habituation or other learning phase is typically provided béfiémats’ responses are

tested.

Figure 1. Methods most commonly used in infant AGL stud®sThe Headturn Preference Procedure
(HPP, KemlemNelson et al., 1995)B) ElectroencephalograpligEG, De Haan, 2013{C) Nearinfrared
SpectroscopyNIRS, Gervain et al., 2011)

As noted above,ebrning grammar entails being able to generalize beyond the input to more
general prineiples or rules. Section 2 below considers if and how infants genevalize garticular type
of structure<repetition. Sections 3 and 4 take on types of generalizations that are more spécifiato
grammay whiehcan be described as a set of dependency relations between lexical and phrasal categories.
For examplea sentence is composed of a noun phrase and a verb phrase, and a noun phrase can be
composed of a detminer and a nourection 3 focuses on AGL studiesinfants’ discerning categories
of morphosyntactic elements (e.g., nounwerb constituents), and Section 4 focuses on AGL studies of

word order and dependency relations among morphosyntactic elements.

2. Learning repetitiorbased structuresa symbolic rule, a per ceptual bias or both?

Argued to be the'simplest case of abstract symbolic rules, structures basgeétdion i.e, an identity
relation, havereceived considerable attentidn. a seminal study, Marcus et §1.999) showedthat #
monthold infantswereable to learn a simple repetitidmased structure and discriminate it from another

repetitionbased sucture For instance, infantamiliarized with AAB sequences (Figure 2Ayere tested
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with new AAB sequencesi.e., sequencesonsistent with the grammar of familiarization, as well as on
ABA seqeences, inconsistentith the familiarization grammar. Infanghowedlonger looking timego

the inconsistent sequences, indicating that they discriminated them from theecdrmisss (Figure 2B)
Crucially, infants shoed this discriminationability for sequencesade up otlementsi.e, syllables that
were not ‘presented durifigmiliarization(e.g, for the familiarization set in Figure 2A, test items wdra

po ba”’, “ke ga ko; “ba ba po”, “ko ko ga”). This was taken as evidence that infants generalize the
underlying "abstract rule, rather than relying on Hessedinformation, e.g. statistics (frequency of

occurrencesor coccurrenceetc.)or the specific position of a givestring element

Figure 2.The stimuli and results used in three experiments on repebieisedstructures. A. The stimulus
set usedor familiarizationin Marcus et al. (1999) Experiment 2 (full tablehd in Gerken (2006)
Experiments 43,(encircled column and diagonal), table adapted from Gerken (200B)eBesults of
Marcus'et al. (1999) Expenent 2. C. The results of Gerken (2006). D. The results of Gervain et al.
(2008).Experiment 1, figure adapted from Gervain et al. (20087Bbdub et al(2016)

Theseinitial results gave rise talarge body of literature further pursuidgferent aspects of how
infants processlearn and represent repetitibased structured-irst, the scope of the generalizations
infantsmakewasexplored. Most learning sets are potentially compatible with several generaz&imn
infants entertairseveralpossible generalizations? If yes, how tthey choose between them? Gerken
(2006) addressed these questions tbgting infants on two subsets of Marcus et al.’s (1999) original
familiarization setFor one subset (diagonal, encircled in Figure 2A), the narrowest generalization was the
same as for the entire set, the AAB structure. For the other subset (columcieériao Figure 2A),
however, while the AAB generalization stpplied a narrower one (Adi or ...di) was alsgossible, as
all sequences ended in the sandie syllable. When tested on itentisat conformed to the larger AAB
generalization (AAB'ko ko ba”vs. ABA “ba ko ba), only infants who heard the broader, more variable
diagonal’subset succeeded (Figure 2C), infants who heard the narrower column algaséd Show
discrimination.However, when infants familiarized with this narrower column subset were tested on test
items thatcontained-di (“ko ko di” vs. “ko di ko”), theypreferredthe items consistent with the grammar
of familiarization.This suggests that infants converge on the narrogesstralizatiorthat is compatible

with thelearning set
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Secondthe interpretation that these simple repetii@sed structures are necessarily represented
as abstract, symbolic rulegas challengedSome authorsiave argue thatadjacent repetitions are salient,
Gestaltlike primitives, which may be detected automatically by the perceptual system weboutse to
symbols or abstract representatigiadress, Nespor, & Mehler, 200®)ata from adult and animal AGL
studies at"leastpartially supports this clgieng, Endress, Scholl, &8ehler, 2005) Importantly, the
automatic, (perceptualetection of adjacent repetiti®mmay explain infants’ ability to discriminatan
adjacent repetition based sequence (ABB) from aadjacentepetitionbased one (ABA, as in Marcus et
al., 1999) er from a random or{&ervain, Macagno, Cogoi, Pena, & Mehler, 2008; Judit Gervain &
Werker, 2012) However,this account is insufficient to explain how infants discriminate between two
structureghatboth contain an adjacent repetitjieuch as AAB vs. ABBan ability evidenced in-ihonth
olds (Marcus etyal., 1999) and newboK@ervain, Berent, & Werker, 2012kven if the detection of
adjacent repetitions and increased sensitivity to sequence onsets and émddewel perceptual biases,
discriminating AAB and ABB structures requires the combination of these twiitipds, giving rise to a
representation that is more abstract than each of the basic prim@inespossibilityis thatlow-level
perceptual’ biasemighthelp infants parse the linguistic input in relevant ways, and ovecahese of
learning the output of this perceptuallyased parse feedsto more abstract representatiorihis
hypothesisi is 'supported by NIRS results in newb¢@ervain, Macagno, et al., 2008; Figure 2D), who
show increased.brain activation to repetittmased trisyllabic sequences over random ones in the bilateral
temporal and left;frontal cortices immediately upon expogtigure 2D, Blocks #4), suggestingn early
and perceptualipased mechanismAdditionally, this differential responsturther increasein the left
frontal areas(including Broca’s aréaover time(Figure 2D, Blocks 1114), implying a more abstract,
higherlevelmechanismThe debateabout the underlying representation of repetitiased structures is
not yet resolvediand calls for further research.

Thirdyethe languagspecific nature of the ability to learn repetitbased patterns wa
investigatedIn the auditory domain, whersmonthold infants were tested on repetitibased sequences
made up of notinguistic sounds (animal vocalizations, environmental sounds, musical instsigte.),
they were better able tearnif they first head the repetitiorbasedrules instantiged by speech (Marcus,
Fernandes, & Johnson, 2007), suggesting that speech is a privileged input for nihg. legerestingly,
when musical tonesvere used, 4montholds succeesl, but #montholds failed (Dawson & Gerken,
2009) ardevelopmental change the origins of which remain to be clarifredhe visual domain,
successful discriminatiomf different repetitiorbased structures was found for natunaiblogically
existing categories, such as dogg 7 monthgSaffran, Pollak, Seibel, & Shkolnik, 200By contrast,
when geometric shapes were usédmont-olds failed (Frank, Slemmer, Marcus, & Johnson, 2009)

while 8 and 1tmontholds succeededalbeit only partiallfJohnson et al., 2009), but even the youngest
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infants succeeded with multimodal stimwugordnated looming visual shapes and speech so(fFr@sk
et al.,2009) Taken together, these studies thus suggest that repdiitsea rule learning is available for a
broad set of stimulirom a very young age, but speech dmological categories serve gmarticularly
appropriaténput

While“repetitionbasedpatterns do appear in natural language, axghe infantdirected lexicon
(French:dodo‘sleep’, Italian:papa‘father’) and in morphologyTagalog:magisip ‘to think’, magisip-
isip ‘to think deepy), natural languagegrammars rely on a large numbef other morphosyntactic

dependencies, as well.

3. Learning mor phosyntactic categories
One of thesmast important cues nwrphosyntacticategories in the inpus the small set ofunction

morphemestor functor§able 1lillustrates this relation.

Category 1 functors

the the dog the house the shoe the ball the doll the blanket

a a dog a house a shoe NOT YET a doll a blanket
ENCOUNTERED

Category 2 functors

can can‘dance can eat can drink can run cansleep can fall

will will dance will eat will drink NOT YET will sleep  will fall
ENCOUNTERED

Table 1 lllustration of how particular sets of functors-eocur with particular categories. The functtrs
anda co-occur with one set of content words (edpg, houseetc.) and the functorsanandwill co-occur
with another set.of content words. Knowing ttieganda co-occur with the same words allows learners
to fill in_the forms that havlypothetically noyet been encounteréa their input (e.g.;a ball’).

Infants<are born with the ability to detect the languggeeral acoustic differences that set
functors“and. content words apart, functors being phonologically more redugedcontent words
(Morgan, Shi, & Allopenna, 1996; Shi, Cutler, Werker, & Cruickshank, 2008y can thus use functors
to segment, categorize and learn new words, and learn basic word order. There is abidetad ef/
infants’ acute sensitivity to functors. At around 12 months, infants prefemitigt¢o phrases containing

real functors over those containing phonetically close nonsense fufstiret al., 2006)and show
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different brain activity when hearing continuous speech compared with a similar gireduch a tone is
superimposed on the functors, distortingithacoustic characteristiqShafer, Shucard, Shucard, &
Gerken, 1998) Interestingly, children’s first mitiword utterances are typically “telegraphic” and lack
function words. However, their omission in early production appears to stem framitaidn on
productionand nadn perception or encoding. Indeed, children at this stage understand instruettens b

if they contain functors rather than being telegrag®hipley, Smith, & Gleitman, 196%nd, when
imitating sentences,-20 3yearold children tend to omit unstressed monosyllabic morphemes (the
equivalents; of functors), but not strong, stressed ones (content words), evep #r¢haoawords.
Further, they imitate maedep “content words’better when surrounded by real functors than by nonsense
functors, and distinguish nonsense functors that follow the usual consonant pattehgs radtive
language’sfuncters from others that do (@®erken, Landau, & Remez, 1990)

There"have been several tests of infants’ ability to categorize a novel word based oivéhe nat
language context in which it occu(slohle, Weissenborn, KiefeiSchulz, & Schmitz, 2004Shi &
Melangon, 2010). For example, French learningrihth-olds who were familiarized in the HPP with a
novel word that occurred in a French noun context,(d&s mige, ton migdistened longeto (were
surprised by) the,same novel word when it occurred in a verb contextJéemige than another noun
context(le mige Shi & Melancon, 2010). This study suggests that infants group the set of determiners in
their native languagedgs, ton, I and treat the words that follow this set as another setr{pans).
Another study‘using an AGlike paradigm with HPP demonstrated thatm@nthold Englishlearners
could quickly.ferm a category of Russian gendered case markings (masgalingmand feminine-oj,

-u). During familiarization, infants heard atsof masculine and feminine stems, most with the two
relevant casegmarkings but some with only one marfikg the unattested forms in Fig. 3). For example,
infants heartpisaryem(scribe —-masc. instrumental caséut notpisarya(scribe— masc. genitive case)
during familiarization. At test, infants distinguisheisarya from *pisaroj, suggesting that they very
quickly formed the expectation that words that occur wjtmalso occur with-ya (Gerken, Wilson, &
Lewis, 2005) The same Russian gender experiment performed withd2holds revealed no sign of
learning. Given the importance of syntactic categories in language acquisitiotisisghp few studies
have focused onthis issue. The existing studies agree that infants are able to ifoenteuy categories
(largely from dependencies between functor and content items) early in their geaond

Functors’ correlated distributional and phonological properties not only higpts formword
categories, but they might also provide the basis for learning senmaoperties of words. Hochmann
(2013)showed that, after being familiarized with a string of frequent and infrequerngrgem 7month
olds associatbnew objects with infrequent, but not with frequent words, which suggests that ingatts tr

frequent elements as less referential and disprefer them as potentiallabgst Furthermore, Lany and
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Saffran (2010) found that 22montholds can track correlations between distributional and semantic
properties of word categoriesifants were first familiarized with a simple artificial language containing
two “content word” categoriesX( Y) and two functotike categoriesq, b). In the first phase, group of
infants listened to a version in which the “content words” were reliably marked by tredffsih@X, b},
and a second group listened to a version in which they were not systematically raxrkad, (0X, b)Y In
the second pse, the experimenters trained infants on associations beaMegmases and pictures of
animals,andbYphrases and pictures of vehiclEgmally, infants were tested to determine ifitlieeat new
aX phrases; as referring to new animals and b&wphrases as referring to new vehiclegerestingly,
only the group ,of infantsvho werefamiliarized with reliablefunctorcontent pairingsn the first phase
was able to.generalize the association between phrases and pictures to novelgpa@rshgs

In sumgfunctors appear to act as anchor points to structurgghatmorphosyntacticategories
Functors also contribute to the learningtieé grammatical rules in which these categories partigipate

which is the topic,of the next section

4. Learningthe ordering and dependency relations among sequences of wor d-like elements
AGL studies have also explored when infants first show evidence of sensitivity to énebeements in
a sequencanddependency relations amotigese elements. In natural language eaample of such a
dependengy.relation is the one betweeand—ing in is VERBIng Several studies have shown that even
very young infants can detect a change in the ordewastHlike unitsin AGL-like naturallanguage
strings thatstheyshad been familiarized w{th newborns: Benavidegarela & Gervain, 2017; in-2
montholds: Mandel, KemleiNelson, & Jusczyk, 1996). More subtle violationssefjuentialorder in
complex artificial.grammars with test items requiring generalization was obseredder infantgin 12-
montholdsGdnez & Gerken, 1999; in 14but not in 1imontholds: Koulaguina & Shi, 2013)
Moreuwrecently, AGL tasks have also been used to explben and how infants start developing
some rudimentary, but possibly abstract knowledge ofé¢lggientiabrder of their native grammars. In a
series of studie€ervain, Nespor, Mazuak Horie, & Mehler, 2008Gervain et al., 2013)ith an artificial
grammarn ‘'which frequent and infrequeniord-like elementslternated, mimicking functors and content
words, respectively, infants acquiring languages with opposite word orders sucliaasaita Japanese
showed evidence of parsing the familiarization strearardatg to the word order of their native language
at 8 months, i.ebefore they have a sizeable lexicon. Thtadian infants showed a preference for parsing
the familiarization stream into units starting with frequent words, reflectiaguhctorinitial order of
Italian @ Roma'to/in Rome’), whereas their Japanese peers preferred the frequentinadrsequeaces,

mirroring functokfinal order in Japanesd gkyo ni‘to Tokyo’). Since Japanese and ltalian babies were
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familiarized and tested with the same artificial, nonsense stimuli, the differetiosr preferences during
test could only result from their existing linguistic knowledge they brought tagke

Otherwork has examinethfants’ ability to learn dependencies betweeord- or morphemeike
elements(We will refer to the nonse elements as "words" here, realizing that they coulddteiedras
one or twe-syllable strings with different phonological propertieByo types of dependencies have been
tracked— adjacent and neadjacent.Beginning with adjacent dependencies, Gomez & Lak(184)
familiarized 12montholds with aX and bY strings, in which there were twianctorlike a words (both
beginning with a vowe))which preceded six monosyllabiontent wordike X words (always CVC's),
andtwo functorlike b words (also beginning with a vowglyhich preceded six disyllabwontent word
like Y words. Infants were able to learn the dependency between sgifindX's andb's andY's, as
well as thegelation betweets and new CVC monosyllables abd andnewdisyllables.Thus adjacent
dependencies appear to be learnable at a younger agmadnpinsyntactic categories, perhaps because
the former require only associations between physical stifnelj 2 specifica words associatedvith
CVC wordsand 2 specifid words assoctad with 2syllablewords, whereas the latter requires a higher
order association between groups (categories) of stthatliare not marked by physical properties such as
syllable numberWe will return to the question of what infants might have leainetthiis experiment
below.

Turning.to noradjacent dependencies, Gon{@0D02) and Gémez & Mayg2005) familiarized
12-, 15, and 17montholds with strings of the formraXb, cYd, in which there was a dependency relation
betweena's.andb's and between's andd's; in other words, the midd andY words were irrelevant.
Only the older two groups were able to learn the dependencies when tested on previodistyinga vs.
ungrammatieal.(e.g.aXd strings, and only when there were sufficiently maXig andY's in the
familiarization stimuli An interesting twist on this study was performed by Lany and G§gat£8) who
preexposediinfants to adjaceq bY) dependenciee.g.,erd coomoush deechwhereonganderd are
functorlikefa-elementsand alt and ush are functotlike b-elementsX- and Y-elements are like content
wordsbecause there are many of theafter which they were habituatedaoXandbcY strings €.g.,0ng
hes coomo, alt hes dde with dependencies betweaX andbY). With preexposure, 12nontholds were
able to learn the longistancedependency, suggesting that discerning the adjacent dependency sensitized
them to thesame.dependency at a distance.

Qne issue to consider about both the adjacent and long distance dependency studies liescribed
is that, although they are similar in format to the category formation studigibeesearlier, they do not
test whether infants treat tlag b, X,andY words as abstract classes or categofiiesillustrate this point
with an English example, a child who has hetlrel dog, a dogand now hears a new phraseagoblet

should infer thathe gobletis a grammatical phrase. Similarly, a child in an AGL experimémt is
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familiarized with ong fengle and erd fengle and erd coomobut notong coomashould infer thatong
coomois OK and distinguislong coomdrom an ungrammatical counterpéetg.,ush coompwhereush
should be followed by &-syllable word at test.Yet, this prediction has not been tested, although Lany
and Goémez (2008) did withhold some grammatical strings from thexpasure sefTherefore, we don't
know whether~the Xfnontholds who succeeded in learning long distance dependencies after pre
exposure to adjacent dependencies were really learniragérbcYgrammar (where,ac, X, b,andY are

all classes'of lexical elements) or a set of associations beatesrd X1, a2and X1, alandX2, a2and

X2, etc.That is, infants could have learned a@eassociations among physical stimuli and not category
level associationsThe fact that 12nontholds learned the long distance dependency grammar of Lany
and Gomez, (2008put not the Russian gender category grammar of Gerken(20@b)suggests that the
infants studiedrby Lany and GomED08)were not learning the same level of abstract categories as the
infants studied by Gerken et(@005) We will also return to this question below.

Let us turn to two studsein which infants must have learned physical, not category level,
dependencies. In one such study withafid 12montholds, Marchetto & Bonatt{2015) familiarized
infants with two syllablédbased dependencies (elmaXsoandliXfe) instead of possible lexical clabased
dependencies likeXandbY. These researchers tested infants on new grammatical and ungrammatical test
strings and found that both younger and older infants had been able to discern the-lmdiathle
dependengies.(e:dhamuso, bagaso, limufe, ligafe).

A naturalylanguage grammar learning experiment that closely parallels that ofietarand
Bonatti (2015).was performed with 4nonth-olds using ERP's as the dependent meaeniederici,
Mueller, & Oberecker, 2011§5erman infants listened to the Italian dependerst#Ee¥ERBando andpuo
VERBare and,were tested on grammatical and ungrammatical phrases in an interleaved learning and
testing formatERP's indicated that infants distinguished grammatical from ungrammizttgbhrases,

suggesting theylearned thta—andoandpuo—are dependencies.

5. Summary and open issues

The AGL studies reviewed above suggest that infants are remarkably well prepimddegularities in
linguistic input. Although it is risky to draw conclusions about development from snapshots of infant
performance at various ages, the pattern of successes and failures seen in the AGL and naagal lang
equivalent_studie described in Sections4 suggest the following developmental trajectory. Initially,
infants (even newborns) notice physical identity relations, probably anchoreithgop®sition (e.g.leledi

vs. dilele). Such regularities are probably not specificlanguage. Nevertheless, it is an open question
whether infants are better at finding these regularities in langikagstimuli. Given how early the ability

to notice physical identity relations appears, and given that physical idesiéitions are not specific to
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language, we might predict that repetitiorsed patterns would be relatively easily learned by other
species.

Somewhat later, infants notice physical dependency relations between syllables ombetwee
syllables and stress patteidsmontholds in Friederici et al, 2011:montholds in Marchetto & Bonatti,
2015). Itfis"'unclear whether nadjacent dependencies are more difficult than adjacent dependencies
when only (physi¢al dependencies are under considetafionomparison of adjcent and noadjacent
physical dependencies in human infants and animals would almost certainly yeddting results.

Mueh later, infants notice higher order dependencies between sets of physical depsrat@hci
can predict as yet unheard stringgy(ehearinga dog, the dog, a boy, the boy, a eallbws the child to
predictthe ca}). The Shi & Melacon (2010) and Gerken et al. (2005) studies showbiliig a0 14- and
17-montholds srespectively. The studies of Gomez and collea@fBémez & Lakusta, 200450mez &

Maye, 2005; Lany & Gomez, 2008pay fall somewhere in between physical and catebasged
dependencies, since thdon't explicitly test infantsability to predict unheard strings from an abstract
category, yetheir stimulido potentially involve dependencies between categories of items as opposed to
physical dependencie€ategorybased patterns appear to ere specific tohuman languagéan are
patterns based on physical identity or dependencies among specific physical e{segebidden et al. in

the current Special Issue). Categbased patterns are also only learnable by older infants. Thus, we
might prediet.that such patterns wadde particularly difficult for nofhumans.

A final“peint that is related to the forgoing discussion concerns how landgkagie AGL
stimuli are.that-have been used with infants. Studies that appear to be very similarsarfabee.qg.,
long distancalependency relations) can in factdpéte different in both the types of structure infants are
asked to find,anthe basison whichinfants are likely to generalize, if they are in fact asked to generalize
at all Using'more languagéike AGL stimuli (for instance from unfamiliar languagesjakes cross
species comparisons harder, bsing less languagke stimuli reduces confidence that AGL studies with

human infants really approximate anything close to real language learning. Asposs AGL studs

1 One study.that can be construedeaaminingnon-categorybased adjacent dependencies in an ASL
the word segmentation work of Saffran, Aslin and Newport (1986 infants tested wererBontholds,
similar in“age to those tested by Marchetto and Bonatti oradfatent dependencies. However, the
nature of familiarization and test used by Saffran et al. differs framathmost of the AGL experiments
described here and aims at investigating segmentation rather than grammar |léaimitigerefore not

discussed here further.
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become more sophisticated, perhaps the best we can do is to lmbearagn saying how the stimuli and

tasks we are using are like and unlike those encountered by real language learners.
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