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SUMMARY

Missense mutations in the gene that encodes the-fponing a; subunit of
voltage-gated CaV2.1 (P/Q-type) Cachannels cause a rare autosomal dominant
subtype of migraine with aura: Familial Hemiple§iagyraine type 1 (FHM1). Knock-in
(KI) mice carrying FHM1 mutations show increase®@f®ype C&" current density in
central neurons including cortical pyramidal (PYde)ls (Tottene et al., 2009; van den
Maagdenberg et al., 2004). The investigation of roeansmission in neuronal
microcultures and in acute cortical slices of R1F2M1 knock-in (KI) mice revealed
increased strength of excitatory synaptic transomisdue to increased action potential-
evoked C& influx through presynaptic P/Q-type ¥achannels and increased
probability of glutamate release at cortical PYRI aynapses of mutant mice; in
striking contrast, inhibitory neurotransmission @bnnected pairs of fast-spiking
interneurons and PYR cells was unaltered in FHMIrkde, despite being initiated by
P/Q-type C&' channels (Tottene et al., 2009). The finding éfedéent effects of FHM1
mutation at different synapses suggests that eigistdidruption of the excitation-
inhibition balance may underlie the increased <susudéity to cortical spreading
depression (CSD), the phenomenon underlying migraura and a likely trigger of the
migraine headache mechanisms. To further testypsthesis | focused on the effect
of FHM1 mutations at other cortical synapses. Tadgtthe synaptic connections
involving somatostatin-positive (SOMinterneurons we took advantage of GIN (GFP-
expressing Inhibitory Neurons) mice which expresseahanced GFP restricted to a
subpopulation somatostatin-positive (SQNnterneurons (GIN interneurons)(Oliva et
al., 2000).
| performed double patch-clamp experiments on aslites of somatosensory cortex to
study excitatory and inhibitory synaptic transnossbetween layer 2/3 PYR cells and
GIN interneurons in GIN mice. | have found that tweitatory synapse onto SOM
interneurons shows short-term facilitation durimgirts of action potentials at 25 Hz
suggesting that these interneurons can be recrditedg sustained activity; in contrast,
the inhibitory synapse between GIN interneurons BNM& cells displayed a relatively
weak short-term depression during trains of agbiotentials at 20 Hz.

Since voltage-gated €achannels controlling neurotransmitter releastese synapses
are not known | performed pharmacological experim@mthe presence of the specific
inhibitors of P/Q- ¢-Agatoxin IVA) and N-type ¢-Conotoxin GVIA) C&" channels to

determine the contribution of these “Cahannels in controlling neurotransmitter
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release. | found that both P/Q- and N-typ&€'Ganannels contribute to control GABA
release at the GIN interneuron synapses and gligamal@ase at the PYR cell synapses,
with a predominant role of the P/Q-type*Cehannels. Given the important role of P/Q-
type C&* channels in controlling neurotransmitter releas¢éhase synapses it will be
interesting to study excitatory and inhibitory netwansmission between PYR cells and
GIN interneurons in GIN mice carrying the R192Q FHMutation.

To test the general hypothesis that FHM1 mutatiomght lead to an unbalance between
inhibition and excitation towards excitation, | keddorated with Alessandra Fabbro in
studying the total excitatory and inhibitory synamtharge received by a layer 2/3 PYR
cell during ongoing network activity without anypty of stimulation. We performed
voltage clamp recordings at the reversal potefaralhe inhibitory inputs (-79 mV) and
at reversal potential for the excitatory inputs@+@V) to isolate spontaneous excitatory
post-synaptic currents (SEPSC) and spontaneouditiiyi post-synaptic currents
(sIPSCs) respectively.

Voltage-clamp recordings of SEPSCs and sIPSCs lexvéao types of activity. The
first is the spontaneous postsynaptic currents@slP®hich arise from uncorrelated and
random spontaneous activity of presynaptic exaiyatnd inhibitory neurons which
make synapses onto the patched cell; the secontaiscterized by high amplitude
bursts of SPSCs which arise from correlated agtiviita large population of presynaptic
connected neurons generated through network messhani

Integrals of the uncorrelated sPSCs in slices of &d R192Q KI mice show that the
excitatory synaptic charge of uncorrelated sEPSCdarger in R192Q Kl mice
compared to WT mice, which is consistent with tanced glutamate release, and
increased excitatory synaptic transmission found®dR cells synapses of KI mice
(Tottene et al, 2009). The inhibitory synaptic derof uncorrelated sPSCs is not
altered in KI mice which in accordance with unatérinhibitory transmission at
synapses of FS and other types of intemeuronsibatig to the sIPSCs (Tottene et al,
2009).

The analysis of the large bursts of correlated sPStwed that both excitatory and
inhibitory burst charge are increased in R192Q Kdarbutthe ratio of excitatory to
inhibitory burst charges is similar in WT and Kl gai These findings indicate that
during the spontaneous network activity the excitainhibition balance is not altered
in R192Q KI mice. The increase of both excitatong anhibitory burst charges in KiI
mice is caused by an increase of burst frequensya gonsequence, the fraction of time



spent by the cortical network in the spontaneousiswnous activity is larger in Kl
than WT mice.






RIASSUNTO

L’emicrania emiplegica familiare di tipo 1 (FHM1yn raro sottotipo di
emicrania con aura, € causata da mutazioni misseesg@ene che codifica per la
subunitau; dei canali del calcio (G4 voltaggio dipendenti G&.1 (tipo P/Q).
| topi omozigoti knock-in (KI) recanti la mutazionreHM1 R192Q presentano, in
granuli di cervelletto e in cellule piramidali cedli, un aumento della densita di
corrente C& di tipo P/Q (Tottene et al., 2009; van den Maabeéeg et al., 2004). Lo
studio della trasmissione sinaptica in microcoltm@uronali e in fettine acute di
cervello di topi KI ha dimostrato: un aumento ddideza della trasmissione sinaptica
eccitatoria dovuto ad un aumento dell'influsso @ Cattraverso i canali di tipo P/Q
localizzati a livello presinaptico e un aumento laleprobabilita di rilascio di
glutammato alle sinapsi corticali di cellule pirgaii (PYR) dei topi mutanti. Al
contrario, la trasmissione sinaptica inibitoriadsatia tra interneurorfast-spiking(FS) e
cellule PYR e risultata essere inalterata nei kdpionostante i canali di tipo P/Q siano
coinvolti nel rilascio anche a queste sinapsi toiie (Tottene et al., 2009). Queste
evidenze suggeriscono che alterazioni episodiche bdancio tra eccitazione ed
inibizione in corteccia possano essere alla babauteentata suscettibilita alleortical
spreading depressionfCSD, il fenomeno che sottende l'aura emicranicRgr
confermare questa ipotesi mi sono concentrato ®ifgiti delle mutazioni FHM1 ad
altre sinapsi corticali. La connessione sinaptieacellule PYR ed interneuroni positivi
alla somatostatina (SOW corrispondenti alle cellule di Martinotti in rafté stata
studiata in topo sfruttando la disponibilita di oeppo transgenicoGFP-expressing
interneurons GIN) che esprimono la GFPgreen fluorescent proteinin una
sottopopolazione di interneuroni positivi alla seosséatina per lo piu considerati cellule
di Martinotti (Oliva et al., 2000; Fanselow et &008).

Ho eseguito esperimenti di doppio patch-clamp siineeacute di cervello di corteccia
somatosensoriale primaria per studiare la connessaxcitatoria tra cellule PYR e
interneuroni SOM(da qui in poi chiamati interneuroni GIN) e la cessione inibitoria
reciproca in topi GIN. Ho trovato che la connessi@tcitatoria PYR-GIN presenta
facilitazione a breve terminest{ort term facilitatiof in risposta a treni di potenziali
d’azione &ction potentials, ABsa 25 Hz suggerendo che questi interneuroni passon
essere reclutati da cellule PYR durante periodiatiivita neuronale sostenuta; al
contrario la sinapsi inibitoria GIN-PYR e caratizata da una debole depressione a
breve termineghort term depressioisTD) in risposta a treni di APs a 20 Hz.
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| canali del C&' che controllano il rilascio di neurotrasmettit@e entrambe le sinapsi
eccitatorie ed inibitorie tra cellule PYR ed intareni GIN non sono noti; pertanto ho
utilizzato un approccio farmacologico perfondendellan soluzione extracellulare
inibitori di specifici canali del Cd, w-Agatoxin IVA per inibire i canali di tipo P/Q e
w-Conotoxin GVIA per inibire i canali di tipo N, péleterminare il loro coinvolgimento
nel controllo del rilascio di neurotrasmettitoreuddti esperimenti hanno evidenziato
che i canali di tipo P/Q con un ruolo predominaatecanali di tipo N sono coinvolti e
cooperano nel rilascio di neurotrasmettitore sia sihapsi eccitatoria PYR-GIN che a
quella inibitoria GIN-PYR. Dato il coinvolgimentoed canali di tipo P/Q sara
interessante studiare eventuali alterazioni ded@ntissione sinaptica eccitatoria ed
inibitoria tra cellule PYR ed inteneuroni GIN inpioKl per la mutazione R192Q
incrociati con i topi GIN.

Per verificare lipotesi generale che le mutaziéiiM1 possano portare ad uno
sbhilanciamento in corteccia tra inibizione ed ex@idne (a scapito di quest'ultima), ho
collaborato con la Dott.ssa Alessandra Fabbro nstlalio della carica sinaptica
eccitatoria ed inibitoria totale che una cellulaRP\dello strato 2/3 riceve durante
l'attivita di networkin assenza di stimolazione. Abbiamo effettuatoisteggioni di
voltage clampal potenziale di reversione degli input inibit¢s79 mV) e a quello degli
input eccitatori (+ 10 mV) per poter isolare rigpetmente le correnti postsinaptiche
eccitatorie §pontaneous excitatory postsynaptic currestSPSCs) e quelle inibitorie
(spontaneous inhibitory postsynaptic curresti$*SCs).

Gli esperimenti divoltage clampghanno messo in evidenza due tipi di attivita. banp

e caratterizzata da correnti postsinaptiche speetag§pontaneous postsynaptic
currents sPSCs) generate da input non correlati, eccitatamibitori, che arrivano in
modo casuale da cellule eccitatorie PYR ed intewreunibitori connessi con la cellula
da cui si esegue la registrazione; il secondo dipattivita &€ caratterizzato daurstdi
PSCs di grandi ampiezze e che originano dall'a#tiorrelata, forse attraverso
meccanismi dinetwork di grandi popolazioni di cellule eccitatorie abitorie che
formano sinapsi sulla cellula registrata.

Il calcolo dell'integrale delle sPSCs non correlate fette acute di corteccia
somatosensoriale da topi WT e Kl indicano che lacaaeccitatoria delle SPESCs non
correlate € aumentata nei topi Kl in accordo canrfientato rilascio di glutammato e
un aumentata trasmissione sinaptica eccitatoreasatlapsi tra cellule PYR di topi Kl
(Tottene et al., 2009); al contrario la carica ittiba mediata dalle sSIPSCs non correlate
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risulta non essere alterata nei topi Kl in accardo l'inalterata trasmissione sinaptica
inibitoria tra interneuroni FS e cellule PYR (Totéeet al., 2009).

L’analisi delle aree dei grandburst di input correlati ha evidenziato che sia la aric
eccitatoria che quella inibitoria dburst sono aumentate nei topi Kl ma il rapporto tra
carica eccitatoria ed inibitoria risulta esserelterata nei topi Kl. Questi risultati
indicano che durante l'attivita spontanea di nekwdr bilancio tra eccitazione ed
inibizione non e alterato.

L’incremento della carica eccitatoria ed inibitoriai topi KI &€ dovuto ad un aumento
nella frequenza deburst da cui consegue un aumento nel tempo trascorda dal
corteccia nell’attivita spontanea correlata nei ip
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1. INTRODUCTION

1.1 Migraine

Migraine is a common, highly disabling episodicadder that affects more than
10% of the population in western countries withighbr prevalence in women (15-
25%) than men (6-8%). Given its strong impact m quality of life for individuals and
society, migraine is classified by the World Hedltganization as one of the 20 most
disabling disorders (Pietrobon and Striessnig, 2003
Migraine can be divided in two major subtypes: raige with aura (MA) and without
aura (MO).
Migraine attacks are typically characterized bylateral pulsating severe headache
lasting from 4 to 72 hours often associated withsea phono- and photophobia (MO).
At least one third of patients are affected by aumhéch precedes the headache (MA).
Aura symptoms can last up to 60 minutes ane usually characterized by visual
scotoma with scintillanting border drifting slowdcross the visual field. Aura can also
affect other senses or cause speech deficits ¢pairand Striessnig, 2003).
Even though migraine has a strong (up to 50%) geremponent (higher in MA than
MO), characterized by a multifactorial polygenich@mnitance, external and internal
factors (migraine triggers) can modulate migrahmeshold (Pietrobon 2005a).
Several loci have been linked to migraine (both ki#d MO) but the causative genes
have not been identified yet. One exception is esgmted by Familial Hemiplegic
Migraine (FHM), a rare autosomal subtype of MA cuwkerized by dominant
inheritance: (Pietrobon 2005a; (Pietrobon and Sirieg, 2003).

1.2 Neurobiology of migraine

The development of migraine headache depends onathigation of the
trigeminovascular system (Pietrobon and StriessB@f)3). Indeed, pain sensitivity
within the skull is restricted primarily to the megeal blood vessels, which are densely
innervated by nociceptive sensory afferent fibeirghe ophthalmic division of the
trigeminal nerve (Pietrobon, 2005a; Pietrobon atma$&snig, 2003). In different animal
models, including non human primates, activatiorihef meningeal trigeminovascular
afferents leads to activation of second order donsan neurons in the trigeminal
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nucleus caudalis (TNC) and of the upper two divisiof the cervical spinal cord
(Figure 1.1, arrows 1, 3). Impulses are then camastrally to brain structures involved
in the perception of pain, including several thatanmuclei and the ventrolateral area of
the caudal periaqueductal gray region (PAG) (Figluke arrows 4, 5). The PAG is
involved in the craniovascular pain through botbeasling projections to the thalamus
and descending modulation (mainly inhibitory) ofcioeptive afferent information via
projections to serotonergic neurons in the magapbhae nucleus (MRN). Activation of
the trigeminovascular afferents also triggers mdeaf vasoactive neuropeptides
contained in the peripheral nerve endings, inclgdmeurokinin A (NKA), calcitonin
gene-related peptide (CGRP), substance P (SP)réibd, inset). The activation of
parasympathetic pathway through the trigeminal radiog projections involves the
superior salivatory nucleus (SSN) and superior sppalatine ganglion (SPG) which in
turn leads the release of others vasoactive neptioles as Ach, nitrix oxide (NO),
vasoactive intestinal peptide (VIP) in the meningegure 1.1, arrows 6 and 7 and
inset). In animal studies neuropeptides releasedriggminal ganglion stimulation
produces vasodilatation of the meningeal vesselainfgn due to CGRP), plasma
extravasation and mast cell degranulation with et@mr of other proinflammatory
substances in thatura (neurogenic inflammation).

Evidence that activation of the trigeminovasculgstem occurs in humans during
migraine is provided by the increased level of CGB&hd in both the external and
internal jugular blood during migraine attackéoreover CGRP return to normal levels
after sumatriptan (an anti-migraine drug) treatmend this is accompanied by
headache relief (Pietrobon, 2005a; Pietrobon andsShig, 2003).

The mechanism leading to activation of the trigezmaascular system, and the following
migraine headache, is still debated but recentirfgsl show the untenableness of the
vascular theory in which the symptoms of migraingaaare caused by transient
ischemia induced by vasoconstriction, and the hgselarises from rebound abnormal
vasodilatation of intracranial arteries and consedumechanical activation of
perivascular sensory fibers (Pietrobon 2005a).

It is now generally accepted that the primary capisenigraine headache lies in the
brain. Nevertheless the mechanisms that lead gernvinovascular system activation
remain largely understood. Recent findings pointddical spreading depression (CSD)
as a key player in the pathogenesis of migrainetigbon, 2005a; Pietrobon and
Striessnig, 2003).
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Figure 1.1. Neuronal structures and pathways involved in the trigeminovascular activation and
modulation of cephalic pain (from Pietrobon 2005a).

IV, fourth ventricle; ACh, acetylcholine; CGRP, ciébnin gene-related peptide; PAG, periaqueductal
grey region; MRN, magnus raphe nucleus; NKA, neimiokA; NO, nitrix oxide; SP, substance P; SPG,
superior sphenopalatine ganglion; SSN, superiovataly nucleus; TG, trigeminal ganglion; TNC,
trigeminal nucleus pars caudalis; VIP, vasoactitestinal peptide.

CSD is a slowly propagating wave (2-6 mm/min) chtazed bystrong neuronal and
glial depolarization that can be elicited in anisndly focal mechanical (pinprick),
electrical or chemical (high concentrations of) Ktimulation, by inhibition of the
Na'/K* ATPase and by other stimuli of the cerebral cor(®oskowitz, 2007;
Pietrobon, 2007). This depolarization generatesaasient neuronal intense spike
activity, followed by long-lasting neuronal suppression (@iegbn, 2005a; Pietrobon
and Striessnig, 2003). The CSD was first descriipeteao in the rabbit cortex in 1944
(Ledo, 1944). The depolarization phase is assaCiatgh an initial transient
vasodilatation followed by an increase in regiooatebral blood flow (rCBF). The
phase of reduced neuronal activity is by contrasbeaiated with a reduction in rCBF
subsequent to a sustained vasoconstriction (Laemi2001).

Neuroimaging studiemdicate that CSD is responsible for migraine gfiatrobon and
Striessnig, 2003). High-field functional magnetesonance imaging (fMRI) studies
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were used to follow blood oxygenation level depend@BOLD) signals in three
patients while experiencing visual aura. These isfudlemonstrated a correlation
between the initial features of the aura percegin{#lations beginning in the
paracentral left visual field) and the initial iease in the mean BOLD signal which
reflects cortical hyperaemia. The mean BOLD levebsequently decreases in
correlation with the scotoma following the scirgtilbns. The BOLD signal changes
developed first in the extrastriate cortex, comtiedal to the visual changes, and then
slowly migrated (3.5 mm/min) towards more antemegions of the visual cortex,
representing peripheral visual fields. This is igreement with the progressive
movement of the scintillations and scotoma from teater of vision towards the
periphery (Hadjikhani et al., 2001). Magnetoencémiraphy (MEG) studies provided
additional evidences that CSD underlies migraine aura in humisoal cortex
(Pietrobon 2005a).

Spreading cerebral perfusion changes have alsodiesmnved in migraine without aura,
raising the possibility that CSD within clinicalgflent areas of the cerebral cortex may
play a role in the pathophysiology of migraine wiih aura (Moskowitz, 2007,
Pietrobon, 2005a)

Studies in animal models support the idea that Gt be crucial for the induction of
migraine headache. It has been shown that CSD ctwat meningeal trigeminal
afferents and long-lasting blood-flow enhancemeithiv the middle meningeal artery
and plasma protein leakage in thea mater(Zhang et al., 2010; Bolay et al., 2002).
The precise mechanism linking CSD to activationtlod meningeal nociceptors is
however not completely understood. CSD inducesgelancrease in the concentration
of K+ and H+ ions, NO, ATP, arachidonic acid, andgbaglandins in the cortex
extracellular fluid. Many of these substances, cantivate the meningeal
trigeminovascular afferents, either directly or bgusing perivascular inflammation
(Pietrobon, 2005b)Moreover it has been shown that CSD causes changgsne
expressiorthat lasts from hours to days raising therefihie possibility that CSD can
regulate long-term changes in the sensitivity igetminovascular nociceptive pathways
(Pietrobon, 2005b).

Nevertheless, a direct link between CSD and headercpatients has not been proved.
The mechanisms that make the brain of migrainewrsceptible to episodic
“spontaneous” CSDs in response to specific triggach as stress or intense, repetitive
long lasting sensory stimulation remain unknowngtdineurs are hypersensitive to any
kind of sensory overload and there is strong ewideofaltered cortical excitability and
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abnormal processing of sensory information in the&in during the period between
migraine attacks (Pietrobon, 2005a; Pietrobon am&sSnig, 2003). The mechanisms
underlying the interictal abnormalities in corticadtivity are controversial and their
relationship to susceptibility and/or occurrenc&&D is unclear.

1.3 Familial Hemiplegic Migraine

Familial Hemiplegic Migraine (FHM) is a rare aubtasal dominant subtype of
MA. The main symptoms of the headache and aurdaidi Bre similar to those of MA
but the aura is additionally characterized by obligatarotor symptoms (weakness or
paralysis often unilateral) and they last longemtim MA. In addition to typical FHM
attacks, some FHM patients can have atypical seateeks with signs of diffuse
encephalopathy, confusion or impairment of consmness (coma), prolonged
hemiplegia lasting several days and in few casesurss. Moreover, about 20% of
FHM families show permanent cerebellar symptoms sisbing of progressive
cerebellar ataxia with or without nystagmus. Emudiostress and minor head trauma
are among the most common triggers of FHM attakketiobon, 2007).
Common forms of migraine show multifactorial polpgeinheritance, but the causative
genes of each type of FHM has been identified (6bein and Striessnig, 2003): type 1
(FHM1, up to 50% of cases), type 2 (FHM2, from 2@80% of the cases) and type 3
(FHM3). These three types of FHM display similamgyoms with the exception of
FHM1 that is uniquely associated with cerebellangioms (Pietrobon, 2007).
FHM1 is caused by mutations in the CACNA1A genethe chromosome 19pl3,
which codifies for theo; subunit of voltage-dependent \2al C&" channels (see
section 1.6). FHM1 shows an incomplete penetrandeother genetic or environmental
factors could explain symptoms variability betweswbjects affected by the same
FHM1 mutation. Episodic ataxia type 2 (EA2), spieabellae ataxia type 6 (SCAG)
and certain cases of absence of epilepsy are atitesomal dominant neurological
diseases caused by spontaneous mutations in tke@Q®EBNALA encoding for G&.1
Cc&"* channels (Pietrobon, 2005b).
FHM2 is caused to mutations in the ATP1A2 gene dimgpfor theo, subunit of the
Na'/K*-ATPase located in the chromosome 1g23. Th&KNaATPase is a P-type ion
pump that utilizes the energy of ATP to activelgnsport Naions out of and Kions
into the cell generating the ion gradients thatntan the resting membrane potential
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and cell volume and providing the driving force fuutrient and neurotransmitter uptake
(Pietrobon, 2007). N&*-ATPases are expressed in glial and neuronal wéése they
play an important role in clearance of K+ from thdracellular space during neuronal
activity and are fundamental for the clearancelofagnate released from the synaptic
cleft. The active transport of glutamate into asgtes and neurons is driven by both
Na' and K gradients. Theo, isoform is expressed in neurons during embryonic
development until birth and in glial cells afteve®opment (Pietrobon, 2005a)

FHM3 is caused by mutations in SCN1A; this gen¢him chromosome 2924 encodes
for the a; subunit of the voltage-gated Nahannel Nal.1 identified in 2005. Nad..1
channels are primarly expressed in the central cusrvsystem (CNS) during late
postnatal stages, more in caudal than rostral megitn particular they are highly
expressed in inhibitory interneurons (Catterallaét 2011). The FHM3 mutation
(GIn1489Lys) accelerates the recovery from fasttimation of recombinant human
Na/1.5 channels expressed in tsA201 cells, with aigtade increase in neuronal
firing rates (Pietrobon, 2007).

1.4 Voltage-gated calcium channels

Voltage-gated calcium channels play a dominang ol the metabolism and
physiology of excitable and non-excitable cellsiragtas key signal transducer from
electrical signals of depolarization to chemicghsils.

In skeletal, cardiac and smooth muscle cell$*@mtry mediated by voltage-gated
channels initiate contraction directly or indirgctby activation of C&-dependent Ga
release from sarcoplasmic reticulum. In the endeccells C&' influx through voltage-
gated channels initiate hormone secretion (Calfet@ll1). In central nervous system,
voltage-gated calcium channels are involved man/-@apendent processes such as
differentiation, synaptogenesis, neurite outgrowagryronal survival, activity dependent
gene expression, plasticity, neuronal excitabilis;nd neurotransmitter release
(Pietrobon, 2005b).
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1.4.1 Structure of voltage-gated Ca®* channels

The voltage-gated G4 channels are members of a superfamily of
transmembrane ion channel proteins that includ¢éagetgated potassium {Kand
sodium (N&) channels (Catterall, 2011). They are proteins mused ofthe pore-
forming and voltage sensing subunit and auxiliary subunits such asfthe,é subunit
complex and sometimesyaubunit (figure 1.2). The; subunit is the main subunit (190
to 250 kDa) and constitutes the conduction poree VTbltage sensor, the gating
apparatus and most of the known sites of chanmpllagon by second messengers,
drugs and toxins are located within this subunét{€rall et al., 2005).

The secondary structure of the subunit (composed by 2000 amino acid residues) is
organized in four repeated homologous domains )I-84ch one containing six
transmembrane segments (S1-S6ndfelices. The S4 segment play a crucial role in
voltage sensing and the membrane-associated popebletween the segments S5 and
S6 of each domain determines the selectivity amdlgctance of the channel (Catterall
et al., 2005).

The B subunit is an intracellular hydrophilic protein d&0-65 kDa without
transmembrane segments encoded by four genesu dhibunit is a transmembrane
disulfide-linked dimer of 170 kDa encoded by a &ngene (four genes are known) and
post-translationally cleaved. The matuig is an extracellular protein and linked
through disulfide linkage to the transmembrarsibunits.

They subunit (33 kDa) is a glycoprotein with four trarembrane segments. It has been
found in skeletal muscle &achannels, and related subunits are also presemiain
and heart (Catterall, 2011).

The most variability of electrophysiological andapmacological properties of €a
channels arises primarily from the existence déast 10 genes encoding for different
subunits with different splice variants of eachwub In addition, further variability is
due to different combinations with auxiliary sulsniwhich are also subject to
alternative splicing to yield additional isofornGatterall et al., 2005).

Cd* channel can be divided in three families on thsisoaf homology between the
different amino acids sequence ofsubunit: the identity is larger than 70% within a
subfamily but less than 40% among the three fariihe sequence identity increases if
the pore loops and membrane spanning segments éret®® and S6 are compared
(figure 1.2).
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Figure 1.2. Structure and subunit composition of calcium Ca,1 channel purified from skeletal
muscle from figure 1 of Catterall (2011).
Cilinders represented in the model areelices.

On the basis of electrophysiological and pharmayiold properties of Ga currents
recorded in different cell types, €achannels have been divided in two main groups.
depending on the voltage dependence of activatom:voltage activated (LVA) and
high voltage activated (HVA) (Catterall, 2011). L\V&hannels, also referred as\Ga
channels (Ertel et al., 2000), are characterizegsnbgll single channel conductance with
Cd" currents that are activated at negative poteniiadstivate rapidly and deactivate
slowly. They are also called T-type Cahannels for their transient openings.

HVA channels exhibit higher voltage of activationah LVA channels and &a
currents that are characterized by larger singsll conductance and slower voltage
dependent inactivation. Depending on the pharmgomb responses to specific toxins
HVA Ca®* channels have been divided in four groups.

L-type C&" channels are blocked by dihydropyridines, phekylamines, and
benzothiazepines and show the highest voltageadictivand largest conductance with
C&* currents. Based on structural and functional dfiaasion they are also called Gh
channels (Ertel et al., 2000).

The other groups of Gachannels have intermediate properties betweempé-and T-
type C&* channels and are inhibited by different toxins.
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Figure 1.3 Phylogenetic representation of the primary sequences of the Ca?* channels.

All sequence pairs were compared and clearly defimee subfamilies with intrafamily sequence
identities above 80 % (G#&, Cg2, and Ca3). A consensus sequence was defined for eachrailpfa
and these three sequences were compared to offeegneith intersubfamily sequence identities of2~ 5
% (Ca,1 versus Cg2) and 28 % (GgB versus Cgl or Cg?2).

Figure modified by Catterall et al., 2005.

N-type C&" channels are specifically and irreversibly blocksdm-conotoxin GVIA
(o-CgTxGVIA) from the venom of theConus geographusnail. The usage of a
pharmacological blocker allowed to isolate N-type®’Ccurrents which are very
different in terms of kinetics and voltage depermedepending on the type of neurons
recorded.

P/Q-type C&' channels are specifically and irreversibly blockgds-agatoxin IVA (-
AgaVIA) from the venom of thé\gelenopis apertapider and byy-conotoxin MVIIC
(o-CTx-MVIIC) from Conus magusnail that however blocks reversibly also the N-
type C&" channels.

R-type C&' channels are resistant to most subtype-specifiaric and peptide &a
channel blocker with the exception of the peptiti&X182 derived fronHysterocrates
gigasspider that is a specific blocker of some R-typé'@hannels isoforms (Catterall,
2011). Mammal neuronal cells express differentdsos of R-type Cd channels the
majority of them are sensitive (with different affy) to SNX-482 (Tottene et al.,
2000).

Based on structural and functional classificatid®,PN-, R-type C& channels are
named Cg2.1, Ca2.2 and C@2.3 channels respectively (Ertel et al., 2000).
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1.4.2 Ca®* channelslocalization and function

All the different C& channels, except Ga.1, are expressed in the brain, with a
differential distribution within different neurongbpulations and different localization
within the same neuron. Different splice variants a given subunit are also
differentially distributed and localized in the braln particular Cal.1 are expressed in
the transverse tubules of the skeletal muscles.

Ca,/1.2 channels are localized in cardiac and smootéchas, in the soma and proximal
dendrites of neurons and endocrine cells.

Ca,/1.3 channels are expressed in sensory cells (suphaoreceptors or cochlear hair
cells), in endocrine cells. A small percentage avC3 is also present in the heart,
vascular smooth muscle and in the soma and proxderadrites of neurons.

Ca,/1.4 channels are expressed in retinal cells (pbogmtors and bipolar cells), spinal
cord and lymphoid tissue. Gk channels are involved in different physiological
processes: they initiate contraction and secratianuscle and endocrine celigvern
vesicle fusion and subsequent neurotransmitteaselérom cochlear inner hair cells for
the hearing in the cochlea, regulgi@cemaker activity in the heart; mediate neuronal
excitability and gene expression within the br&aiterall et al., 2005).

The Ca3 C&" channels have been localized predominantly withim somatic and
dendritic compartments of cerebral cortex, amygdald thalamus (where they are
involved in thalamic oscillations). Additionallyely are expressed in the placenta, ovary
and heart (G&.1) and in kidney, liver, smooth muscle {82) (Catterall et al., 2005)
Ca/2.1, Ca2.2 and Cg2.3 channels are mostly expressed in neurons. égypaptic
terminals they are involved in initiating actiontgotial (AP)-evoked neurotransmitter
release at most fast synapses whereas at dendrittessoma they are involved in
neuronal excitability (Pietrobon, 2007; Catteralak, 2005).

Ca 2.1 channels are expressed in all the brain stregtavolved in the pathogenesis of
migraine such as trigeminal ganglia, cerebral sod®d in the brainstem nuclei
involved in nociception control (Pietrobon and &enig, 2003)
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1.4.3 Presynaptic Ca” channels controlling neur otransmission

Transmitter release at central synapses is triggeyebrief and local transients
of C&* influx (up to 100 pM) through voltage—gated *Cachannels. However
amplitudesand duration of C transients can vary a lot depending on the typtef
synapse studied. In the calyx of Held synapsegfample, small (10-25 pM) local €a
signals of less than 1 ms of duration are suffictertrigger neurotransmitter release at
the terminal (Schneggenburger and Neher, 2005).

Voltage-gated C& channels are located in close proximity to thé*Gaensors on
readily releasable vesicles through specific irtigoas with multiple proteins of the
active zones such as SNAREs, RIM and scaffoldinggons (Catterall and Few, 2008).
N-, P/Q- and R-type Gachannels usually cooperate in initiating synaptiosmission
at a given synapses but their contribution canifferdnt at different synapses. There
are strong evidences that a different contributiwh different C&" channels in
controlling neurotransmitter release can be dueonbt to differences in their kinetics
properties but also to differences in their sulutatl distribution within the presynaptic
terminals (Wu et al., 1999). Moreover it has bekown that C& channels are not
uniformly distributed across presynaptic termirthist arise from the same axon (Reid
et al., 2003).

Excitatory synaptic transmission at cerebral pydahicell synapses depends
predominantly on P/Q-type &achannels in different brain. An example can bentbu
in the cortex where the connections between pyraimiglls and fast spiking (FS)
interneurons in layer 2/3 somatosensory and layapfr cortex, are regulated by P/Q-
type C&" channels (Pietrobon, 2010a; Ali and Nelson, 20Déitene et al., 2009;
Zaitsev et al., 2007; Rozov et al.,, 2001). By castir synapses between layer 5
pyramidal cells and burst-firing bipolar internemsoof motor cortex, strongly depend
on N-type C&' channels (Ali and Nelson, 2006).

Because of the wide heterogeneity between inteomsurCa" channels initiating
inhibitory neurotransmission in the cortex are treldly unknown. For example
synapses between FS interneurons and pyramidal ioelayer 5 motor and layer 2/3
prefrontal cortex of rats are totally mediated b{Q®ype C&" channels (Ali and
Nelson, 2006, Zaitsev et al., 2007), but with tlxeeption of layer 5 of the motor
cortex, where it was exclusively dependent on Net@&* channels (Ali and Nelson,
2006).
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15 Synaptic plasticity

The strength of synaptic transmission can vary reoasly depending on
activity-dependent pre- or postsynaptic modificasiovhich can alter the response
properties of a single synapse. Activity-dependdminges in synaptic transmission
arise from a large number of mechanisms known ag@ic plasticity (Catterall and
Few 2008, Abbot and Regehr, 2004; Zucker and Rege6R). Plasticity in synaptic
transmission in turn modify the neural network @ats of activity and informational
processes between neurons. These modificationasiimom milliseconds to months.
One type of plasticity, short-term plasticity, ocgwn a timescale of millisecond for at
most few minutes allowing synapses to performaaitcomputational functions within
neural circuits. This plasticity can result in sgha enhancement throughout three
processes that vary in terms of durations: fatitite augmentation and post-tetanic
potentiation (PTP). The molecular mechanisms medgjatarious forms of short-term
plasticity are still undedebate but all of these forms are’Gdependent.

Short term plasticity can also induce a reductioneurotransmitter release resulting in
short term depression (Catterall and Few, 2008k&uand Regehr, 2002). These
processes are often overlapped at the same syaapsg can be difficult to separate
different components of short term plasticity.

Facilitation lasts less than a second. It can lmdxserved with pairs of stimuli in which
the second post-synaptic potential or post-synaptrcent (PSP or PSC respectively)
can be up to five times the amplitude of the PSPS( elicited by the first presynaptic
action potential. During brief trains of action eotials (APs), successive PSPs or PSCs
increase in terms of amplitude which can reachrs¢tienes of the amplitude of PSP or
PSC elicited by the first AP of the train. Factiibm often builds and decays with a time
course with an exponential of approximately 100 (fiuure 1.4; Zucker and Regehr,
2002).

With long train of APs, other processes becomeemsingly important. The synaptic
strength enhanced by a single AP is low (1-15%veéhe@r when many AP are
delivered within a train that can last seconds orutes, the overall effect is a many-
fold enhancement. When the process of enhancergemtss and decays with a time
costant of 5-10 s, it's usually known as augmeortatrhis is different from PTP which
lasts from 30s to several minutes (Figure 1.4; Zuend Regehr, 2002).
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Figure 1.4. Multiple forms of short-term plasticity from Catterall and Few (2008).
Simulated experiment showing the relative rise aeday times for multiple forms of short-term
synaptic plasticity during and following high frezncy stimulation (HFS). Excitatory postsynaptic
currents were evoked at 0.5 Hz versus time withnietstimulation (HFS 10 Hz for 10 s) beginning at

time O.

Many mechanisms may lead to facilitation of symaggiasticity; the most common
molecular mechanism involve the residuafC&maining in the synapse after an AP
which can enhance synaptic transmission. This m&lalupported by the fact that
application of the slow CG& chelator ethylene glycol-big@mionoethyl ether)-
N,N,N’,N-tetraacetic acid (EGTA) in the presynaptierminal reduces short term
enhancement as proposed by Katz and Miledi in 1@&&terall and Few, 2008; Zucker
and Regehr, 2002). The simplest explanation isesgmted bythe binding of the
residual C&" present in terminal to the €asensor for exocytosis which in turn would
lead to an increase in the neurotransmitter relddeee recent data suggest that the
residual C& triggers an increase in synaptic transmissiondiing indirectly another
C&*-binding protein(s) (Catterall and Few, 2008). Egample, it has been suggested
that the binding of the residual €ao another Cd sensor could increase the release
probability. This facilitating sensor can act byreasing the entry of Gaduring the
following AP or by directly modulating the vesiculeelease machinery and therefore
enhancing the neurotransmission. Otherwise thegeidence that at particular synapses
the mechanism of synaptic facilitation proposedolags a partial saturation of high-
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affinity presynaptic C& buffers (parvalbumin, calbindin-D28K for exampley the
residual C&" remaining after an AP. In presence of a seconalaBe to the first one,
more of the entering Garemains free and available to act on the norm&l €ensor
for neurotransmitter release. (Catterall and F8082 Zucker and Regehr, 2002).
Augmentation is mostly caused by an increase inréhease probability of vesicle.
Augmentation and PTP are overlapping physiologimaicesses. The rate of Ca
clearance from the synapse can determine whiclobtie two processes may occur.
Residual C& accumulated during sustained stimulation that ¢eduaugmentation and
PTP is eliminated from the synapse by the Na#7@achanger and the EaATPase.
Long trains of APs increase intracellular?®Cand N& concentrations and slow down
the rate of C& clearance by N4C&* exchange. Residual €adriving PTP can also
result from the slow efflux from mitochondrial omdoplasmic reticulum Ca
accumulated during tetanic stimulation.

At many synapses trains of AP or closely paireghgli can reduce the synaptic strength
indicating the presence of short term depressioanyvmechanisms can contribute to
this type of synaptic plasticity. The most comma @s represented by the depletion of
the ready releasable pool of vesicles which in twwuld produce a decrease in
neurotransmitter release. Reduced strength in sign@ansmission can also be caused
by the release of modulatory substances from thieaaed presynaptic terminals or
postsynaptic cells which, for example, can activatprotein-coupled receptors located
on the presynaptic terminals, or neighboring c@lso glial cells can be involved in
some forms of short term plasticity). Finally, mstaptic properties such as
desensitization of ligand-gated receptors can nihketarget neuron less sensitive to
neurotransmitter (Catterall and Few, 2008; Zucker Regehr, 2002).

There are many sites of regulation of short-termasfitity such as AP waveform,
calcium channels or postsynaptic release of neudohators (figurel.5) and many
mechanisms can contribute to enhancement or demmessneurotransmission even if
their roles remain under debate.
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Figure 1.5. Sites of regulation of short-term synaptic plasticity from Zucker and Regehr (2002).

(1) AP waveform, (2) Cd channel activation, (3) facilitation trigger arttreadily releasable pool, (4)
residual intracellular Ga ([C&1i), (5) reserve pool, (6) metabotropic autoreceqtd7) ionotropic
autoreceptors, (8) GaATPase, regulating residual [Ca2C]i in augmentatig) mitochondrial
regulation of residual [G4i in PTP, (10) postsynaptic receptor desensitiati

1.6 Functional consequencesof FHM 1 mutations

All the 21 FHM1 mutations (figure 1.6) are missemautations that produce
substitutions of conserved amino acids in imporfanctional regions of the @Ga.1
channel including the voltage sensor and the ponegl. (Pietrobon, 2010b).

The functional consequences of 13 FHM1 mutationsehbeen investigated in
heterologous expression systems expressing recamtbida2.1 C&" channels. The
expression of G&.1 is almost entirely restricted to neuronal ceflse of these
mutations were therefore studied in neurons from2da/- mice expressing human
Ca 2.1, subunit (Tottene et al., 2002).

Studies on heterologous expression systems (maermmall line: human embryonic
kidney, HEK293) showed that the FHM1 mutationsraftany biophysical properties
of Ca,2.1 channels and in some cases different mutatiandead to different effects.
Studies of single channel properties in eight ddifé mutations showed an enhanced
cd" influx in a wide range of depolarizations as asmmuence of an increased channel
open probability.
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Figure 1.6. Secondary structure of al subunit of CaVv2.1 Ca®* channels and localization of FHM 1
mutations from Pietr obon (2010b).

Functional consequences of eight mutations on reamant CaV2.1 have been studied in heterologous
expression systems (highlited in red); the undedifHM1 mutations have been studied also in neurons
of CaVv2.1 -/- expressing human Cavallsubunits.

Y1385C mutation (13) is a sporadic mutation.

This increase is mainly caused by a shift to lowatages of the channel activation
curve which elicits a GA influx through the mutant channels in responsesrll
depolarizations insufficient to open wild type (Wdhannels (Pietrobon, 2010b; van
den Maagdenberg et al., 2004ttene et al.,2002).

In 2004 van den Maagdenberg et al. reported thergéan of a knock-in (KI) mouse
model obtained by introducing the human R192Q FHMfation at the corresponding
position in the mouse orthologogacnalagene by homologous recombination. The
creation of this KI mouse allowed the study of thetated C& channel in neurons at
the endogenous level of expression.

The mutation consists in the substitution of a fpoay charged arginine with a neutral,
non polar glutamine in the S4 segment of domawwhich forms part of the voltage
sensor of the channel.

The homozygous R192Q (RQ/RQ) KI mice are healthynals and do not exhibit an
overt phenotype. Recordings from cerebellar granalks in primary culture showed a
larger whole-cell Gg2.1 currents in RQ/RQ KI mice than in WT mice witta broad
voltage range of voltages (figure 1.7). Mutant,Z4a channels activated at 8-9 mV
more negative voltages than the corresponding Wanm#ls. At high voltages where
the open probabilities were maximal CaV2.1 curremts similar between Kl and WT
suggesting that the R192Q mutation doesn't alterftimctional Ca2.1 channel. The
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mutation also affects the kinetics of activationGzV2.1 channels as they are faster in
Kl mice than in WT (van den Maagdenberg et al.,2200

owT

®RQ/RQ IpA/pF

Figure 1.7. Cay2.1 current density (1) as a function of the voltage from cerebellar granule of
R192Q KI and WT mice from van den M aagdenberg et al (2004).

In vivo experiments have demonstrated that R192@i€k are more susceptible to the
induction of CSD than WT mice. Following visual ¢ stimulation, KI mice show a
lower threshold for CSD induction and an increageldcity of CSD propagation (van
den Maagdenberg, 2004). This finding strengthemsvibw that CSD plays a crucial
role in the pathogenesis of migraine and suggektyaole of Ca2.1 channels in the
initiation and propagation of CSD.

Tottene et al. (2009) have shown that the gaindotfion of Cg2.1 channel enhances
glutamate release due to increased action poteawaded calcium influx through
Ca 2.1 channels at cortical pyramidal cells autapsesicroculture and acute slices of
primary somatosensory cortex of R192Q KI mice. Tihigease in glutamate release
may explain the facilitation of experimental CSD WHM1 mutant mice. In fact
induction and propagation of CSD in Kl mice canrescued to WT values when
glutamate release at pyramidal cell synapsésaaght back to WT values lapplying
sub-saturating concentrationofagatoxin IVA (Tottene et al., 2009).

Tottene et al. (2009) propose a model of generabio@SD in which activation of
presynaptic voltage-gated €achannels (in particular P/Q-type) with consequent
release of glutamate from recurrent cortical pydahicell synapses and activation of

NMDA receptors are key components for inductiolC&D.
30



Sufficiently intense stimuli may lead anomalous réase in the extracellular
concentration of Kions and a sustained neuronal depolarization agaaied by an
increase in neuronal firing. CSD ignition occursentthe regulatory mechanisms that
normally keep the extracellular’kconcentration [K], within the physiological range
are overwhelmed by the build-up of K via a positive feedback cycle that makes self-
regenerating the initially gradual neuronal depekdron; this positive feedback cycle
initiates when a sufficient number of V-dependentl/ar [K']o-dependent cationic
channels are activated to generate a net sustamegid current, with consequent
further depolarization and further increase of tbeal [K'],, leading to further
activation of the cationic channels (Pietrobon, Zomjen, 2001). The nature of these
cationic channels remains unclear and controve(Siamjen, 2001), although there is
strong pharmacological support for a key role of DiMreceptors, as NMDA receptors
antagonists inhibit, in vivo, CSD induction and pagation in a dose-dependent manner
(Pietrobon, 2005, 2007). Moreover there is cleaidence that CSD initiates and
propagates at the level of the dendrites of pyraimiells (Pietrobon, 2007; Somjen,
2001) and involves an increased conductance infgpédendritic subregions (Canals et
al., 2005). Also controversial is the mechanismG8D propagation. Among the
hypotheses: interstitial Kdiffusion initiating in adjacent dendrites the jtioe feedback
cycle that ignites CSD or CSD propagation througp ginctions (Somjen, 2001)
Tottene et al (2009) studied the neurotransmisiseiween connected pairs of layer 2/3
pyramidal cells and multipolar fast-spiking (FS)eimeurons that mediate perisomatic
inhibition in acute slices of somatosensory corféltis study showed that excitatory
neurotransmission at PYR-FS synapses is increas®192Q Kl versus WT whereas
inhibitory neurotransmission at FS interneuron-pyidal synapses is unaltered in Kl
mice. Even though synaptic transmission is medibjeB/Q-type C& channels at both
excitatory and inhibitory synapses. These findidgsmonstrate that FHM1 mutations
may differently affect synaptic transmission andrsterm plasticity at different
cortical synapses, and, as a consequence, vely kiter the neuronal circuits that
coordinate and dynamically adjust the balance b&tvexcitation and inhibition during
cortical activity (Tottene et al., 2009).

Functional alterations in these circuits may unddghe abnormal processing of sensory
information of migraineurs in the interictal peri@iggesting a vulnerability of the
cortex to ignition of CSD in response to migrainggers such as intense, repetitive
sensory stimulation.
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1.7 Organization of the cortex

The cerebral cortex is characterized by a doubjarozation defined by layer
and columns. The most typical form of neocortextams six layers numbered from the
outer surfacepja matej of the cortex to the inner white matter (Kandz00). The
laminar organization can be different at functidndifferent cortices.

Layer 1 (molecular layer) is characterized by feal bodies and is mainly occupied by
dendrites and axons of cells located in deeperfay

Layer 2 (external granule cells layer) is charaeger by round-shaped cells and in
mouse cortex is fused with the layer 3 (externaapydal layer) which contains several
types of neurons, in particular pyramidal cellsy&a4 is the internal granule cell layer
populated by granule cells which afes principal recipient layer for thalamocortical
inputs. The thalamocortical inputs are in turn srartted from granule cells to layers 2,
3, 5 and 6 (de Kock et al., 2007). Layer 5 is thternal pyramidal layer characterized
by the presence of pyramidal cells. These cellsbagger than pyramidal cells located
in layer 2/3. Layer 5 pyramidal neurons projectitlaons to subcortical regions and
constitute the principal cortical output to excdther cortical areas. Layer 6 is the
polymorphic or multiform layer because is occupieg several types of neurons.
Together with the layer 5, they project back to ttedamus regulating thalamocortical
interactions (de Kock et al., 2007).

Cortical neurons are also organized in verticauwis that contains all six cortical
layers. The neuronal network withia cortical column performs basic signal
transformations of input; in particular in somatosary cortex each functional columns
is defined by discrete and well-defined structurdéaiyer 4 known as barrel. These layer
4 barrels are arranged somatotopically in an alngesttical fashion to the layout of the
whiskers in the snout (Petersen, 2007). The prirmangatosensory cortex processes the
information from mouse vibrissae.

1.8 Cdlular populationsin the cortex
Neurons in the cortex can be divided in two priatigroups: pyramidal cells
which constitutes the biggest population within tt@tex and interneurons which

represent 20-25% of the neurons in the neocortex.
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In the normal cerebral cortex pyramidal neuronstaxis make excitatory synapses
releasing the neurotransmitter glutamate onto offygamidal neurons generating a
positive feedback. Different subtypes of inhibitanterneurons play a crucial role
preventing over-excitation and contributing to ntain the balance between excitation
and inhibition.

The interactions between GABAergic interneurons glnthmatergic principal cells are
reciprocal: interneurons inhibit principal cellsdaare excited by them. In fact the
connectivity between these two neuronal classemiiie high: individual interneurons
can inhibit >50% of principal cells located withtl00 um and receive excitatory input
from a large fraction of them (Kapfer et al., 20@&itberberg and Markram, 2007).
Thus, not only are GABAergic interneurons excitedgoroportion to the level of local
network activity, but they directly influence it dugh their inhibitory feedback. This
simple connectivity pattern is ubiquitous in cortemd forms the basis for so-called
feedback or recurrent inhibition (Figure 1.8). Qducse, not all cortical excitation
received by inhibitory interneurons is locally geated. Interneurons can receive
excitatory inputs from other pyramidal neurons onicli they don’t make inhibitory
synapses generating feedforward inhibitory circuit®gether, these two simple
inhibitory circuits, feedback and feedforward, esg@nt fundamental building blocks of
cortical architecture and account for the fact tatical excitation and inhibition are
inseparable (figure 1.8) (Isaacson and Scanzialil R0
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Figure 1.8. Schematic representation of cortical circuits.

Triangle-shaped soma represent pyramidal cells @rades represent interneurons. Pyramidal cells
mediate excitatory synapse onto other pyramiddbs @aid several types of interneurons which make
inhibitory synapses onto pyramidal cells at différgositions (soma, dendrites and axons).
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Interneurons can be classified through morpholdgiasameters regarding their axonal
arborization and consequnently their postsynaigets. In fact different types of
inhibitory interneurons, which release the neurwraitter GABA, inhibit distinct
compartments of principal neurons (Silbeberg andkkéan, 2007; Markram et al.,
2004). Interneurons can also be classified basethain intrinsic electrophysiological
properties and protein expression markers (IsaaasdnScanziani, 2011; Kawaguchi
and Kondo, 2002).

Because of the many parameters that can be uskbtoibe interneurons and given the
vast amount of data vailable on these cells, it hascently been proposed an
unequivocal terminology to classify these cells doason morphological,
electrophysiological and marker expression featu@he Petilla Interneuron
Nomenclature Group, 2008).

Two subtypes of interneurons involved in polysymaphibitory circuits which are
involved in the maintenance of excitation-inhibitiobalance are fast-spiking
interneurons (FS) and matrtinotti cells (MC).

FS interneurons show a basket cell morphology amtesent about 50% of all
inhibitory interneurons. They make synapses ontmas@nd proximal dendrites of
pyramidal cells which places them in a unique pamsito adjust the gain of the
integrated synaptic response (Markram et al., 2004)

MCs are distinguished from other interneurons ksirthxonal harborization which is
characterized by axonal projections with a horiabspread in layer | that typically
extend beyond a column radius. Most MCs have dtbedulendritic morphology and
ovoid soma, but some MCs have multipolar dendntiorphology (Silbeberg and
Markram, 2007; Markram et al., 2004; Wang et 0042).

These cells are particularly interesting becausey treceive facilitating excitatory
synapses from pyramidal cells and make inhibitgnyapses mainly onto dendrites of
the pyramidal cells in layer 1 (Silbeberg and Markr 2007; Kapfer et al., 2007;
Silberberg, 2008).

Given the difficulty to find this type of interneam in the mouse cortex, many
transgenic mice have been created to overcomeribidem.

In this thesis we take advantage of GIN (GFP Inbigi Neurons) mice which express
an enhanced GFP under the control of GAD67 prom@#¥ mice have been created
by pronuclear microinjections of transgene DNA imdpe-cell stage embryos. The
transgene contruct is integrated randomly in the@seayenome therefore the transgene
expression is influenced by the positional effedtuences. Although the promoter is
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expressed by all GABAergic neurons, cortical GFFpregsion is restricted to
somatostatin-positive (SOWinterneurons (Oliva et al., 2000).

GIN interneurons represent a variable percentag&®©M neurons depending on
cortical layer and area: in the mouse primary sos&tsory cortex GIN neurons
constitute from 35% to 53% of the SOM+ populatida(et al., 2006; Xu et al., 2006).
Axonal branching reconstructions indicate that n®8 neurons are Martinotti cells
(Fanselow et al., 2008; Ma et al., 2006). GIN nearshow both multipolar and bitufted
dendritic morphology, but the multipolar morpholggrevails, thus indicating that they
are a subpopulation of Martinotti cells (Halabingkyal., 2006) (figure 1.9).

m axons
{1 m dendrites

LV L i/ mcC

Figure 1.9. Axonal and dendritic reconstruction of a layer 2/3 Martinotti cellsfrom rat cortex (on
theleft) and layer 2/3 SOM+ GFP+ interneuron from GIN mouse (on theright) obtained by Wang

et al (2004) and McGarry et al (2010) respectively.

Down below two representative images of SOM+ irgerons from GIN mouse obtained in our
laboratory.

1.9 Spontaneouscortical activity

Cerebral cortex is spontaneously active. Evenngusiow wave sleep, cortical

and subcortical networks interact to generate rhithpatterns of activity at different
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frequencies such as slow rhythm characterizeddoy skcillations (<1 Hz) that occurs
during natural sleep and certain forms of anesthefShese slow oscillations are
characterized by synaptically mediated depolawratithat can be subthreshold or
generates APs. These fluctuations are called upsst@ihe up states are followed by a
period of silence in which there’s a diminution synaptic inputs leading to the
cessation of firing and the rescue of the membnasting potential (down state)
(Petersen et al., 2003; Sanchez-Vives and McCorraiaB0; Steriade et al., 1993).
Spontaneous slow oscillations similar to the onbseovedin vivo have also been
reportedn vitro (figure 1.10).(Sanchez Vives and McCormick, 2000).

This finding shows that this activity can be maintédy cortical circuits in slices
without corticothalamic interactions.

20 mV

e )W“L LN .

Figure 1.10. Typical current clamp recording of up-states from a layer 2/3 PYR cell of
somatosensory cortex.

The AP firing is only localized during the depolation of the membrane potential.

The mechanisms underlying the generation and nrante of spontaneous activity of
the up-states are still under debate but recewlinfys points towards an increasing
importance of network recurrent activity (Shu et aD03). This spontaneous network
activity originates within the cortex and propagateter to subcortical areas (e.g.
thalamus and striate), as deducible from lesioneerents (Amzica and Steriade.,
1995). Recent findings point to intrinsically aetipacemaker neurons as spontaneous
network activity generators: when a sufficient nembof these neurons fire
simultaneously, postsynaptic neurons are triggeydule action potentials, recruiting in
turn other connected neurons and “turning on” tbgical network (Bazhenov et al.,
2002; Le Bon-Jego and Yuste, 2007).
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2. AIMS OF WORK

The findings of different effects of the R192Q FHMltation at excitatory and
inhibitory synapses (Tottene et al., Neuron, 2GQ@)gest that episodic disruption of the
excitation-inhibition balance may underlie the sesed susceptibility to CSD found in
knock-in (KI) mice. To further explore this workingypothesis it is important to
investigate whether FHM1 mutations affect also othynapses of the brain cortical
microcircuits and whether the finding of unaltergdhibitory neurotransmission is
specific for fast-spiking (FS) interneuron synapsess general and holds for other (or
all) inhibitory synapses.

Another important inhibitory subcircuit in the cextinvolves somatostin-expressing
(SOM+) interneurons that mediate dendritic inhdotand receive facilitating excitatory
synapses from pyramidal (PYR) cells. Voltage-gataktium channels controlling the
neurotransmitter release at both excitatory andbitdny synapses of this inhibitory
subcircuit are not known. We took advantage ofggamic mouse line (GFP-expressing
interneurons, GIN) which expresses an enhanced tr@FP in a subpopulation of
SOM" interneurons to establish whether P/Q-type€’*Cehannels are involved in
controlling the neurotransmitter release at exoitatand reciprocal inhibitory
connections between PYR cells and SQGNterneurons. If P/Q-type calcium channels
are involved in the neurotransmitter release it @ interesting to study the effect of
FHM1 mutations at these synapses in FHM1 Kl miossibred with GIN mice.

Considering the specific polysynaptic inhibitorybsircuit studied in Tottene et al
(2009), involving FS interneurons and PYR cell® thain of function of glutamate
release at the recurrent synapses between pyramédlal would certainly increase
network excitation; in contrast, the gain of funatiof glutamate release at the PYR-FS
synapses would lead to enhanced recruitment ofieteons and enhanced inhibition.
However, during high-frequency repetitive activitye enhanced recruitment of FS
interneurons is expected to cease rapidly becdnes®€C-FS synapses depress strongly
during AP trains and short term depression is esteynger in KI mice (Tottene et al.,
2009). This analysis, even though restricted tpecific subcircuit, indicates that the
differential effects of FHM1 mutations on excitatand inhibitory neurotransmission
may produce overexcitation in certain brain cowodi, but may leave the excitation-
inhibition balance within physiological limits intteers. To investigate whether FHM1
mutations might lead to an unbalance between daitaand inhibition towards
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excitation | collaborated with Alessandra Fabbro studying the excitatory and
inhibitory synaptic charge received by a layer R¥R cell in WT and R192Q KI mice
during ongoing network activity without any typestimulation.
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3.RESULTS

3.1 Characterization of excitatory and inhibitory connection
between pyramidal cellsand somatostatin interneuronsin GIN mice

| performed dual patch clamp recordings from cater pairs of pyramidal
(PYR) cells and SOWM interneurons of layer 2/3 of somatosensory coriex
thalamocortical GIN slice to study the excitatorgnoection onto these SCM
interneurons and reciprocal inhibitory connectibapplied saturating concentrations of
specific calcium channels blocker to establish ifmeolvement of calcium (C8)
channels in controlling the neurotransmitter redeat both excitatory and inhibitory
synapses between PYR cells and SGMerneurons.
During the presentation of the results | will dak fluorescent SOMinterneurons from
GIN mice GIN interneurons.
GIN interneurons were recorgnized on the basibeaif fluorescent emission; PYR cells
(selected around the fluorescent interneuron) weregnized by their morphology and,
when possible, by their firing properties at ingieg amplitude of current injections.

3.1.1 Characterization of excitatory connection between PYR cellsand
GIN interneurons

In dual patch clamp experiments | elicited actiateptial (AP) in the presynaptic PYR
cell with suprathreshold depolarizing current-iti@e pulses (7.5 ms duration) in
current clamp (V=-70 mV). Once a connected pair feasd, the synaptic response to a
train of 5 APs at 25 Hz was recorded in the posptin GIN interneuron (held at -70
mV in current clamp) for at least 30 consecutivadrat 15 s intervals.
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Figure 3.1. Biophysical properties of excitatory synaptic connection between PYR cell and GIN
interneurons.

On the left in the upper part: representation @& finst AP of the train of five AP elicited in the
presynaptic PYR cell; in the middle part five reqaetative unitary EPSPs (UEPSPSs) induced by tbie fir
presynaptic AP of consecutive trials and down beto®an uEPSP (EPSP) obtained by averaging several
UEPSPs of consecutive trials including the failures

On the right: histograms of EPSP, percentage dfiriaiand the coefficient of variation of the first
response recorded from 22 unitary connections.

| characterized the unitary postsynaptic poten(ialsPSPs) elicited in the postsynaptic
GIN interneuron by single APs in terms of mean amgé, percentage of failures and
coefficient of variation (figure 1).

The mean amplitude of UEPSP (EPSP) was obtainesdnaging uEPSPs including the
failures produced by at least 30 consecutive trald5s interval (0.32 ©.05 mV;
n=22).

The percentage of failures represents the numbgrosfsynaptic null responses to
presynaptic AP (62 8 %; n=22).

The coefficient of variation is the ratio betweédre thean amplitude and the standard
deviation of the amplitudes of the uEPSPs and sgmts the variability of the
amplitudes of the responses (1.88; n=22). This connection is characterized by a
large percentage of failure of the first respondactv reflect a low probability of
release.

Figure 3.2A shows the amplitude of the average EPB@®duced by a train of
presynaptic APs at 25 Hz as a function of the dtissaumber; as shown in this figure
the amplitude of the postsynaptic responses ineseaslicating the presence of short
term facilitation which is also evident in the gnagf the paired pulse ratio (PPR) which
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represents the ratio of the EPSP amplitudes evbkede second and the first AP in the
25 Hz train (figure 3.2B).
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Figure 3.2.Most excitatory connections are characterized by short term facilitation during a train
of action potentialsat 25 Hz (paired-pulseratio larger than 1).
A. Average EPSP amplitude produced by a train rekynaptic APs at 25 Hz as a function of the
stimulus number from 22 experiments (average EP&B2 +0.05 mV, EPSP 0.64 +0.09 mV, EPSP
1.13 +0.14, EPSP 1.38 +0.15, EPSP 1.71 +0.22 mV; n=22); inset: representative mean resparfis
one experiment to the presynaptic trains at 258-Histogram of the paired pulse ratio (PPR) meadur
in 22 experiments (average PPR2/1: 2@2).

3.1.2 Involvement of calcium channels in the control of glutamate
neurotransmitter release at the excitatory synapses between PYR cells
and GIN interneurons

Since the voltage-gated calcium channels involved the control of
neurotransmitter release at this excitatory synagse not known and given the
important role of P/Q-type calcium channels in FHMperformed a pharmacological
approach using saturating concentrations of speaélcium channel blockers to
determine the involvement of P/Q-type calcium cl@srat the excitatory synapse
between PYR cell and GIN interneurons.

The contribution of the P/Q-type calcium channelghe control of glutamate release
was investigated applying saturating concentratmfns-Agatoxin IVA (Aga) 400 nM

in the bath solution during consecutive trialstohslation at 25 Hz.

Figure 3.3 shows the effects of the specific P/@etgalcium channel blocker in a

representative experiment. The uEPSP amplitud@esgliby the fifth AP in the train
42



during consecutive trials as function of time befand after Aga toxin application in
the extracellular solution as indicated by the rmmtal red bar. The mean response
before Aga application, obtained by averaging 4&poeses, and after Aga application,
obtained by averaging 69 responses after 10 minateperfusion of saturating,
concentration of Aga are summarized in the inseepa

The histogram on the right show the average pesigentf inhibition of the EPSP
elicited by the first AP in the train from 5 uni§aconnections (percentage of Aga
inhibition: 100 _+0 %). -Agatoxin IVA (400 nM) completely inhibits the exatory
neurotransmission at the synapse between PYRmzIGHN interneurons

12 Aga 400nM 100 &

10 . 80
S £
s 8- 8
o o O €60
0N 6 A O <
o >
W 540

44 o 0) 3

,lo o O OO > 20

O
O
5 @ o 5 5
0 . — O N AT 0
0 10 20 30

time (min)

Figure 3.3. Effects of a saturating concentration of @-Agatoxin IVA on glutamate release at the
excitatory synapse between PYR cellsand GIN interneurons.

On the left. UEPSPs (elicited by the fifth AP i tinain) as a function of time in a representative
experiment in which a saturating concentration (AP0 of -Agatoxin IVA (Aga) was perfused in the
extracellular solution at the time indicated by himgizontal bar (each point was obtained as averfge
the UEPSPs in two consecutive trials). Inset: EB&Bre and after Aga obtained by averaging 43 &nd 6
responses. (% of inhibition of the EPSP elicitedh®yfirst AP in the train: 100 @; n=5).

Given the important role of the N-type of calciumhaanels in controlling
neurotransmitter release at some synapses (AlNatgbn, 2006), | performed the same
experiments in the presence of a saturating coratert (1 puM) of specific N-type
calcium channel blockew-Conotoxin GVIA (GVIA) in the extracellular solutio
(Figure 3.4).

The specific blocker of N-type calcium channelsilits a large fraction of synaptic
transmission at this excitatory connection (peragatof inhibition of the EPSP elicited
by the first AP in the train: 73 % %; n = 6).
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In conclusion both P/Q- and N- type of calcium aiela cooperate in controlling the
neurotransmitter release at the excitatory syndpssveen PYR cells and GIN

interneurons.
o GVIA 1uM 100
7A
o0
6 § 80|
=] ° 9 £ 60{| ©
o1, o :
W s ° g0 o S 40
= 10 o @) g
2 o © & 3
< °©% > og £ 20
17 e® o @ ©
o] QT © PO FRAVE L6
T T T T
0 10 20 30
time (min)

Figure 3.4. Effects of a saturating concentrations of m-Conotoxin GVIA on glutamaterelease at the
excitatory synapse between PYR cellsand GIN interneurons.

On the left. UEPSPs (elicited by the fifth AP i tinain) as a function of time in a representative
experiment in which a saturating concentratiom-@onotoxin GVIA (GVIA) 1 uM was perfused in the
extracellular solution at the time indicated by himgizontal blue bar (each point was obtained asame
of the UEPSPs in two consecutive trials). InsetSEBefore and after GVIA obtained by averaging 34
and 82 responses. (% of inhibition of the EPSRHtetidy the first AP in the train: 7353; n=6).
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3.1.3 Characterization of inhibitory connection between GIN
interneuronsand PYR cells

In dual patch clamp experiments | elicited actioateptial (AP) in the
presynaptic GIN interneuron with suprathresholdaligizing current-injection pulses
(7.5 ms duration). Once a connected pair was fotlmedsynaptic response to a train of 5
APs at 20 Hz was recorded in the postsynaptic P&Rhold at 0 mV in voltage clamp
for at least 30 consecutive trials at 15 s inteyval
| characterized the unitary inhibitory postsynaptierrents (ulPSCs) elicited in the
postsynaptic PYR cell by single APs in terms of mamplitude (61 +12 pA; n=21),
percentage of failures (104+%; n=21) and coefficient of variation of thesfiresponse
(0.50+0.08; n=21) as shown in figure 3.5.
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Figure 3.5. Biophysical properties of inhibitory connection between GIN interneurons and PYR
cells.

On the left in the upper part: representation @& finst AP of the train of five AP elicited in the
presynaptic GIN interneuron; in the middle partrfoepresentative unitary IPSCs (ulPSCs) induced by
first presynaptic AP of consecutive trials and doeiow mean ulPSC (IPSC) obtained by averaging
several ulPSCs of consecutive trials includingftikires.

On the right: histograms of IPSCs, percentage ifirta and the coefficient of variation of the first
response recorded from 21 inhibitory connections.

Red dots indicate experiments with values of %adtifes and CV far away from the mean values.

Figure 3.6A shows the amplitude of the average BP®@duced by a train of
presynaptic APs at 20 Hz as a function of the dtisimumber; as shown in this figure
the amplitude of the postsynaptic responses dexsdasdicating the presence of short
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term depression which is also eviden in the grdpthe paired pulse ratio (PPR) which
presents the ratio of the IPSC amplitudes evokethbysecond and the first AP in the
20 Hz train (figure 3.6B). From the PPR histogrdim clear that most of inhibitory
connections are characterized by a weak short tpression. However 3 unitary
connections showed a weak short term facilitatred @ots). The same connections are
also characterized by percentage of failures andi@i¢h larger than the mean values
(cfr red dots in figure 3.5)
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Figure 3.6 Most inhibitory connections ar e char acterized by short term depression during a train of
action potentialsat 20 Hz.

A. Average IPSC amplitude produced by a train esgnaptic APs at 20 Hz as a function of the stisulu
number from 21 experiments (average IR +12 pA, IPSG: 47 +9 pA, IPSG: 40 +7 pA, IPSG:

36 +6 pA, IPSG: 35 +6 pA); inset: representative mean response ok&periment to the presynaptic
trains at 20 Hz. B. Histogram of the mean paireldgratio (PPR) obtained by averaging PPR of 21
experiments (mean PPR2/1: 0.88.83).

Red dots indicate outliner experiments presentsal ialthe figure 3.5.

3.1.4 Involvement of calcium channels in the control of glutamate
neurotransmitter release at the inhibitory synapses between GIN
interneurons and PYR cells.

| performed pharmacological experiments with speaflcium channels blockers to
determine the contribution of different types olcaan channels in controlling the
neurotransmitter release at the inhibitory synapstaeen GIN interneurons and PYR

cells.
46



The application of a saturating concentration (40@) of Aga in the extracellular
solution during consecutive trials of stimulatiohfiee APs at 20 Hz shows that P/Q-
type calcium channels are very important in cofitrglthe neurotransmitter release at
GIN interneurons and PYR cells synapses: in fagtabverage percentage of inhibition
of the IPSC elicited by the first AP in the tranorh 5 unitary connections is 982+%
(n=5) (Figure 3.7).
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Figure 3.7. Effects of a saturating concentration of @-Agatoxin IVA on GABA release at the

inhibitory synapse between GIN interneuronsand PYR cells.

Left panel: ulPSCs (elicited by the first AP in thmin) as a function of time in a representative
experiment in which a saturating concentration (AM) of w-Agatoxin IVA (Aga) was perfused in the
extracellular solution at the time indicated by tiwizontal bar (each point was obtained as aveodge
the ulPSCs in three consecutive trials). Inset:QPt&fore and after Aga application obtained by
averaging 43 and 50 unitary IPSCs. (% of inhibitidrihe IPSC elicited by the first AP in the tra@8 +

2; n=5).

The involvement of N-type in the control of neuastsmitter release at this inhibitory
synapse was studied by applying saturating (1 pbdfcentrations okw-Conotoxin
GVIA (GVIA.

The application on GVIA in bath solution during sexutive trials of stimulation at 20
Hz reveals that GVIA inhibits 70 3 % of the IPSC elicited by the first AP in thaiir
(figure 3.8).
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Figure 3.8. Effects of saturating concentrations of w-Conotoxin GVIA on the GABA release at the
inhibitory synapse between GIN interneuronsand PYR cells.

Left panel: ulPSCs (elicited by the first AP in thmin) as a function of time in a representative
experiment in which a saturating concentrationgNI) of -Conotoxin GVIA (GVIA), was perfused in
the extracellular solution at the time indicatedthg horizontal bar (each point was obtained asagee
of the ulPSCs in three consecutive trials). InHe8C before and after GVIA application obtained by
averaging 27 and 98 unitary IPSCs.

Right histogram: percentage of inhibition of th&®elicited by the first AP in the train: 703+ n=4.

3.1.5 Characterization of firing properties of GIN interneurons.

To verify whether inteneurons in the outliner ceation (red dots figure 3.5 and
3.6) have different firing properties | analyzed #xcitability properties of interneurons
of which | studied the excitatory or inhibitory awections with PYR cells. Excitability
properties of GIN interneurons were studied bydtifg increasing amplitude current
steps in these interneurons held at -70 mV in agckamp.
Blue and green dots represent two typical firing=dN interneurons characterized by
excitability properties almost opposite betweerhaatbers.
| analyzed the parameters of the first action peaemduced in a GIN interneurons by
1 s pulse of suprathreshold current injection; &g8.9A shows the resting potentials,
the AP threshold, the spike width at half heightl dhe amplitude of AHP; all these
parameters analyzed show a uniform distributiordifferent excitability properties.
Moreover GIN interneurons of outliner inhibitorymamections marked by red dots are
characterized by firing properties similar to otirerneurons.
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Figure 3.9. Excitability properties of GIN interneurons of connected pairs with PYR cell of layer
2/3 of somatosensory cortex.

Red dots represent outliner inhibitory connectibighlighted in figures 3.5 and 3.6. Blue and grdets
show the parameters of the two representativedfinecorded from two different GIN interneurons
represented on the left.

A. Excitability properties of the first action patéal induced in GIN interneurons (in current claatp-
70 mV) by a 1 s pulse of suprathreshold currergciipn. Resting Potential: -66,0 &;5 mV, n=31;
Action Potential Threshold: -45,6 8,5 mV, n=31; Spike Width at Half Height: 0,780402 ms, n=31;
After Hyperpolarization Amplitude (AHP): 11,76;3 mV, n=31.

B. Excitability properties of GIN interneurons (@urrent clamp at -70 mV) in response to a puls8 of
times suprathreshold current injection. Firing freqcy (first) was obtained as the inverse of thgt fi
interspike interval (95 6 Hz, n=31). Spike frequency adaptation was obthias the ratio between the
first and last interspike interval (0,350102; n=31). Spike amplitude adaptation was okthias the ratio
between the last and the fist AP amplitude (0,76,81; n=31); Input Resistance: 2302 MQ, n=31.

Figure 3.9B show the distribution of excitabilityoperties of GIN interneurons at high
rates of current injections: in particular | anagizfiring frequency first (the reverse of
the first interspike interval), the spike frequeragaptation (the ratio between the first
and the last interspike interval) and spike amgbtadaptation (the ratio between the
last and the first AP amplitude) and input resistan found that GIN interneurons
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display more heterogeneity at high rates of fippegameters such as firing frequency,
spike frequency and amplitude adaptation and inpmdistance. However GIN
interneurons of outliner inhibitory connections shfiring properties similar to other
GIN interneurons.

In conclusion GIN interneurons in the outliner ceations don’t show excitability
properties different from those of most internewon
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3.2.1 Spontaneous excitatory and inhibitory activity recorded from
layer 2/3 PYR cell of primary somatosensory cortex in WT mice

We recorded spontaneous excitatory and inhibitppstsynaptic currents
(SEPSCs and sIPSCs respectively) from layer 2/3 R¥R in the presence of
spontaneous ongoing network activity.

Slices were incubated in a modified ACSF (artifict@rebrospinal fluid) that more
closely mimics rodent brain interstitial fluid.

To isolate the excitatory and inhibitory activitytimout using drugs, which would alter
the network activity, we recorded the sEPSCs ag¢rsal potential for the inhibitory
input (-79 mV) and the sIPSCs at the reversaltierexcitatory input (+ 10 mV) with a
cesium containing intracellular solution.

Voltage clamp recordings of sEPSC from WT mice ads@ two types of activity
(figure 3.10): the first type of activity is chatagzed by spontaneous postsynaptic
currents (sPSCs) which arise from uncorrelated ramdilom spontaneous activity of
presynaptic excitatory neurons which make synapseés the patched PYR cell; the
second type of activity is characterized by highphtude large bursts of SPSCs which
arise from correlated activity of a large populatiof presynaptic connected neurons
generated perhaps through network mechanisms.
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Figure 3.10. Representative recording in voltage clamp of SEPSCsfrom a layer 2/3 PYR cell of WT
mice revealstwo type of activity.

Up trace: 60 s recording of SEPSCs from a layePXR cell revealing two completely different typefs
activity expanded down below.

Down traces: representative expanded traces ofvibetypes of activity; on the left there’'s 3 s bt
correlated activity of large excitatory bursts witlgh amplitude; on the right 1.2 s of the uncared
activity composed by low amplitude random inputs.

Similarly recordings of sIPSCs from layer 2/3 PY&Ig in voltage clamp revealed two

types of activity (Figure 3.11): the first one cheterized by spontaneous postsynaptic
currents (sPSCs) which arise from uncorrelated ramdlom spontaneous activity of

presynaptic inhibitory interneurons which make fg&s onto the recorded cell; the
second one characterized by high amplitude largstbwf sPSCs which arise from

correlated activity of a large population of presgtic connected interneurons

generated perhaps through network mechanisms.
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Figure 3.11. Representative recording in voltage clamp of sIPSCsfrom alayer 2/3 PYR cell of WT

30 pA

micerevealstwo type of activity.

Up trace: 60 s recording of sSIPSCs from a layerPYR cell revealing two completely different typefs
activity expanded down below.

Bottom traces: representative expanded traceseofvtb types of activity; on the left there’'s 3 sthé
correlated activity of large excitatory bursts witlgh amplitude; on the right 1.2 s of the uncared
activity composed by low amplitude random inputs.

3.2.2 Large bursts occur synchronoudy in nearby PYR cels and
generate up statesin current clamp

Dual patch-clamp recordings from 2 nearby layer R¥R cells of SEPSCs (at
the reversal potential for inhibitory inputs) ineogell (cell 1 in figure 3.12) and sIPSCs
(at the reversal of excitatory inputs) in the otbelt (cell 2 In figure 3.12) show that the
large excitatory and inhibitory bursts of correth&ctivity occur synchronously in the
two distinct PYR cells suggesting that they areegaeted by network recurrent activity
involving large population of connected presynaptxcitatory and inhibitory neurons
(figure 3.12). In contrast, the uncorrelated sP8&sr asynchronously suggesting that
they are generated by asynchronous firing actigit)connected presynaptic neurons
besides AP-indipendent miniature PSC. (figure 3.12)

The large excitatory and inhibitory bursts of atyivare characterized by amplitudes
that are linearly correlated indicating that thegé& the excitatory drive the larger is
inhibitory drive.
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Figure 3.12. Large bursts of SEPSCs and sIPSCs occur synchronoudy during ongoing network

activity whereas uncorrelated excitatory and inhibitory activities are not synchronous.

Up trace. 60 s recording of sSIPSCs from a layerPYR cell revealing two completely different typeafs
activity expanded down below.

Bottom traces: on the left expanded 3 s of cordlaictivity of large inhibitory burst recorded frahre

first PYR cell that occurs synchronously with tlaegle excitatory burst recorded from a second nearby
PYR cell; on the right 1.2 s of uncorrelated intuky activity which occurs asynchronously with the
uncorrelated activity recorded by the second neBiR cell.

This reflects the architecture of local corticakaits, in which PYR cells are connected
to other PYR cells (positive feedback loops) andntubitory interneurons (negative
ffeback loops) in a way that dynamically maintathe excitation-inhibition balance
during cortical network activity.

Dual patch-clamp recordings in current clamp in BiY& cell (cell | in figure 3.13) and
in voltage clamp in the other (cell 2 in figure 3)1reveal that large amplitude
membrane potential fluctuations associated witlkisgi activity (resembling the "up
states" recordeth vivo during anesthesia and quiet wakefulness; Steadd.,1993)
occur synchronously with the large bursts of sP8@sire 3.13). The up states are
driven by the large barrages of synaptic potentgdserated through the recurrent
network mechanisms that underlie the large sPSGishu
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Spontaneous firing activity is not present durirayvd states indicating that layer 2/3
PYR cells do not show non-synaptically driven im$rc firing and that the uncorrelated
synaptic activity is not sufficient to elicit APs these cells.

Figure 3.13. Bursts recorded in voltage clamp from 1 PYR cell are correlated with the up-states
recorded in current clamp from another nearby PYR cell.

Upper trace: current clamp 60 s recording from BN& cell hold at resting potential.

Down trace: 60 s of voltage clamp recording fronmemrby PYR cell in which sIPSCs have been
recorded. Large bursts of PSCs (inhibitory and tekaiy) underlie the UPS recorded in current clamp.
Spike activity recorded in current clamp is presamy during UPS.

On the basis of dual patch clamp recordings Aledsari-abbro established some
threshold values of amplitude and duration to dgtish the correlated synchronous
activity of large bursts from the uncorrelated atyonous PSCs to analyze these two
different types of activity in separate way.

3.2.3Excitatory and inhibitory uncorrelated asynchronous sPSCs in
PYR cellsof WT and R192Q FHM 1 K| mice.

As mentioned the uncorrelated sEPSCs include mirdedEPSCs (MEPSCs) due
to stochastic neurotransmitter glutamate releadeAdtidriven excitatory inputs due to
spontaneous asynchronous firing of connected @gcjtémainly PYR) neurons.

We obtained the total uncorrelated excitatory sticapharge by integrating the

uncorrelated SEPSCs over the total recording timsices of WT and R192Q KI mice.
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We found that the total excitatory synaptic chagfeuncorrelated asynchronous
SEPSCs is larger in R192Q KI mice compared to Wentffigure 3.15A). Previous
studies on mEPSC showed that frequency and ameldatichEPSCs were not altered in
R192Q KI mice (Tottene et al., 2009) indicating tldsence of homeostatic
compensatory mechanisms (Turrigiano and Nelson408dditionally the synaptic
charge of the mEPSC which represent a large fraaifathe asynchronous excitatory
synaptic charge (dotted line in figure 3.14A) wasltered.

These findings suggest that the increase in uneteeasynchronous charge of SEPSCs
is due to an increase in the AP-drive excitatopuis.

The increase in the asynchronous excitatory synabtarge onto PYR cells found in
R192Q KI mice is consistent with the enhanced ghat® release, and increased
excitatory synaptic transmission found at PYR csjisapses of KI mice (Tottene et al,
2009).

The uncorrelated inhibitory PSCs include miniatlR8Cs (mIPSCs) due to stochastic
AP-independent GABA release and AP-driven inhilyitorputs due to spontaneous
asynchronous firing of different types of neighibgriconnected interneurons. We
obtained the total uncorrelated inhibitory synapih@rge by integrating over the total
recording time the uncorrelated sIPSCs in slicea#/@fand R192Q Kl mice.

We found that the inhibitory synaptic charge of amelated sPSCs is not altered in Ki
mice

mIPSCs were recorded by applying TTX (0.2 uM), AGJ uM) and NBQX (2 uM) in
the bath solution to block voltage-dependent blaannels, AMPA, NMDA and kainate
glutamate receptors. | found that mIPSC frequernmy amplitude are unaltered in
R192Q KI mice suggesting the absence of homeostatiopensatory mechanisms
(mIPSC amplitude WT: 21.1 +.4 pA, n = 6 vs KI: 20.4 4.5 pA, n=6; p = 0.75.
mIPSC frequency WT: 7.4 £.5 Hz, n = 6 vs KI 5.5 9.5 Hz, n=6; p = 0.24). The
miniature inhibitory synaptic charge representsuat&® % of the total asynchronous
inhibitory charge as represented by dotted linégare 3.14B and are similar in WT
and KI mice.

The unaltered uncorrelated inhibitory synaptic drisnto KI PYR cells is consistent
with unaltered inhibitory transmission at synapseBS and other types of intemeurons
contributing to the sIPSCs (including the intemegréhat show spontaneous intrinsic
firing, that are not FS intemeurons because th@seneurons do not show spontaneous
intrinsic firing in our experimental conditions).
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Figure 3.14. The synaptic charge of uncorrelated asynchronous sEPSCsis increased in R192Q K
mice wher eas the synaptic charge of uncorrelated asynchronous slPSCsisunaltered.

A. Representative uncorrelated asynchronous sER8@wdings (1s) from WT and Kl mice. The
histogram represents SEPSC synaptic charge caduéet the integral over the total recording time of
uncorrelated asynchronous activity (mean excitasgnaptic charge WT: 24  pC/min, n=17 and Kl 31

+ 2 pC/min, n=19); mEPSCs and mIPSCs synaptic chamge calculated as the integral over the
recording time of MEPSCs and mIPSCs from WT andride in presence of specific toxins in bath
solutions. Since miniature synaptic charges wemelai between WT and Kl mice, we pulled together
those values to obtain an averaged excitatory ahibitory miniature synaptic charge (mean synaptic
charge of mMEPSCs: 21.6 1+7 pC/min; n=8; mean synaptic charge of mIPS38:219 pC/min; n=1p

3.2.4Spontaneous synchronous bursts of sPSCs in layer 2/3 PYR cells
of WT and R192Q FHM 1 K| mice

We calculated the integrals of all the bursts oWer total recording time to
measure the totagxcitatory and inhibitory burst charge onto the salayer 2/3
pyramidal cell.

We found that both the total excitatory burst cleaagd the total inhibitory burst charge
are increased in R192Q KI mice (figure 3.15A). Tia¢io between excitatory and
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inhibitory synchronous charges, obtained from threamof the ratio between the total
excitatory and inhibitory burst charge of every esiment, results unaltered in R192Q
Kl mice (figure 3.15B). This findings suggest tHatM1 mutations don’t alter the
excitation-inhibition balance during spontaneousvoek activity.
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Figure 3.15. Total excitatory and inhibitory burst charges are increased in R192Q K1 mice wher eas
their ratioisunaltered in KI mice.

A. total excitatory and inhibitory burst chargelctdated as integrals of all the excitatory bustsr the
total recording time, is increased in R192Q Kl misEPSCs bursts: WT 0.440t77 nC/min, n=10; Kl
1.00 +0.12 nC/min, n=13, p < 0.01; sIPSCs bursts: WT6 1t80.34 nC/min, n=10; Kl 4.35 0.63
nC/min; n=13, p < 0.01).

B. The ratio of total synchronous excitatory aniiliitory synaptic charge is unaltered in R192Q Kt¢en
(total SESPC/sIPSC burst charge: WT 0.2563, n=10; K1 0.26 0.03).

The maintenance of excitation-inhibition balancermy synchronous correlated activity
is confirmed by the analysis of the mean instardaseynaptic charge calculated as the
integral of each burst over its duration; in facttbthe instantaneous excitatory synaptic
charge (WT 76_+10 pC/s, n=10; Kl 79 _+7 pC/s, n=13; figure 3.17A) and the
instantaneous inhibitory synaptic charge (WT 30&3+pC/s, n=10; 336 88 pCl/s,
n=13; figure 3.17A) are similar in WT and R192Q idice. Indeed the ratios between
instantaneous excitatory and inhibitory synaptiarges (figure 3.17C) are similar in
WT and KI mice but also similar to the ratio betweke total excitatory and inhibitory
burst charge. These results suggest that the seiaahe total excitatory and inhibitory
synaptic charge bursts in R192Q KI mice is not tuan increase in the instantaneous
burst charge.
The analysis of burst frequency and duration shihas the increase is due mainly to
higher frequency of the synchronous bursts in R1%Qhan in WT mice (figure
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3.17A) whereas it's not clear if bursts duratior arcreased in R192Q Kl mice (burst
EPSC duration: WT 5.1 6.4, n=10; Kl 5.8 4.4, n=10; p >0.05. Burst IPSC duration:
WT 5.2 +0.4, n=10; Kl 6.3 9.4, n=13; p<0.05).

The increase in frequency of excitatory and inbityitbursts confirm previous data
obtained in this laboratory studying the freques@é up states in WT and R192Q KI
mice (UPS frequency WT 1.55(:11, n=21 ; Kl 1.99 9.13, n=26; p <0.05; Fabbro et
al., unpublished data).
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Figure 3.17. I stantaneous excitatory and inhibitory burst chargesare similar in WT and in KI mice

A. Mean instantaneous excitatory and inhibitorydbaharge obtained averaging the mean ratios batwee
the integral of each burst and its duration (insta@ous excitatory burst charge WT _780-pC/s, n=10;

Kl 79 + 7 pC/s, n=13; instantaneous inhibitory burst chawgT 308_+43 pC/s, n=10; 336 88 pC/s,
n=13).

B Istantaneous excitatory inhibitory charge buedtor obtained averaging the mean ratios from séwera
experiments (WT 0.26 6.03, n=10; Kl 0.26 0.03, n=13).

The increase of burst frequencies in R192Q KI nkéagls to an important functional
consequence of R192Q mutation: there’s an incrgase fraction of time spent by the
cortical network in the spontaneous synchronousiggctalculated as the sum of burst
durations over the total recording time (time ofieatory synchronous network activity
WT 9.6 +0.9 %, n=10; KI 20.6 4.2 %, n=13; p< 0.001. tine of inhibitory synchooss

network activity WT 10.6 4.2 %, n=10; KI 21.2 4.3, n=13; p < 0.001. figure 3.18B).
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Figure 3.18 theincreasein the total excitatory and inhibitory burst chargein R192Q KI miceisdue
to an increase in frequency of synchronous bursts which leads an increase in the fraction of time
spent in synchronous activity by the cortical network.

A. histograms of excitatory (on the left) and initoby (on the right) burst frequency showing anrease
of frequency in KI mice (excitatory burst frequené4T 1.18 +0.09; n=10; Kl 2.18 .12, p < 0.001;
inhibitory burst frequency 1.256-12, n=10; KI 2.03 0©.11, n=13, p <0.001).

B. Histograms of percentage of time spent in symehous excitatory (on the left) and inhibitory (dne
right) network activity showing an increase in Kice (time of excitatory synchronous network activit
WT 9.6 +0.9 %, n=10; Kl 20.6 4.2 %, n=13; p< 0.001. tine of inhibitory synchoois network activity
WT 10.6 +1.2 %, n=10; KI 21.2 4.3, n=13; p < 0.001)
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4. DISCUSSION

4.1 Study of excitatory and inhibitory synaptic transmission between
pyramidal cell and fluorescent somatostatin-expressing inter neurons

The first aim of this thesis was to characterizeagyjic transmission between
PYR and another type of inhibitory internerneursomatostatin (SOM)-expression
interneurons (Martinotti cells, MC), and to establwhether P/Q-type Ca2+ channels
are involved in controlling neurotransmitter releas the excitatory PRY-SOM synapse
and inhibitory SOM-PYR synapse.
We took advantage of a particular strain of tranggemice (GFP-expressing
interneurons, GIN) which expresses EGFP in a suldptipn of somatostatin-positive
(SOM") interneurons (GIN interneurons).
The excitatory synaptic connections between PYR aetl GIN interneurons are
characterized by a strong facilitation that growsndtinearly in response to 5
presynaptic APs at 25 Hz (paired pulse ratio, PPR2/3 +0.2; n=22; the response
elicited by the fifth presynaptic AP is five timesger compared to that elicited by the
first AP). This indicates that interneurons candbiciently recruited by PYR cells
during high-frequency network activity.
The inhibitory connection between GIN inteneurond RYR cells is characterized by a
relatively weak short-term depression in response presynaptic APs at 20 Hz stimuli
(PPR2/1: 0.83_+0.3; n=21; the response elicited by the fifth pregptic AP is
decreased by about 40% compared to that elicitatidyirst AP). Tottene et al., (2009)
showed that at the inhibitory synapse between KERYR the response to the fifth
presynaptic AP is decreased by about 60% compartdgtfirst response. This suggests
that during sustained activity GIN interneurons gdnbit PYR cells for a longer period
than FS interneurons.
The data on short term depression and facilitatioggest that SOMnterneurons could
be particularly important to prevent over-excitatauring sustained cortical activity.
In addition to this weakly depressing inhibitorynapses | also found that there is a
minority of inhibitory synaptic connections thathéxit a weak synaptic facilitation.
This could be due to the heterogeneity that chariaetthe SOM+ inteneurons.
Several groups have demonstrated that the fluanesoéerneurons SOM+ can be
divided in different groups according to firing anehorphological properties

(Halabinsky et al., 2006; McGatrry et al., 2010).
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The heterogeneity in the interneurons expressing @&fect that GIN mice have been
created by pronuclear microinjection of trangene”ADhhich is integrated randomly in
the mouse genome.

Nevertheless all the SOM+ interneurons studiedhigthesis had very similar intrinsinc
excitability properties and this is shown by asayof firing properties of all
fluorescent SOM+ interneurons recorded (n=54, hows). We cannot exclude that
other properties of SOM+ interneurons, not invedtd in this thesis, may account for
the heterogeneity found in the inhibitory connemasio

| used a pharmacological approach to determinectiméributions of C& channels at
both excitatrory and inhibitory synapse between RMER and GIN interneurons. By
evaluating the fraction of inhibition of the syn@aptesponses by-agatoxin IVA
(specific pharmacological blockers of P/Q-type’Cehannel), | showed that P/Q-type
Cd"* channel play a predominant role in controlling tekease of glutamate and GABA
at both excitatory PYR-SOM and inhibitory SOM-PY¥hapses. Interestingly blocking
N-type C&" channels withn-conotoxin GVIA also inhibited a large fraction pbst-
synaptic potentials or currents at both excitatmg inhibitory synapses between GIN
interneurons and PYR cells. These results indiaaeperadditivity on EPSP and IPSC
inhibition by w-agatoxin IVA andw-conotoxin GVIA. Small changes in amplitude or
time course of the local concentration of intradell C&* within the synaptic terminals
are very effective in modulating the amount of sraitter released. Considering the
nonlinear power relationship between presynapti¢* Gaflux and neurotransmitter
release (Scheneggenburger and Neher, 2000) theasldgesity of fractional EPSP or
IPSC inhibition by the two toxins indicates thatQPAnd N-type Ca2+ channels
cooperate in controlling the neurotransmitter re¢eat both excitatory and inhibitory
synapses between PYR cells and SOherneurons.

Given the predominant role of P/Q-type ?Cachannels in controlling the
neurotransmitter release at both excitatory antbitdny synapses, it will be interesting
to study excitatory and inhibitory neurotransmissio GIN mice carrying R192Q
FHM1 mutation. Tottene et al., (2009) previouslpwkd that the gain of function of
glutamate release found at PYR-FS synapses in RK92G)ce is due to an increase of
probability release at these synapses. A similar ghfunction could be hypothesized
at the PYR-SOM+ synapses. An increase in the relpasbability could reduce short
term facilitation or even reverse it to depressibareby altering the whole network
activity.
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Regarding the inhibitory connection between SOM# &YR cells, if the unaltered
inhibitory neurotransmission at FS-PYR synapsesipusly observed by Tottene et al.
(2009) is a general feature of cortical inhibitasynapses, an unaltered inhibitory
neurotransmission could also be expected also aM™S®YR synapses. These
hypothesis is partially confirmed by the analysis spontaneous synaptic activity
presented in this thesis (see next paragraph).

4.2 Study of the total amount of excitatory and inhibitory synaptic
charge onto a pyramidal cell

To test the general hypothesis that FHM1 mutatiomght lead to an unbalance between
inhibition and excitation towards excitation | irstgated the excitatory and inhibitory
amount of charge received by a layer 2/3 PYR cefind) ongoing network activity
without any type of stimulation. Voltage clamp resiogs of spontaneous excitatory
and inhibitory activity showed the presence of tyjges of activities.

1) The first one is represented by uncorrelatedtshat occur asynchronously in two
pyramidal neurons recorded simultaneously. Thisowetated spontaneous post
synaptic currents (sPSCs) are due to uncorrelabedg f activity of connected
presynaptic (excitatory and inhibitory) neuronsgd ao AP-independent mimiature post
synaptic currents (mPSCs) which are due to stochasturotransmitter release at
synaptic terminals.

| found an increase in uncorrelated excitatory pyicacharge in R192Q Kl compared to
WT mice. This increase reflects an increase insthraptic charge due to spontaneous
spiking output of connected excitatory (mainly pyrdal) neurons, as mEPSC synaptic
charge was similar between WT an KI mice. The iaseel uncorrelated excitatory
synaptic drive onto KI pyramidal cells is consigtenth increased excitatory synaptic
transmission at recurrent PYR cell synapses anfiromand extends the finding of
enhanced evoked glutamate release at PYR cell sgaagy KI mice (Tottene el., 2009).
By contrast, the total uncorrelated inhibitory gyti@ charge onto individual PYR cells
was similar between Kl and WT mice. About 50% oistlincorrelated inhibitory
synaptic charge is due to spontaneous spiking outfu connected inhibitory
interneurons (MIPSCs). The unaltered uncorrelatédbitory synaptic drive onto Ki
PYR cells is consistent with unaltered inhibitorgrtsmission at synapses of FS and
other types of intemeurons contributing to the €lBSDespite the relative unbalance
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towards excitation in the R192Q KI mice, the unetated synaptic inputs remain
below firing threshold at resting potential duridgwn states in layer 2/3 PYR cells in
both WT and KI mice.

2) The second type of activity is generated byelated activity of a large population of
connected presynaptic (excitatory and inhibitorgumons through recurrent network
mechanisms. We have shown that these large bulisieee by the spontaneous
synchronous network activity underlie the fluctoas of membrane potential in current
clamp similar to the up states recordedvivo andin vitro (Sanchez-Vives and
McCormick, 2000; Steriade et al., 1993).

| also showed an increase in the total correlatedtagory and inhibitory synaptic
charge (generated through recurrent network mestr)iin RI92Q KI compared to
WT mice.Theratio of the total synchronous excitatory and iitoity synaptic charges
on individual PYR cellss uralteredin the R192CKI mice. A similar value is obtained
for the ratio of the instantaneous excitatory amulhitory synaptic charges within the
individual PSC bursts. The instantaneous excitatggnaptic charge and the
instantaneous inhibitory synaptic charge duringsé¢hbursts were both similar in WT
and KI mice. These findings indicate that during #pontaneous network activity the
excitation-inhibition balance is not altered in RIPKI mice.

The increase in the total excitatory and inhibiteyyaptic charges is mainly caused by
increase in frequency of the synchronous burst&limmice. This change in burst
frequency leads to an increase of the fractionré tspent by the cortical network in
spontaneous synchronous activity. This importanttional consequence of the FHMI
mutation is supported by current clamp recordingggomed in our laboratory which
have shown an increase in the fraction of time spgnPYR cells in up states as a
consequence of both an increased frequency antiatucd the up states.

It remains to be established whether the unbalafdke uncorrelated synaptic inputs
onto pyramidal cells towards excitation and theaase in the fraction of time spent by
the cortical network in spontaneous synchronousvigctin RI92Q KI mice are
correlated and causally linked.

In conclusion, FHM1 mutations do not alter the &ttn-inhibition balance during the
spontaneous synchronous network activity that gaeerthe up states and, as a
consequence, they produce relatively small almatiof the spontaneous synaptically
driven spiking activity of cortical PYR cells.

These data suggest that in normal conditions tifereintial effects of FHM1 mutations
on excitatory and inhibitory neurotransmission negve excitation-inhibition balance
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within a range of physiological limits. It would beteresting to study whether the
excitation-inhibition balance can be disrupted dgriactivity evoked by prolonged
repetitive thalamic and/or local extracellular silation (that might mimic the
condition of intense, long-lasting sensory stimolat which is one of the known
migraine triggers).
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5. MATERIALSAND METHODS

5.1 Experimental proceduresfor the study of spontaneous activity

5.1.1 Animals

The study of spontaneous activity was performeagudNT C57BI/6J mice
(genetic background: 87.5 %) and the correspon#ihgtrains carrying the G&.1
R192Q FHM1 mutation in omozygosis as describedan den Maagdenberg et al.
(2004).

These strains are distributed by The Jackson |&roza.

Experiments were made from postnatal day 16 to 18.

All experimental procedures were carried out inoadance with the Italian Animal
Welfare Act and approved by the local authorityevieiary service.

5.1.2 Coronal dices solutions

Standard Atrtificial Cerebrospinal FluigsACSF): MgC} 1 mM, CaC} 2 mM,
NaCl 125 mM, KCI 2.5 mM, NaHC©25 mM, NaHPO, 1,25 mM, glucose 25 mM,
minocycline 50 nM saturated with 95% @nd 5% CQ (pH:7.4).
Gluconate Cutting Solutio(GCS): K gluconate 130 mM, KCI 15 mM, EGTA 0,2 mM,
HEPES 20 mM, glucose 25 mM, kynurenic acid 2 mMnagicline 50 nM saturated
with 100% Q (pH:7.4).
Mannitol Cutting SolutiofMCS): D-mannitol 225 mM, glucose 25 mM, KCI 2i/dv,
NaH,PO, 1.25 mM, NaHC® 26 mM, CaCJ 0,8 mM, MgC} 8 mM, kynurenic acid 2
mM, minocycline 50 nM saturated with 95% é&nd 5% CQ (pH:7.4).
GCS, MCS e sACSF contain minocycline (SIGMA M9514 ynicro-glia inhibitor, to
prevent immunitari responses. GCS and MCS contamutdenic acid (Tocris 0223), a
NMDA receptor blocker.

5.1.3 Slices preparation

The slicing protocol has been developed by Dr StepiDieudonnégcole Normale de
Paris) working in Prof Philippe Ascher’s group. This prool is characterized by the
presence of the GCS (described in Dugué et al.5)20@¢hich mimics neuronal
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intracellular ionic composition to enhance the kexryg of neurons. The concentration of
extracellular calcium is set to 0 mM to preventno@al activity.

Animals were anestethized with isofluoran and diatg. The brain was quickly
removed and put in the ice-cold SACSF. A cut pedpmrar to the anteroposterior axis
was made to remove the cerebellum and to createna gurface for the coronal slice
preparations.

Cutting was made on the coronal plane in ice-coldSGwith a vibratome (Leica
VT1000S). Acute coronal slices containing the Haroetex (350 um thick) were then
transferred at room temperature for 1 minute in M(@8aracterized by a ionic
composition intermediate between GCS and sACSK)esShere then transferred in
SACSF at 30 °C for 30 minutes and finally at ro@mperature for another 30 minutes
to allow neurons recovering from the cutting praged Each slice wakien maintained
for at least 20 minutes in the recording solutiomfobe being used for
electrophysiological recordings

5.1.4 Microscope

Slices observations and recordings were made withugright microscope
(Nikon Instruments, Eclipse E600FN) under infragfierential interference contrast
(IR DIC).

Slices were first visually inspected with a 10X exdijve and then with a water
immersion objective (60X) for a detailed observatiof cells and for the
electrophisiological recordings.

Two CCD cameras (Hamamatsu Photonics K.K., Hitaeiye connected to the
microscope for a live view acquisition on two drifat displays.

Blue light was used to see fluorescent neurondass

The microscope was equipped with a fluorescence land a FITC filters combination
that allowed to detect epi-fluorescence signalsnfleGFP-expressing interneurons in
GIN (GFP-expressing interneurons) mice slices.

5.1.5 Patch clamp technique

The patch clamp technique allows single channeVlusle cell currents to be recorded
with the advantage of controlling the intracellutlaedium. A glass micropipette with
an open tip diameter (~1-2 um) is filled with aumn that is usually matching the
ionic composition cytoplasm. A silver chloride wigein contact with this solution and
conducts electrical currents to the patch clamplifieyp A high resistance seal between
the pipette and the cell membrane (giga-ohm) iséal by pressing the pipette against
the membrane (figure 2.14A) and by applying a lighttion through a suction tube

connected to the pipette holder (figure 2.8). Thgh hresistance of this seal makes it
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possible to record currents with high resolutiod &ow noise. Once the giga—ohm seal
is established (figure 2.14B left), the positivegsure previously applied to the pipette
is released. The whole cell configuration was taelmieved by applying further suction
to trigger the rupture of the membrane patch (Bg@rl4B right). In the whole cell
configuration, the membrane is ruptured and theotithe pipette is sufficiently wide
(around 1 pum diameter) to allow the washout of ¢iiplasm with a time constant
described in section 2.2.8). After this time, timracellular fluid can be considered
equal to that of the intracellular medium contairethe pipette.

The patch-clamp techniqueffers the possibility to perform experiments inotw
different configurations: the voltage-clamp and ¢herent-clamp.

The voltage clamp method

The voltage clamp method (or voltage clamp recgrdimode) allowed recording of
ionic currents across the cell membrane at a fu@thge and was used to record post
synaptic currents in response to stimulations. dhage clamp mode, the electrode is
held at a certain command potential while measugngents flowing down the
electrode. This is achieved by a current-voltageveder that produces a voltage output
that is proportional to the current input.

The current clamp method

The current clamp method (or current clamp recgrdimode) allowed recording the
membrane potential by injecting current into a d¢bhough the recording electrode.
Unlike the voltage clamp mode where the membrartenpial is held at a voltage
determined by the experimenter, in the current planode, the membrane potential is
free to vary and the amplifier records spontanewvalage variations or voltage
deflections evoked by stimulations. Similarly t@ tholtage clamp recording mode, the
current flow through the electrode produces a wgeltdrop across the electrode that
depends on the product of the current and of teesteace of the electrode and this
voltage drop will add to the recorded potential.cirrent clamp mode, the bridge
balance control is used to balance out this voltdgge so that only the membrane
potential is recorded.

5.1.6 Patch clamp set up and recordings

During the experiments, the slices were put inhanter and continuously
perfused with fresh extracellular solution satutatéth 95% O2 and 5% CO2 at 3
ml/min.

Extracellular solution, modified Artificial Cerelspinal Fluid (mACSF): NaCl 125
mM, KCI 3,5 mM, NaHCQ 25 mM, NaHPQ, 1,25 mM, MgC} 0,5 mM, CadGl 1 mM,
glucosio 25 mM. saturated with 95% ©5% CQ (pH a 7.4).
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Intracellular solution: KCI 6 mM, Cs metansulfondt&4 mM, HEPES 10 mM, Na
phosphocreatine 10 mM, MgATP 4 mM, NaGTP 0,3 mMgchiin 0,1 % (pH 7.25 with
CsOH, osmolarity 300 mOsm).

The extracellular solution (MACSF) differs from teB&CSF solution because of a

concentration of K ions slightly higher and a lower concentrationGef* and Md*
ions which make mACSF more similar to the cerebr@ddluid than sACSF solution
(Chutkow et al., 1974, Zhang et al., 1990). Undersé conditions the spontaneous
activity of cortical circuitry is increased compdr® that observed in the presence of
standard solution (Sanchez-Vives et al., 2000).

Electrical signals were recorded through a Multigiea700B patch-clamp amplifier and
digitized using a Digidata 1322A interface and p@jasoftware (all from Axon
Instruments). Signals were low-pass filtered at B2z kand sampled at 10 kHz.
Experiments were performed at room temperature.(RT)

The pipettes for patch-clamp were obtained fronobiticate capillaries (Wiretrol Il 5-
000-2050) using the puller P-95 (Sutter Instrumenfhe resistance of pipettes in the
bath ranged between 3 and XM

Liquid junction potential (LJP) measured at theepip tip was -9 mV (calculated: -10
mV). LJP should be added to all voltages to obtha correct values of membrane
potential in whole-cell recordings.

Recordings of spontaneous activity were performedager 2/3 pyramidal (PYR) cell
of somatosensory cortex (barrel cortex) from 350 aoute coronal slices. The cells
recorded were deeper than 45 um from the surfatle avidendritic arviborization
almost parallel to the plane of the cut.

PYR neurons were visually identified wyangular soma with two basal dendrites, an
apical dendrite which elongates to the layer 1 #ralaxon spreading in the deeper
layers or other cortical regions and voltage-clathpe the Clreversal potential (-79
mV) for excitatory postsynaptic currents (EPSCsgordings and at the reversal
potential for excitatory currents (+10 mV) for iblibry postsynaptic currents (IPSCs)
recordings, with no series resistance (Rs) compensévoltage values not corrected
for LIJP; Rs was below 28 fMwith less than 25% variation).

For dual, simultaneous patch-clamp experimentds(é&#l-140um apart), the internal
solution used for the cell from which IPSCs wereorded was the same as described
above; the one used for EPSC recordings differddan114 mM Cs-methanesulfonate
was substituted by 114 mM K-gluconate. Spontan&RESCs and IPSCs were recorded
for 3-8 minutes (LJP: -12 mV)
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Miniature inhibitory post synaptic current mIPSCsre recorded at the reversal for
excitatory inputs (sampling 10 kHz; filter 2 kHZfea spontaneous activity recording
on acute coronal slices perfused with a mACSF a@oinia TTX (0.2 uM), D-AP5 (50
uM), and NBQX (2 uM) (Tocris). Miniature IPSCs redimgs started after 10 minutes
of perfusion of MACSF with toxins.

5.1.7 Dataanalysis

Analysis was performed using the Clampfit 9.0 safevof the pClamp suite
(Axon Instruments). Synaptic charges were calcdlatem the baseline-adjusted
voltage clamp recordings by integrating the curm@ver time. EPSC and IPSC bursts
durations were estimated by calculating the timisvben their onset (at the beginning
of the inputs temporal summation over baseline) #redchange of slope during the
return of the current to the baseline level.

Clampfit 9.0 was used to study mIPSC; this softwdegects events on the basis of
closeness of fit to a sliding template created @ach cell) by averaging 15-20 of its
most unambiguous MIPSCs selected by eye. Each esnfurther visually inspected

to exclude artefacts. Overlapping events were ebedifrom amplitude analysis.

All averages were calculated with Microsoft Exd8kaphs and statistical comparison
were obtained with the Origin software (Microcalft8@re, Inc.). Data are given as
mean * SEM; stars indicate a statistically sigaific difference from control assessed
by the Student’s t test (*p < 0.05, **p < 0.01 aritp < 0.001).

5.2 Experimental proceduresfor the study of connection between
pyramidal cellsand fluorescent SOM + inter neurons.

5.2.1 Animals

The study of connection between PYR cells and S@\P+ interneurons was
performed using the transgenic strain FVB-Tg(Gad@bP04Swn/J. Transgenic mice
were originally created by Oliva et al (2000) injag a transgenic construct containing
a 5' portion of the mousé&adl gene, a GFP open reading frame, and SV40
polyadenylation site sequence into fertilized FVBfiduse eggs. Mice homozygous for
the TgN(GadGFP)45704Swn transgene express enhagreesh fluorescent protein
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(EGFP) under the control of the mouse Gadl (GADOgEHe promoter. Homozygous
mice exhibit no apparent physical or behaviorakdts. Transgene expression occurs in
a specific subpopulation of hippocampal and cadrti@&BAergic interneurons that
express somatostatin.

5.2.2 Thalamocortical dlices preparation

Solutions and preparation of thalamocortical sliseere the same of those
explained above for coronal slices preparation® diily exceptions are represented by
the absence of minocycline in the sACSF solutiod #re cut of the brain. After its
removal from the scull the brain (anterior to thectum) was laid on a 10 © ramp. The
tissue was placed with the ventral face toward dgless slide and the anterior end
downhill. The ramp was placed on a protractor ahérad-held single edge razor blade
was used to make a vertical cut through the tisgwn angle of 55° to the right of the
posterior-to-anterior axis of the brain. The plafieut was in this way determined by
two angles: the ramp tilt angle of 10° and the élaatation angle of 55°. The tissue
rostral to the cut was discarded and the remairsege was glued onto the stage of the
vibroslicer with the cut surface down and the piaiface toward the blade.

The exposed brain surface was frequently irrigatield ice-cold with SACSF during the
whole dissecting procedure (Agmon and Connors; 1BD um-thick slices were then
cut in the vibratome slices.

5.2.3 Patch clamp set up and recordings

The study of connection between layer 2/3 PYR cafld fluorescent somatostatin-
positive interneurons were performed on somatosgnamrtex from 350 pm
thalamocortical slices. Neurons were recorded €@am depth.

During the experiments, the slices were put in amdber and continuously perfused
with fresh extracellular SACSF at room temperagatirated with 95% £and 5% CQ

at 3 ml/min.

Electrical signals were recorded through a Multigia700B patch-clamp amplifier and
digitized using a Digidata 1322A interface and p@jasoftware (all from Axon
Instruments). Signals were sampled at 10 kHz dtetdd at 4 kHz and. Experiments
were performed at room temperature.
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The pipettes for patch-clamp were obtained fronobiticate capillaries (Wiretrol Il 5-
000-2050) using the puller P-95 (Sutter Instrumenfthe resistance of pipettes in the
bath ranged between 3 and XM

Layer 2/3 PYR cells of the barrel cortex were idfead on the basis of the distinct
morphology characterized by triangular soma, a napical dendrite pointing towards
the pia and the absence of a main dendrite in the oppdsgetion. When possible, the
morphology of neurons was confirmed by post-fixatistaining of the biocytin
introduced through the patch electrode. The charatt action potential (AP) firing
induced by suprathreshold current injections ofeasing amplitudes in current-clamp
was the main parameter used during the recordmmgsstinguish the type of cells. The
firing of pyramidal cells shows a classic spikeqgfrency adaptation and the maximal
frequency of firing is close to 20 Hz where thems®t AP is wider than the first one.
The firing of PYR cells is often characterized hg development of an adaptive hump
as the cell is further depolarized.

Layer 2/3 fluorescent SOMnterneurons (SOR) were identified on the basis of their
fluorescence response. When possible, the exditalproperties were studied by
induction of repetitive firing with sustained (1 glIses of current injection of varying
intensity.

Cells selected for paired recording were less ft@hum far from each others.

Seal was formed for each cell (the deepest ong &rgl then membrane patches were
removed by suction in both cells sequentially.

Firing properties of pre- and postsynaptic cellsevstudied when possible. Once a
connected pair was found, connection propertiee wardied using whole cell double
patch-clamp recordings.

The unitary inhibitory synaptic connections weradsd under paired recordings by
applying 5 short pulses of suprathreshold curr@ot iz) in the presynaptic SOM
interneuron (in current clamp) and measuring theked unitary inhibitory postsynaptic
currents (UIPSCs) in the postsynaptic PYR cell la¢ld mV (in voltage clamp).

Internal solution of the SOMinterneuron: 6 KCI, 129 KGluconate, 10 Hepes, 10
NaPhosphocreatine, 4 MgATP, 0,3 NaGTP, 0,2 EGTécwin (Img/ml), pH 7,4.
Internal solution of the PYR cell in the study aofhibitory SOM-PYR connections: 6
KCI, 129 CsMetansulfonate, 10 Hepes, 10 NaPhosphtioe, 4 MgATP, 0,3 NaGTP,
0,2 EGTA, biocytin (Img/ml), pH 7,4.

The unitary excitatory synaptic connectionsre studied under paired recordings by
applying 5 short pulses of suprathreshold currgbtHz) in the presynaptic PYR cell
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held at -70 mV (in current clamp) and measuring &@weked unitary excitatory
postsynaptic potentials (UEPSPS) in the postsyn&@IM" interneuron held at -70 mV
(in current clamp).

Internal solution of SOMinterneuron was the same described above forttity ®f
inhibitory connection.

Internal solution of the PYR neuron in the studyer€itatory PYR-SOM connections:

6 KCI, 129 KGluconate, 10 Hepes, 10 NaPhosphocread MgATP, 0,3 NaGTP,
biocytin (1mg/ml), pH 7,4.

A pharmacological approach with specific Ca2+ clenhlockers was used to
investigate the involvement of Ca2+ channels inradimg the neurotransmitter release
at both excitatory and inhibitory synapses.

P/Q-type C& channel contribution was determined by applyingtursding
concentration of specific blocker-agatoxin IVA (400 nM) in the extracellular solutio
during consecutive trials of stimulation. The saapproach was used by applying
saturating concentration of specific achannels blocker-conotoxin GVIA to
determine the involvemet of N-type €ahannels in neurotransmitter release at both
excitatory and inhibitory synapse. The percentdgatobition was calculated between
the mean responses elicited by the first presya@®i of the train before application of
toxin and after 10 minutes of toxin perfusion. Thenber of consecutive sweeps used
for the means is variable (at least 30 consectials were used).

5.24 Dataanalysis

Data analysis was performed using Igor Pro 5.0.mban peak EPSP and IPSP
amplitudes and PPR for each experiment were cabmllafter averaging over all the
sweeps recorded without run-down. The first peakldute was averaged over a 1 ms
window (20 points) around the peak. For each carserresponse, the previous PSP
was fitted with a double-exponential decay and raabed from the trace. For
quantification of the percentage of failures, eadce was visually inspected with
Clampfit 9.0 software of the pClamp suite (Axonttoments).

The CV was calculated for each experiment from gbatter of the single synaptic

responses. For each sweep the peak amplitude &RB® was taken as the difference
between the peak during the 10 ms after the orfsdteoresponse and the baseline
immediately before it. The standard deviation (S calculated as in Scheuss et al.
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(2002). First, the differences of the amplitude$vad successive sweeps was calculated
for all sweeps. The SD was then computed as thegeef these differences.
SDP=(1/(R-1))*Si (Ai-Ais1)%/2

with i varying from 1 to (R-1). R is the numbertdls and Ais the amplitude of thé"i
response.

We used this type of calculation to avoid artefaltie to long term trends or drifts of
the response during recordings.

Averages were calculated with Microsoft Excel, Igtno 5.0. Graphs and statistical
comparison were obtained with the Origin softwdviic(ocal Software, Inc.). Data are
given as mean + SEM

5.3 Morphological reconstruction of neurons

Biocytin staining was used to confirm the morphgiagf cortical pyramidal
cells. The morphology of soma and dendritic treeS@M" interneurons was also
assessed.

Biocytin is a dipeptide obtained by the condensabb biotin with the amino acid L-
lysine. This dipeptide is added to intracellulardien in order to allow diffusion within
the recorded neurons.

The ABC reagent used for staining (PK-7200 SIGMAptains avidin (a glycoprotein
of 68 kDa which binds with high affinity biotin: 106 M') and Avidin and
Byotinylated Macromolecular Complex horseradishoggtase. Each complex has at
least one binding site for biotin. ABC reagent daind through this site biocytin
contained in the recorded cell.

The presence of the complex is then detected bylaimetric reaction catalyzed by
peroxidase with chromogen DAB (diaminobenzidinerategdrochloride, SIGMA
D7554) that produces a brown insoluble precipitate.

The staining is performed on brain slices previptisied in 2% paraformaldehyde ( at
4 ° C for a period ranging from 24 hours up to $jaThe staining starts with 4 washes
in 0.15 M phosphate buffer in order to remove theaformaldehyde, then an
incubation for 15 minutes with 3%.,B, in order to inactivate endogenous peroxidase,
and a set of 5 washes in phosphate buffer, aftezhathe slices are permeabilized with
2% Triton X100 in phosphate buffer for an hour. sTte then followed by incubation
with ABC reagent (in 1% Triton X100 for 2 hoursrabm temperature or overnight at
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4°C). A series of washes in phosphate buffer i therformed to remove excess
reagent, followed by the staining with DAB (1:20 BAn phosphate buffer and 0.01%
H,0y).

At the end of the staining, the slices are moumtédd Mowiol mounting medium on
glass slides.
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ABBREVIATIONS

ACh: acetylcholine

AP: action potential

ATP: adenosine-5'-triphosphate
BOLD: blood oxygenation level-dependent
Cée'*: calcium

CGRP: calcitonin gene-related peptide
CI': chloride

CSD: cortical spreading depression
CV: coefficient of variation

DHP: dihydropyridine

DIC: differential interference contrast

EAZ2: episodic ataxia type 2

EGTA: ethylene glycolbis (b-aminoethyl ether) N,NNN-tetraacetic acid

EPSC: excitatory postsynaptic current
EPSP: excitatory postsynaptic potential
FHML1: familial hemiplegic migraine type 1
FITC: fluorescein isothiocyanate

FS: fast-spiking

GABA: y-amimobutyric acid

GCS: Gluconate cutting solution

GFP: green fluorescent protein

GIN: GFP-expressing interneurons
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GTP: guanosine-5'-triphosphate

HEPES: N-2-hydroethylpiperazine-N'-2-ehanesulfauizl
HVA: high voltage activated

IPSC: inhibitory postsynaptic current

IPSP: inhibitory postsynaptic potential

IR: infrared

K*: potassium

[K™]o: extracellular potassium concentration
KI: knock-in

LJP: liquid junction potential

LVA: low voltage activated

MA: migraine with aura

MCS: mannitol cutting solution

Mg: magnesium

MRN: magnus raphae nucleus

MACSF: modified artificial cerebrospinal fluid
Na'": sodium

NBQX: 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzolfjgoxaline-7-sulfonamide
NKA: neurokinin A

NMDA: N-methyl-D-aspartate

NO: nitric oxide

P: postnatal day

PAG: periaqueductal gray region



PPR: paired pulse ratio

PSC: postsynaptic current

rCBF: regional cerebral blood flow
RQ/RQ KI: homozygous R192Q knock-in
SACSF: standard artificial cerebrospinal fluid
SCAG: spinocerebellar ataxia type 6

SD: standard deviation

SOM: somatostatin

SOM': somatostatin positive

SP: substance P

SPG: superior sphenopalatine ganglion
SSN: superior salivatory nucleus

STD: short-term depression

TNC: trigeminal nucleus caudalis

VIP: vasoactive intestinal peptide

WT: wild-type

w-AgalVA: w-agatoxin IVA

®-CgTxGVIA: o-conotoxin GVIA
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