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Abstract

The focus of this research work is to develop plasma global models, to support the

investigations on argon and carbon dioxide helicon plasma thruster, carried out at CISAS

research center. These models have been applied in three different and consecutive

research programs, the EU FP7 HpH.com program, the AO7048 ESA program, and the

SAPERE-STRONG MIUR program.

The models have been developed for the most general case of an electronegative magne-

tized discharge, therefore encompass all types of cold non magnetized or electropositive

discharges. Furthermore, the models employs results from particle in cell simulations of

the plasma exhaust plume, in order to account properly for the plasma detachment and

acceleration provided by the so called magnetic nozzle effect. The simulations are in

agreement with performed experiments on the laboratory set up, and allow prediction

of the thruster propulsive performances.

The viability of plasma assisted combustion for monopropellant propulsion applications,

is also investigated. An experimental proof of concept is provided with a nitrous oxide

gliding arc experiment, carried out at Drexel Plasma Institute. The experiment shows

that the plasma is effective in promoting catalytic decomposition and combustion of the

gas.

A global model is developed to investigate the mechanism of nitrous oxide plasma as-

sisted dissociation; the model implements non-equilibrium neutral gas phase reaction

rates and a vibrational energy equation for the estimation of the vibrational tempera-

ture. The model is able to reveal the mechanism of plasma catalysis, and predicts good

performances for an hypothetical nitrous oxide microwave discharge thruster.





Sommario

Obiettivo di questo lavoro è lo sviluppo di modelli globali di plasma atti a supportare lo

studio della propulsione al plasma di tipo helicon, con propellente ad argon e anidride

carbonica, portato avanti al centro di ricerca ed attività spaziali CISAS. I modelli sono

stati applicati in tre progetti di ricerca consecutivi: il progetto HpH.com, finanziato

nel contesto del programma europeo FP7, il progetto AO7048 finanziato da ESA ed il

progetto STRONG-SAPERE finanziato dal MIUR.

I modelli sono sviluppati in via generale per plasmi di gas elettronegativo e magne-

tizzato, perciò sono applicabili alle sottocategorie di plasmi freddi, non magnetizzati o

elettropositivi.

I modelli inoltre, incorporano risultati da simulazioni di tipo paticle in cell, della zona

del plume del propulsore; in questo modo è possibile tener conto degli effetti di distacco

e accelerazione del plasma, provocati dalla divergenza delle linee del campo magnetico;

il cosidetto effetto di ugello magnetico.

E’ inoltre studiata la fattibilità della combustione assistita da plasma, per applicazioni

relative a propulsione monopropellente. Una verifica sperimentale di fattibilità è effet-

tuata attraverso un esperimento di scarica di tipo gliding arc, di protossido d’azoto;

l’esperimento è stato effettuato presso il Drexel Plasma Institute a Philadelphia.

Un modello globale di plasma è stato sviluppato per studiare i meccanismi della dissoci-

azione assistita da plasma; il modello implementa reazioni di fase neutra di non equilib-

rio, e una equazione per l’evoluzione dell’energia vibrazionale delle molecole, che perme-

tte di tracciare l’andamento temporale della temperatura vibrazionale. Il modello è in

grado di evidenziare i meccanismi di catalisi da plasma; inoltre, predice buone prestazioni

per un eventuale propulsore di tipo plasma a microonde con protossido d’azoto.
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Chapter 1

Introduction

In this thesis a series of plasma global models are presented; the work is performed in

the framework of plasma propulsion, and the models are developed in order to support

the investigations on argon and carbon dioxide helicon plasma thruster, carried out at

CISAS research center.

1.1 Electric Propulsion Overview

Electric propulsion is a technology aimed at achieving thrust with high exhaust ve-

locities, which results in a reduction in the amount of propellant required for a given

space mission or application compared to other conventional propulsion methods; plasma

propulsion uses electric energy to ionize the propellant and then impart kinetic energy

to the resulting plasma. The primary attraction of electric propulsion is related to the

high exhaust velocity, cex, of the propellant which gives an efficient utilization of the

propellant mass. The propellant mass mp required for a spacecraft to acquire a velocity

increment ∆v is given by the Tsiolkovsky equation:

mp

m0
= 1− exp

(
−∆v

cex

)
(1.1)

where m0 is the spacecraft mass at the initial time; therefore high exhaust velocity reduce

the mass cost of the mission, and for this reason electric propulsion has been studied

for more than half a century; first flying electric thrusters date back to early 1960. The

acceleration of the gas can be accomplished in many ways, and so plasma thrusters fall

into different categories, mainly electrostatic, electromagnetic or electrothermal.

1
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In electrostatic propulsion the propellant is ionized and accelerated through electrostatic

forces, the chief example of these devices, and one of the first developed, is the ion

thruster. In electromagnetic propulsion the ionized propellant is accelerated through

the interactions between electrical currents and external or internal magnetic fields; in

this category falls the Hall thruster, which is the major competitor of the ion thruster. In

an electrothermal thruster the acceleration is provided by expansion of the gas through

a nozzle, after being heated by an electrical source.

During the years many different concept of electric propulsion have been proposed and

developed, partly to explore new capabilities of plasma devices, overcome limitations

and extend the performances of existing models; in this regard there has been a recent

development of plasma helicon sources for plasma propulsion applications.

Helicon sources are high ionization efficiency, cold plasma sources, developed for plasma

industrial processing in the last two decades; this type of source is based on RF wave

heating of the electrons, and subsequent ionization of the gas, in a cylindrical, axially

magnetized plasma column. The excitation frequency lies typically in the range 1-50

MHz, with axial magnetization from 100-1000 Gauss, depending on operating conditions,

and plasma densities from 1017 m−3 to 1019 m−3.

1.2 Helicon Sources and HPT Thruster

In the helicon plasma thruster (HPT) concept, the gas is injected in a dielectric tube

(made of quartz normally) wrapped by an RF excitation antenna, surrounded by coils or

permanent magnets, which generates a magnetic field. The magnetic field serves different

purposes, it allows propagation of the helicon waves and provides electron confinement

in order to reduce losses.

The acceleration stage is provided by the natural electrostatic potential drop, at the

boundary of the source ionization region, and by the divergence of the magnetic field

lines in the plasma plume, the so-called magnetic nozzle effect. However,the magnetic

field lines close themselves on the spacecraft structure, therefore plasma detachment

becomes a critical issue in order to provide net momentum[2].

Acceleration grid erosion is a lifetime-limiting process in ion thrusters as is wall and

cathode erosion in Hall thrusters; the HPT concept bypass these critical issues: the

absence of electrodes, which bypass the problem of electrodes erosion, the absence of

cathode emitters, since the beam expelled by the thruster is composed by electron-ion

pairs, and the absence of acceleration grids.
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There are several research projects, investigating the HPT concept, in Australia[3],

USA[2], Europe[4] and Japan[5]; the Research Center for Space Studies and Activi-

ties (CISAS) has been investigating and developing helicon plasma propulsion systems

since 2008, in the contest of three different, and consecutive, projects: the HpH.com

project, the AO7048 project and the STRONG-SAPERE project.

1.3 HPT Investigation Carried at CISAS

The Helicon Plasma Hydrazine.Combined Micro (HpH.com) is a research project funded

by the European Union within the 7th Framework Program and conducted by an inter-

national consortium during the period 2008 - 2012. It was devoted to the development of

a plasma thruster, based on helicon-RF technology, for low thrust (1 mN) attitude con-

trol operations, at low power (50 W), using Argon as propellant. Moreover, a detailed

feasibility study was performed to evaluate the possibility of using the plasma thruster

to heat and decompose a secondary propellant (Nitrous oxide or Hydrazine) in order

to develop a two mode thruster, characterized by an high-efficiency low-thrust plasma

thruster mode and a low-efficiency high-trust secondary propellant plasma-enhanced

mode.

The HPT is potentially suited for a variety of applications; scalability, throttability,

versatility appear to be its major characteristics; in this perspective the project Helicon

Plasma Thruster for Space Missions - AO7048, funded by the European Space Agency,

started from the output of the HpH.com program; the project was carried out from

2012 to 2014, among the purposes of the project was the investigation of the behaviour

of the thruster with different propellants, applicable to different mission scenarios, like

utilization of the thruster with waste gases from the International Space Station (ISS), or

utilization of the thruster with gases from planetary atmospheres (atmospheric breeding

concept), during low orbit mission configurations. Indeed the use of the HPT thruster

with molecular gases, have interested also other research groups, which have published

studies on the subject[3, 6].

The AO7048 project identified carbon dioxide as gas with good propulsive performances.

Furthermore, the use of the thruster with CO2 is interesting for potential mission sce-

narios involving the ISS and the exploration of planet Mars, which has recently come

to the attention of the space community. The STRONG-SAPERE program, funded by

the Italian Ministry for University and Research (MIUR), and under development from

2015, starts from the results of the previous AO7048 and HpH.com programs and aims

to develop a prototype of a high power HPT thruster working with Ar and CO2.
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Several numerical tools have been developed, within our research lab, in order to study

the HPT discharge and its properties, for optimization purposes and to foresee per-

formances, in parameter ranges and configurations not yet experimentally available.

Particle in cell (PIC) simulations have been the numerical tool devoted to the study of

the exhaust plume, a region characterized by complex interaction between particles, high

electric fields and magnetic fields. The results of those analysis have been embedded

within global plasma models, dedicated to the study of the variation of the discharge

properties with its configuration parameters, i.e. gas flow rate, electrical power input

and so on, in order to assess feasibility and propulsive performances.

1.4 Global Models

Global models have become popular tools in the last two decades[7], they have proven

to be predictable, within a few multiplicative factors, and they are widely used to study

discharges of many types[8–10].

In a volume average model densities and temperatures are spatially averaged and only

their time dependency is considered. The spatial variation of the physical quantities, is

accounted for by means of semi-empirical, and analytical, solutions of diffusion equations.

This simplified mathematical environment, makes global models the ideal place for im-

plementation of complex chemistry and plasma processes, making it the preferred tool of

chemist and spectroscopist. Indeed, despite this apparent simplicity, global models can

embeds hundreds or thousands of reactions, leading to strenuous literature compilation

works.

We developed global average models in order to investigate the behaviour and per-

formances of the plasma thruster fed with different gases. The models account for

electronegativity and magnetization of the gas, in certain conditions neutral energy

equation is implemented for estimation of the molecular gas temperature within the

discharge. The model solutions allow tracking of the propulsive parameters and the

discharge species densities and temperatures. Furthermore, the developed numerical

models can be generalized to applications other than electric propulsion, such as plasma

surface processing, waste treatment, and so on.

The nitrous oxide and hydrazine plasma ignition study, performed during the HpH.com,

and reported in [11], triggered a study of the viability of the plasma as continuous acting

catalyst, for nitrous oxide monopropellant propulsion (150-250 s specific impulse, 50-

500 mN thrust range). Monopropellant thrusters are widely used in spacecraft attitude
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control and station keeping for satellites. Hydrazine and hydrogen peroxide are among

the most used in such propulsion systems and are a proven technology.

In recent years, researchers have committed into finding a green alternative to these

propellants, because their toxicity and inherent flammability make them difficult and

costly to handle[12, 13]. Nitrous oxide offers many inherent advantages as small satel-

lite’s propellant. It is non-toxic, non-corrosive and may be used with common structural

materials. Indeed another research group[14], in the US, is working on the concept of

a DBD plasma catalysis decomposition of N2O for monopropellant propulsion applica-

tions.

In this thesis an experimental, preliminary, proof of concept of the beneficial plasma

catalysis of N2O is presented; furthermore, a global model is presented for the numerical

investigation of the N2O plasma assisted dissociation, that implements non-equilibrium

neutral gas phase reaction rates and a vibrational energy equation for the estimation of

the vibrational temperature.

1.5 Objectives

The main objective of this thesis is the development of global models to aid the HPT

investigation carried out at CISAS. For this purpose an extensive literature review has

been necessary, not only to retrieve all the available and relevant plasma-chemical pro-

cesses to input in the discharge models, but also to verify the values of the reaction

rates, some times reported erroneously in more recent literature.

Experimental measurements of the electron density and spectroscopic estimations of

electron temperature are performed in order to gain confidence with the models; at this

point we must point out that, unlike the electron density measurements, the estimation

of electron temperatures, by means of optical emission spectroscopy, are subject to

the inherent spectroscopic models uncertainties, that will always be; therefore electron

temperature estimations are given, here, in a qualitative way.

Experimental proof of concept of the viability of plasma assisted combustion, as a mean

to promote dissociation of N2O for monopropellant applications is given; a global model

is developed to investigate the plasma-chemical decomposition of N2O in non equilibrium

conditions, with vibrational temperature higher than gas temperature.
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1.6 Thesis Outline

The thesis organization is briefly summarized:

� Chapter [2] presents the numerical global model in the general case, not depen-

dent from the gas; the chapter describes the model input and output, discharge

parameters, continuity and energy equations. Bulk plasma processes, wall diffu-

sion of charge and neutrals and assessment of the exhaust beam produced by the

thruster, are described, together with the respective assumptions and the relevant

references.

� Chapter [3] enters the details pertaining to the considered gases: first the Ar

thruster model, then the multi-species thruster model and the CO2 thruster model

at the end. A comparison with other helicon sources is performed based on a

source efficiency parameter; the agreement of the Ar and CO2 models with the

experiments, and the influence of the discharge parameters is discussed; propulsive

performances are presented.

� Chapter [4] describes the numerical characterization of the Ar and CO2 discharges;

electron density measurements and electron temperature estimations.

� Chapter [5] presents, in the first part, an experimental proof of concept of for N2O

plasma assisted decomposition, obtained with a gliding arc discharge; in the second

part a global model is derived for numerical investigation purposes; the model

employs an additional vibrational energy equation and a set of non equilibrium

neutral gas phase reactions. The model, though its purpose its theoretical, can be

applied to microwave N2O discharges.



Chapter 2

Numerical Model

Global models have become popular tools in the last two decades[7], they have proven

to be predictable, within a few multiplicative factors, and they are widely used to study

discharges of many types[8–10], inductively coupled, capacitively coupled, hollow cath-

odes, etc. In a volume average model densities and temperatures are spatially averaged

and only their time dependency is considered. We developed a global average model

in order to investigate the behaviour and performances of the plasma thruster fed with

different gases. The thruster geometry is a cylindrical chamber with an inflow section

and an exhaust nozzle; an axial magnetic field is set in order to (1) reduce charge surface

losses, and (2) create a magnetic nozzle able to deliver momentum to the charges leaving

the exit section.

The exhaust plume of a plasma thruster is a region characterized by complex interaction

between particles, high electric fields and magnetic fields; in order to study the properties

of the ejected ion beam in the thruster plume Particle in cell (PIC) simulations have

been performed[15].

The results of the PIC simulations, are then parametrized in proper coefficients, that are

implemented within the global model, in order to account for the particles and energy

losses in the plume.

The inputs of the model are: (1) the mass flow rate entering the system, (2) the dimen-

sions of the chamber (radius R and length L), (3) the nozzle throat-to-chamber section

ratio and (4) the electrical power deposited into the plasma. The output parameters are

the density of each species, the electron temperature and the homogeneous neutral-ion

temperature inside the chamber.

7
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2.1 Model formulation

The model geometry is a cylindrical reactor with an injection aperture (of negligible area)

and an exhaust section at the diaphragm interface; a schematic of the source is shown

in figure[2.1]. The input parameters of the model are the chamber dimensions D and

L, the %∗ exhaust-to-chamber section ratio, the mass flow ṁ, and the deposited power

PW . The magnetic field is assumed to be axial and uniform with a value corresponding

to the average value of the actual field provided by the system of magnets[4.1].

The electron temperature is determined by solving the time-dependent electron energy

equation:

d

dt

(
3

2
nekbTe

)
= PW − Pcol − Γw · εw − Γexh · εexh (2.1)

In the above formula Pcol is the loss by elastic and inelastic collisions, Γw and Γexh are

the wall and exhaust flux of electrons; εw and εexh are the wall and exhaust energy loss

for each electron leaving the boundaries of the discharge[8]. The species densities are

determined solving the time dependent mass balance equations:

dni
dt

= Φi + ṁin − ṁout (2.2)

Where Φi is a source term containing production and loss of the i-th species by volume

and surface reactions; ṁin and ṁout are the mass flow entering and exiting the system.

Figure 2.1: Schematic of the source considered for the numerical model.

In this model, neutral and ion particles are assumed to share a common temperature T.

Atomic plasmas are not subject to considerable heating in low pressure non equilibrium

discharges; a value for the gas temperature can be assumed based on estimation from

literature, numerical formulas, experimental measurements (use of the wall temperature

is common approach). In any case, in atomic low pressure non equilibrium plasmas, the



Plasma Reactions 9

neutral gas temperature has a weak influence on the chemistry of the discharge, which

instead is controlled by the electron temperature Te.

Low pressure molecular gases, instead, are subject to considerable heating, mostly due

to electron impact dissociation reactions. A high molecular gas temperature can affect

the chemistry of the discharge in a way that is not negligible, compared to the influence

of the electron temperature. A neutral-ion energy equation has been implemented for

estimation of the gas temperature for the CO2 model in section[3.3].

The rate of change of the neutral-ion temperature is estimated by the following energy

balance:

d

dt

(∑
niui

)
= ṁinhin −

∑
Γiexhhi −∆H0 +

∑
(εj − δh0j) (2.3)

The left hand side of the above equation is the change of internal energy of the mixture

(summation is on the i-th species); in the right hand side, the first two terms are the

entering and exiting fluxes of enthalpy, ṁin is the input flow rate, ui and hi are sensible

specific internal energy and enthalpy[16]. ∆H0 represent the energy resulting from

chemical reactions, and is written as the sum of the standard enthalpy of reaction of all

reactions between heavy species[16].

∆H0 =
∑

H0j(reactants)−
∑

H0j(products) (2.4)

Where H0 is the enthalpy of formation of the considered species (summation is on the

j-th reaction). The last term in equation(2.3) represent the energy resulting chemical

reactions involving electrons and heavy particles; it is composed by an electron energy

term ε (a potential threshold relative to the specific reaction, or an average electron

energy) minus the enthalpy balance δh between heavy particles products and reactants

[7, 11, 17].

2.1.1 Plasma and chemical volume reactions

In the computation of rate constants involving electron collisions, the heavy particle is

considered at rest since the electron thermal velocity is much higher than neutral and

ion thermal motion. The rate constant is computed averaging the cross section over the

electron distribution function.



Charged particles processes 10

It is assumed that all species, electrons, neutrals and ions, have Maxwell-Boltzmann

distribution at the relative temperature. Electron-electron collisions play the role of

thermalization of the electron energy distribution function (EEDF), criteria for the es-

tablishment of a Maxwell distribution are found in [18, 19]. Consider the numerical factor

a = νee/(δνe), where νee and νe are electron-electron and electron-neutral collision fre-

quencies, δ is the average fraction of electron energy transferred to a neutral particle

during collision; Maxwell EEDF is attained at high values of the factor a >> 1, for

instance, an Ar plasma at 2− 4 eV, 0.1− 3% ionization degree at 30 mTorr (typical for

our experiment conditions), gives a ∼ 20− 200. Rate constants results:

K(Te) =

[
8e

πme

]1/2 1

Te
3/2

∫
Uσ(U) exp

(
− U

Te

)
dU (2.5)

With σ(U) the impact cross section, e, me electron charge and mass, and Te[eV]. In case

of reactions between heavy particles, the relation is modified with the reduced mass of

the system and the relative kinetic energy between the particles:

K(T ) =

[
8

πMR

]1/2 1

(kbT )3/2

∫
Urelσ(Urel) exp(−Urel

T
)dUrel (2.6)

Whenever available in literature, measured rate constants are used. The energy loss by

an electron upon elastic collision with a neutral is 3Teme/M . The energy lost by an

electron upon inelastic collision with a neutral correspond to the potential threshold of

the reaction.

2.2 Surface plasma processes

2.2.1 Charged particles processes

The rate of electron-ion recombination at the wall is proportional to the ion density at

the sheath. Charge density at the sheath is evaluated with semi-empirical solutions of

the diffusion equation developed by Godyak[20] and reported also for electropositive and

electronegative gases in [7, 8].

hL and hR are the ratio of the sheath to bulk positive ion densities in the axial and

radial diffusion direction, the sheath densities can be calculated from the bulk charge

densities; relevant material is found also in [21–23].
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For clarity we will refer to positive ions with the subscript ’p’, negative ions ’n’, electrons

’e’; we report formulas implemented for the general case of a electronegative discharge,

with α =
∑
nn,i/ne the electronegativity parameter of the discharge (i.e. the negative

ion to electron density ratio); if the parameter α → 0 the formulas for electropositive

discharge are recovered.

In a non magnetized electronegative discharge the hL and hR parameters are:

hL =

[
nsp
np

]
l=L

=
1 + 3α/γ

1 + α

0.86

[3 + L/(2λp) + (0.86Lub/(πD
p
a))2]1/2

(2.7)

hR =

[
nsp
np

]
r=R

=
1 + 3α/γ

1 + α

0.8

[4 +R/λp + (0.8Rub/(2.405J1(2.405)Dp
a))2]1/2

(2.8)

In the above formula ub, λp are the Bohm velocity and the mean free path of the positive

ion; γ = Te/T and α is the average value of α [8]. The coefficient Dp
a is the effective

ambipolar coefficient for the positive ion diffusion[22]:

Dp
a = Dp − µp

Dp(α+ 1)− αDn −De

µp(α+ 1) + αµn + µe
(2.9)

The expression for Dp
a results from conservation of charge fluxes and quasi-neutrality

condition, it implements the diffusion and mobility coefficients for positive, negative

charges and electrons; in the limit of electropositive discharge (nn → 0) becomes the

classic ambipolar coefficient [7].

Ion and electron mobilities are calculated as µe = e/(meνe), µp,n = e/(Mp,nνp,n); diffu-

sivity is related to mobility by the Einstein relation D/µ = kbT/e. The Ion collision fre-

quency is calculated as the ratio between thermal velocity and mean free path v = vth/λ;

electron collision frequency is evaluated with the electron elastic scattering rate constant

νe = n0K(Te), with n0 the neutral background density.

The ion mean free path results from elastic scattering and charge transfer, the cross

sections for elastic scattering, σES/2, and charge transfer, σCT , are estimated with the

Langevine cross section formula, as explained in [7].

The rate of loss of positive ions by diffusion toward the surface is then expressed by
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Γp = npubAeff (2.10)

The Bohm velocity of a electronegative discharge is modified as reported in [7], with αs

the electronegativity at the plasma-sheath interface:

ub =

[
(1 + αs)

(1 + αsγ)

eTe

Mp

]1/2
(2.11)

The rate of loss of negative ions on the wall is proportional to the Γn and is:

Γn =
Λsne

1 + Λsne
Γp (2.12)

Where Λsne = Γsn/Γ
s
e is the ratio of negative ion to electron flux at the sheath interface

Λsne =
nsnvth,n
nsevth,e

= αs

(
me

γMn

)1/2

(2.13)

The rate of loss of electrons on the wall results from the continuity of charge flux con-

dition: Γe = Γp − Γn.

The energy loss associated to the wall loss of electrons, is given by the potential drop

in the sheath and the pre-sheath region plus the average thermal energy 2Te. The

collision-less sheath model is used to evaluate the potential drop trough the plasma and

the sheath[7]; the loss term results:

εw = 2Te +
Te

2

[
(1 + αs)

(1 + αsγ)
+ ln

(
Mp

2πme

)]
(2.14)

2.2.2 Ambipolar cross diffusion and anomalous diffusion

The introduction of an axial magnetic field changes the diffusion conditions toward

the lateral wall of the discharge. Electrons are filtered during cross-field transport as

their mobility is strongly reduced while negative ions remain mostly unaffected [23]. A
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characteristic of non magnetized electronegative discharge is the formation of a negative

ions core, with the result that the loss of electrons to the lateral wall is several orders

greater than the loss of negative ions; in magnetized discharges the situation is reversed,

and the electrons are kept within the core of the plasma. Fluid and particle in cell

simulations agree with analytical models in this respect [22, 23], and the ratio of negative

ion to electron flux, Λne⊥, is approximated by:

Λne⊥ '
Dn
a⊥α

De
a⊥

(2.15)

With Dn
a⊥ and De

a⊥ the effective cross ambipolar diffusion coefficients for the negative

ions and electrons [22].

Dn
a⊥ = Dn⊥ + µn⊥

Dp⊥(α+ 1)− αDn⊥ −De⊥
µp⊥(α+ 1) + αµn⊥ + µe⊥

(2.16)

De
a⊥ = De⊥ + µe⊥

Dp⊥(α+ 1)− αDn⊥ −De⊥
µp⊥(α+ 1) + αµn⊥ + µe⊥

(2.17)

Cross diffusion and mobility coefficients are obtained from the unmagnetized ones by

multiplication with the magnetic factor[7, 24] f = [1 + ω2
c/ν

2]−1.

In this frame the flux of charged particles within the source is split into two components:

a parallel component follows the rules of unmagnetized discharge to describe the flux

toward the base surfaces of the cylindrical chamber, a transverse component follows

the rules of magnetized discharge to describe the flux toward the lateral surfaces of the

cylindrical chamber. The underlying approximation is that the flux of each specie is

parallel to each other [24]: Γn + Γe ≡ Γp. This is true in a one dimensional problem;

approximate one-dimensional congruence will apply for sufficiently extreme geometries,

such as very long cylinders or very short cylinders. Various experimental results indicate

that the actual effective perpendicular electron diffusion coefficient is, in fact, much

greater than that of equation(2.17) by several orders of magnitude [7, 24]. Short circuit

effects can take place at the boundary of the plasma, a conducting wall or the plasma

sheath, that deteriorates the confinement capability of the magnetic field; a good review

of the problem is given by Vidal[24]. Lieberman and Lichtenberg [7] have proposed a

diffusion coefficient DL⊥, based on considerations on the divergence of the charged flux

∇ · (Γp − Γn − Γe) = 0, that explains better several experimental results.
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DL⊥ ' µp⊥Te (2.18)

The coefficient DL⊥ is approximately two orders of magnitude higher than Da⊥; with

mid values of magnetic fields (B ≤ 400 G), in low source pressure conditions (p ≤
10 mTorr), the condition Da⊥ << DL⊥ < Da is met. The cross diffusion coefficient

is related to the wall losses and therefore to the power balance of the discharge; The

adoption of a coefficient instead of another, leads to electron densities that differ, at

least, by one order of magnitude, and electron temperatures ranging from 2 to 4 eV.

In such a situation it is useful to define a coefficient that, in the average, better fits the

experimental results. We employ an effective cross diffusion that is defined as weighted

average between Da⊥ and DL⊥; the average is on the order of magnitude of the coeffi-

cients and the expression is:

logDR⊥ = (1− λ) logDa⊥ + λ logDL⊥ (2.19)

The parameter λ indicates how close we are to the classical ambipolar conditions, λ = 0,

or to the anomalous diffusion conditions, λ = 1. Based on the experimental results that

will be presented on chapter[4], and the numerical simulations presented on section[3.1.1],

the parameter sets to the value λ = 0.3, with DR⊥ ∼ 3.4Da⊥ and DR⊥ ∼ 6 · 10−2DL⊥,

thus the confinement is very close to the ideal one.

2.2.3 Neutral particles processes

The neutral surface processes relevant in this work are are de-activation of metastable

excited states and recombination of atomic radicals; the rates are proportional to the

species flux toward the surface. A dimensionless loss probability or recombination factor

γ express the probability of the reaction to occurs; this coefficient depends on the specific

atom or molecule under consideration and the surface material properties.

The probability for deactivation of an atomic excited state is, with good approximation[25],

unitary; for molecular metastable excited states literature data has to be used when

available. As for recombination of atomic oxygen and nitrogen into diatomic O2 and

N2 the wall surface acts as a partner for a three body recombination process. In order
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to calculate the flux of species impinging on the wall we consider the analytical solu-

tion of the diffusion equation in cylindrical geometry[26]. The rate of recombination or

de-activation of a neutral radicals and metastable excited species is expressed by:

Γ = γDeff/Λ
2 (2.20)

Λ is a diffusion length that for cylindrical vessel is defined as

1

Λ2
=

π

L2
+

2.405

R2
(2.21)

Deff is the effective diffusion coefficient of the neutral species of interest which has the

expression

1

Deff
=

1

DCE
+

1

DKN
(2.22)

with DCE the diffusion coefficient estimated using the Chapman-Enskog equation for

gas diffusivity[27] and DKN = vthλ/3 is the Knudsen free-diffusion coefficient.

2.3 Plasma exhaust

Since the gas is exhausted into the vacuum chamber, the neutral flow exiting through

the diaphragm is assumed to be choked. The flow rate of each neutral species is given

by the isentropic relation of the mass flow through a choked section:

Γi = ni

kbTki
mi

(
2

ki + 1

) ki+1

ki−1

1/2

(2.23)

Where kb is the Boltzmann constant, ni, mi and ki are the density, mass and specific

heat ratio of the neutral i-th specie.
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The ejection of charged particles and its properties have been investigated by means of

3D PIC (particle in cell) simulations; the code used is F3MPIC [28, 29]. The code can

manage geometries of arbitrary complexity and an arbitrary number of particle species,

both charged and neutral. The unstructured tetrahedral mesh is generated by GMSH,

a three-dimensional mesh generator developed by C. Geuzaine[30]. The characteristic

dimension of the unstructured mesh (edge size) is set in order to be less than the Debye

length of the plasma.

The electro-magnetic fields are solved separately with a finite element solver (FEM)

called GetDP[31, 32].

The purpose of the PIC simulations is to get physical insight of the plasma ejection

mechanism in the thruster plume; in the plume region the RF electrostatic component

of the field is predominant, and contributes mainly to the acceleration of the particles.

In the simulations only the electrostatic field is solved, allowing also to reduce the

computational effort; the stationary magnetic field is solved at the beginning of the

simulations. These simulations were performed by Lucca Fabbris and reported in [15, 33].

A series of control surfaces, figure[2.2], normal to the axial flow direction, are placed

along the simulation domain, for particle monitoring purposes; the properties of the

ejected plasma beam are evaluated by analysis of the position and momentum of particles

crossing the control surfaces at each time step. The particles momentum and mass flow

rate at a given time step i are expressed as:

ṁ(i) =
1

∆t(i)

∑
M

(i)
j (2.24)

p(i) =
1

∆t(i)

∑
M

(i)
j v

(i)
j (2.25)

The properties of the ejected beam (ion flux and velocity) are expressed in terms of

the two dimensionless parameters: the extraction coefficient β and the acceleration

coefficient α.

The extraction coefficient is the ratio between the flux ejected and the flux of ions

entering a planar electropositive collisionless sheath[7], Γp = nspub; n
s
p is the density at

the plasma-sheath interface determined from the theory, ns = exp(−1/2)np, where np

is the bulk average density.
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Figure 2.2: PIC simulation domain example.

β =
Γexh
Γb

=
Γexh
nspub

(2.26)

The acceleration coefficient is the ion Mach number evaluated downstream the thruster

plume.

α =
u

ub
(2.27)

Several simulations have been performed varying magneto-static field strength, figure

[2.3] shows the exhaust and acceleration coefficients for Ar ions as a function of the

average magnetic field intensity. Both coefficients are approximatively constants for

values of average magnetic field strength ranging from 200 to 600 Gauss.

The energy cost that the system has to sustain, in order to accelerate one particle to a

value u = αub is:

εexh =
1

2
Mpu

2 =
1

2
eTeα

2 (2.28)

with e the electron charge and Te expressed in eV.

The force exerted by the thruster is F = ṁuex; this general expression include the

thrust exerted by the ions and also the thrust exerted by the neutral particles (most of

the times negligible). Substituting for the acceleration coefficient becomes:
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Figure 2.3: Extraction coefficient(a) and acceleration coefficient(b), for Ar ions, func-
tion of the average magnetic field intensity.

F = ṁpαub + ṁgcex (2.29)

Where the subscript p and g are for ions and neutrals, and cex is the exhaust velocity

of the neutral gas. The specific impulse is the thrust produced per unit mass flow rate

of propellant ejected, and divided by the earth gravity constant; higher specific impulse

results in lower propellant consumption. The propulsive efficiency refers to the ratio of

the jet power over the electric power deposited into the plasma:

ISP =
F

g0ṁ
(2.30)

ηP =
ISPFg0

2PW
(2.31)



Chapter 3

Numerical analysis

The European project Helicon Plasma Hydrazine Combined Micro (HpH.com) [34], was

devoted to the development of a plasma thruster for low thrust (1mN) attitude control

operations at low power (50 W), using Argon as propellant. The project was carried

out from year 2008 to 2012, during this time an innovative and high performance RF

plasma source was developed [35]. In the first section of this chapter validation of the

discharge model is performed with Argon gas; the model is then used for demonstration

of the good efficiency of the source developed at CISAS.

The HPT is potentially suited for a variety of applications; scalability, throttability,

versatility appear to be its major characteristics; in this perspective the project Helicon

Plasma Thruster for Space Missions - AO7048 started from the output of the HpH.com

program; the project was carried out from 2012 to 2014, among the purposes of the

project was the investigation of the behaviour of the thruster with different propel-

lants, applicable to different mission scenarios ranging from Low Earth Orbit to Mars

exploration missions. In the second part of this chapter several simulation models are

presented for different gases; the behaviour of each gas is compared in terms of propulsive

performances of the thruster.

The AO7048 project identified carbon dioxide as gas with good propulsive performances.

Furthermore the use of the thruster with CO2 is interesting for potential mission sce-

narios involving the International Space Station (ISS) and the exploration of planet

Mars, which has recently come to the attention of the space community. The STRONG

SAPERE program starts on the results of the previous AO7048 and HpH.com programs

and aims to develop a prototype of a high power HPT thruster working with Ar and CO2.

In the third part of this chapter the CO2 model is presented, together with experimental

validation and numerical analysis.

19
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3.1 Ar Thruster Model

The HpH.com project developed a plasma thruster for low thrust (1mN) attitude control

operations at low power (50 W), using Argon as propellant; the design process started

from a standard four-loop helicon antenna and added several improvements [35].

The work resulted in the development of a source capable of achieving high plasma

density with low power consumption; in the experiments described in chapter 4, and used

here for validation purposes, density is achieved in the range from 6 ·1018−1.6 ·1019m−3

with deposited power from 40-130 W.

It is clear that a source capable of producing high density, with low power consumption,

and with the ability to accelerate a beam of charged particles, it is not only interesting

for generating thrust in space environment, but can find also its application in the field

of industrial processing. Argon is one of the most used gas for plasma source operations,

the great availability of physical and chemical data concerning impact cross sections,

radiative transitions, etc, make of it the ideal gas for plasma sources investigation.

Reactions data set for Ar plasma modeling can be found in many articles or textbooks,

for instance [7, 8, 36]. In this work we adopted the reaction dataset reported in [7]; the

species considered are Ar, Ar(4s), Ar(4p), Ar+, the reaction set is reported in table[A.1]

in Appendix; the table reports also the extraction and acceleration coefficients, α and

β, resulting from PIC simulations. The simulations are able to predict the experimental

results, and to demonstrate the high efficiency of the source, in terms of wall diffusion

losses and power loss per charge pair created.

3.1.1 Validation

In section[2.2.2] we saw that magnetized discharges are usually subject to anomalous

diffusion effects; these effects deteriorate the confinement capability of the magnetic

field, allowing higher electron fluxes to the wall, and therefore higher losses, affecting

the power balance of the discharge.

This topic is well discussed by Vidal[24], and Lieberman[7] suggest the use of a coeffi-

cient DL⊥ that fits better the experiments in literature. DL⊥ is roughly two orders of

magnitude greater than Da⊥; with mid-high magnetic fields (B ≤ 400 G), and depend-

ing on the source pressure, the condition Da⊥ << DL⊥ < Da is easily met. In such a

situation it is useful to define a coefficient that, in the average, matches the experimental

results. We defined an effective cross diffusion logDR⊥ = (1 − λ) logDa⊥ + λ logDL⊥

(see section[2.2.2]) that is a logarithmic weighted average between Da⊥ and DL⊥. We

have found that the electron density measurements are well matched with λ ∼ 0.3, which
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means that DR⊥ ∼ 3.4Da⊥ and DR⊥ ∼ 6 · 10−2DL⊥, thus the confinement is very close

to the ideal one.

Table[3.1] reports the source confisuration, Table[4.2] reports the six test case, flow rate

and deposited power, used for validation. Table[3.3] reports the results of the numerical

simulations compared with the experimental values; the calculated electron densities

are within a factor 1.0-1.5 to the measured ones, while the electron temperature results

smaller of a 10 to 32% of the experimentally estimated values.

Table 3.1: Plasma source configuration

Parameter Description

Discharge chamber length 135 mm
Discharge chamber inner diameter 19 mm
Outlet diaphragm diameter 5 mm
Magnetic system Two radially-polarized rings (diame-

ters of 39 mm and 86 mm, respectively)
composed of cubic (edge length of 20
mm) SmCo permanent magnets with
radial magnetization

Table 3.2: Argon test matrix.

Test Mass Flow Deposited
Rate Power
[mg/s] [W]

01 0.20 38
02 0.20 59
03 0.20 122
04 0.17 39
05 0.17 59
06 0.17 97

Table 3.3: Comparison between numerical and experimental values for electron den-
sities and temperatures.

Test ne ne Te Te

(measured) (calculated) (estimated) (calculated)
[m−3 ] [m−3] [eV] [eV]

01 9.0 · 10+18 5.6 · 10+18 2.8 1.9
02 8.0 · 10+18 8.7 · 10+18 2.4 1.9
03 1.6 · 10+19 1.7 · 10+19 2.5 1.9
04 6.0 · 10+18 5.8 · 10+18 2.4 2.0
05 9.2 · 10+18 8.8 · 10+18 2.5 2.0
06 1.5 · 10+19 1.4 · 10+19 2.3 2.0

It is important to point out that the single value of λ = 0.3 matches the tests with

different flow rates and electrical power; it is therefore reasonable to assume that its

value depends on magnetic field configuration and source geometry, rather than operative

flow power conditions. Figure[3.1] show the variation with λ of the ratio between the

calculated and the measured electron densities for each test case. The only case that

presents a marked deviation is test 01; this test realized an exceptional high density with

a parameter λ close to 0.2.
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Figure 3.1: Calculated and the measured electron density ratio versus λ parameter
for each test case.

3.1.2 Comparison with standard Helicon sources

It can be useful to compare the source to other magnetized sources reported in lit-

erature; this would provide a more practical picture in terms of source performances.

Unfortunately several difficulties arise since operating conditions and configurations, of

the experiments in literature, vary widely; also many published works don’t reports

all the necessary data for a comparison. For these reasons, comparison with other ex-

periments, is only qualitative. The question arise of what are suitable parameters for

indication of good source performances; for instance the electron density is not an in-

dicative parameter, since higher volume reactors would require higher powers in order

to reach the same density. If our goal is simply to achieve high density with low power

consumption, than a good parameter, suggested by Vidal[24], is the absorbed power per

ion-electron pair created, Θ = PW /Ne, with PW the absorbed power and Ne the total

number of electrons within the source volume. This parameter accounts for the creation

of the whole plasma volume; the ionizing and confinement capability of the system are

implicit in it, because it contains the surface energy losses. Calculation of the Θ param-

eter for the six test cases reported in the previous paragraph, with the source dimension

reported in table[3.1], and the average densities obtained with the interferometer, gives

values of Θ ranging from 0.11 to 0.2 pW; discharge pressure ranges fro 25 to 30 mTorr.

We have selected several works on Argon helicon discharges from literature; the selec-

tion is based on the availability of experimental data; many papers reports only peak

densities measured at the center of the discharge volume, in these cases we estimate

the average values assuming a density profile resulting from the classical anisotropic

diffusion equation with uniform coefficients in cylindrical coordinates:
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ne(r, z) = ne0 sin
(πz
L

)
J0

(
2.405r

R

)
(3.1)

Where J0 is the zero order bessel function of the first kind evaluated at (2.405r/R), and

ne0 is the peak central electron density; the average density results from integration and

is n̄e = 0.2741ne0. We report the better-case estimation of Θ for all the works considered

and based on the available data;the only exception is the work from Vidal[24], which

specifically reports the obtained values of the parameter Θ.

Vidal et al [24] studied the cross diffusion of charges in magnetized discharges; they made

measurements in a reactor, 67 cm length and 14 cm radius; the tests were conducted

at a fixed absorbed power of 270 W, 1 mTorr discharge pressure, while varying the

magnetic field (100-1000 Gauss). They observed that the experimental data were best

fitted using the Lieberman diffusion coefficient, and obtained Θ values ranging from 0.8

pW, at 100 Gauss, to 0.12 pW at 1000 Gauss; they observed that at sufficiently high

fields, the Lieberman cross diffusion approaches the classic ambipolar cross diffusion

(DL⊥ → Da⊥); this limit corresponds, in their tests, to the value of 0.12 pW.

Lafteur et al [37] performed measurements on a helicon reactor, 20 cm length and 6.8

cm radius, for propulsion applications; they measured peak densities in the center of

the discharge while varying magnetic field (10-160 Gauss), input power (50-400 W),

and chamber pressure (0.3-3 mTorr). The highest peak density was 1.8 · 1017m−3, and

was obtained at 3 mTorr, with 30 Gauss magnetic field and 250 W input power. They

reported an efficiency of antenna coupling of 0.6 for this pressure, resulting in a Θ value

of ∼1 pW.

Chen[38] designed a helicon reactor, 5 cm length and 2.5 cm radius, with permanent

magnets, for industrial processing applications; the discharge is run at 15 mTorr for dif-

ferent values of magnetic field (50-200 Gauss), and input power (200-1000 W). The higher

densities where found for an average field of 60 Gauss at 400 W input power. Probe

measurements in the center of the discharge reported a peak density of 1.6 · 1018m−3,

which results, assuming 0.6 coupling efficiency, in a Θ value of ∼5 pW. However, mea-

surements made outside the source region (6.8 cm below the source, along the exhaust

of the plasma flow), report peak densities of 5.3 · 1017m−3, therefore it is possible that

the ionizing action of the antenna extends beyond the source region, and therefore the

Θ value should be lower.

Kaeppelin et al [39] performed measurements on a helicon reactor, 20 cm length and

7.5 cm radius; they measured peak densities in the center of the discharge while varying
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magnetic field (0-150 Gauss), input power (100-2500 W), and chamber pressure (0.37-3.7

mTorr). They observed three discharge modes: a low density capacitive mode (E-mode),

a medium density inductive mode (H-mode) and a high density helicon mode (W-mode).

The W-mode appeared at high input powers (≥ 900 W). They reported peak density

values obtained with the Langmuir probe tip placed at the center of the discharge;

1.6 · 1017m−3 ion density, was obtained at 3 mTorr, with 80 Gauss magnetic field and

1500 W input power; assuming an efficiency of antenna coupling of 0.6 this leads to a Θ

value of ∼1.5 pW.

The last work considered is from Tysk et al [40]; their discharge is realized inside a Pyrex

tube, 1.75 m length and 5 cm radius, the 20 cm length antenna is placed at a certain

axial coordinate close to the left end of the tube, the diagnostic probe is introduced from

the right end of the tube. An uniform magnetic field is produced by a series of coils

deployed along the tube, and the discharge is run at 3 mTorr pressure. The authors

evidenced three regimes of low, medium and high ionization, associated with values

of increasing magnetic field and input power. The plasma volume appears to extend

beyond the source region, using the radial density profile (at z = 15cm from the right

end of the antenna), with 600 Gauss magnetic field and 800 W deposited power, we

estimate a value of Θ ∼ 0.095 pW.

It is necessary to point out that the comparison is merely qualitative, many aspects

cannot be taken into account; for instance as pointed out by Chen, helicon reactors

designed for propulsive applications have high exhaust rates, which depletes the source

of charge particles more severely resulting in a lowering of the bulk density. A more

thorough comparison would require also the consideration of a parameter that describes

the influence of the exhaust of charge particles, important for instance in sputtering

applications; however these kind of data are usually not available. Figure[3.2] summarize

the data resulting from the comparison of the different experiments.

3.1.3 Parameters investigation with Ar discharge model

In this section we draw some considerations with the help of the numerical model.

Simulations investigating the effect of different power inputs, have confirmed the gen-

eral trend that at higher powers correspond higher electron densities and temperatures.

Less straightforward is the effect of the chamber pressure. Figure[3.3] shows the dif-

fusion coefficients with variation of the pressure within the source, for different values

of the magnetic field; the curves were obtained fixing the ionization degree, within the

discharge tube, to 1%, and the electron temperature to 2 eV. In Figure[3.3.a] the am-

bipolar diffusion coefficient (Da) decreases with increasing pressure (due an increasing
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of the collision frequency). Figure[3.3.b] shows the trend for the effective cross diffusion

coefficient (DR⊥) as the pressure rises, starting from the lowest values, the degrada-

tion of the confinement become apparent (due to an increase of the collision frequency);

it reaches a maximum, associated with a value of the magnetic field, and then start

decreasing again, as the confinement of the magnetic field become ineffective with in-

creasing pressure. This trend is known in literature [41], in the absence of magnetic field

the diffusion coefficient decreases with collision frequency; on the other hand, when the

effect of the magnetic field is dominant, the cross diffusion is enhanced by collisions.
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Figure 3.3: Variation of the diffusion coefficients with chamber pressures: (a) effective
cross diffusion DR⊥ and (b) ambipolar diffusion Da; numerical values are obtained for

a fixed ionization degree of 1%, Te = 2 eV and T = 400 K.

Pressure variation at fixed input power and mass flow rate: the previous

curves showed the correlation between source pressure and the diffusion coefficients;
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in a system with gas flow, the build-up of pressure results from external controllable

parameters (vessel geometry and flow rate). In Figure[3.4] we report the effect of the

pressure (1-20 mTorr range) on the electron density and the Θ parameter for a fixed

input power of 60 W, in this case different values of pressure, within the source, are

achieved by variation of the exhaust-to-chamber ratio %∗; the gas flow rate is set to 0.1

mg/s, source length and diameter are 135 mm and 19 mm respectively.

Figure[3.4a] shows a maximum of the electron density that depends on the strength of

the confinement; this maximum moves toward higher pressures as the strength of the

magnetic field is increased. After the maximum is reached the electron density starts

decreasing because of confinement degradation. The 100 Gauss curve has the maximum

at lower pressures, not shown in the graph; the mild increase of density that follows is

due to an increase of the efficiency of the discharge in terms of power-dissipation channels

that will be explained shortly. Figure[3.4b] shows the expected reverse trend of the Θ

parameter compared to the electron density.
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Figure 3.4: Variation of the electron density(a) and Θ parameter(b) with chamber
pressures; numerical values are obtained for a fixed input power of 60 W, gas flow rate

0.10 mg/s, source length and diameter are 135 mm and 19 mm.

Efficiency within the discharge is affected by the proportion between the different chan-

nels of power dissipation. Electrical power is transferred to the electrons by EM exci-

tation; this energy is then expended in bulk plasma collisions (responsible for charges

creation) and lost through flux at the boundaries of the discharge volume. Figure[3.5a]

shows the variation of the power expended in bulk plasma collisions over the total dis-

sipated power (collision, wall and exhaust losses). It can be seen that, as the pressure

increases, the weight of the surface and exhaust losses, on the total expended power, is

diminished in favour of the collisional losses.

Figure[3.5b] reports the ionization degree achieved within the discharge, conditions are

the same of Figure[3.4]. Higher ionization degree is achieved at lower pressures by virtue

of hgher electron temperatures and better confinement. The ionization degree express
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an efficiency by its own in terms of gas utilization (if the purpose of the discharge is

to maximise the number of ions produced); however, it is different from the energetic

efficiency represented by the θ parameter.
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Figure 3.5: Variation with chamber pressures of the (a) collisions-to-total power ratio
and (b) ionization degree; numerical values are obtained for a fixed input power of 60

W, gas flow rate 0.10 mg/s, source length and diameter are 135 mm and 19 mm.

Now we turn our attention to the range 10-100 mTorr setting the input power to 200 W,

the gas flow rate to 0.3 mg/s and changing the pressure inside the source by altering the

exhaust-to-chamber ratio %∗. We can observe, in Figure[3.6a], that the increasing trend

of the electron density and the decreasing trend of the Θ parameter is still maintained

at higher pressures, thanks to the increase of the collisional losses on the total dissipated

power; this effect is less pronounced for high magnetic fields.
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Figure 3.6: Variation of the electron density(a) and Θ parameter(b) with chamber
pressures; numerical values are obtained for a fixed input power of 200 W, gas flow rate

0.30 mg/s, source length and diameter are 135 mm and 19 mm.

Pressure variation at variable input power and mass flow rate: in these simu-

lation we want to see the effect of pressure variation due to an increase of flow rate; we

do so keeping constant the specific power to mass flow input within the discharge to the

value of 600 Wmg−1s−1, changing the mass flow rate and power accordingly. We also
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fix the exhaust-to-chamber ratio %∗ to the value of 0.07 (the value implemented in the

experimental tests), source length and diameter are 135 mm and 19 mm respectively.

Figure[3.7] displays the change of electron density and temperature within the discharge.

The increase of ne and the decrease of Te are due to the increase of the collisional losses,

compared to the exhaust and wall losses, on the total power budget of the discharge.
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Figure 3.7: Variation of the electron density(a) and electron temperature(b) with
chamber pressures; numerical values are obtained for a fixed specific power to mass
flow of 600 Wmg−1s−1, source length, diameter and exhaust-to-chamber ratio are 135

mm, 19 mm and 0.07.

Figure[3.8] shows the degree of ionization and the Θ parameter; we can see that for a

weak confinement, working at higher pressure is beneficial for the discharge; the reverse

happens at higher field when the confinement is still enforcing its effect.
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Figure 3.8: Variation of the ionization degree(a) and Θ parameter(b) with chamber
pressures; numerical values are obtained for a fixed specific power to mass flow of 600
Wmg−1s−1, source length, diameter and exhaust-to-chamber ratio are 135 mm, 19 mm

and 0.07.

From the performed parameter investigation we can draw the following conclusions:

� Low values of the Θ parameter are obtained at low pressure (< 10 mTorr) by

virtue of the confinement effect of the magnetic field (with B ≥ 200) Gauss; low
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Θ is obtained also at high pressures (> 40 mTorr) because of a decrease of the

weight of the boundary losses on the total power budget of the discharge. In the

mid pressure region the value of Θ is more affected by the strength of the magnetic

field.

� In the range of power (PW < 200 W) high ionization degrees with high tempera-

tures and low Θ values are achievable at low pressures implementing a moderate

magnetic field (400 Gauss).

3.1.4 Propulsive performances

In order to obtain good thruster performances, high specific impulse and propulsive

efficiency, it should be necessary to achieve high electron temperatures and ionization

degrees. In the range of available power from 50 to 200 W good performances can be

achieved at low pressures exploiting the confinement capability of the magnetic field;

we use the model to show that is possible to increase the electron temperature and the

ionization degree for this purpose.

We fix the magnetic field to the value of 400 Gauss, the source length and diameter

to 135 mm and 19 mm respectively, as in the experimental conditions, and change the

power input in the discharge in the range 50-200 W; different chamber pressures can

be achieved with different values of the exhaust-to-chamber ratio %∗. Simulations for a

mass flow rate of 0.1 mg/s are reported in figure[3.9]; the figure shows that the increase

of power and %∗ are both beneficial in terms of propulsive performances.

Figure[3.10] reports simulations for a mass flow rate of 0.2 mg/s, and figure[3.11] reports

the ionization degree and the electron temperature for the same case. Chamber pressure

ranges between 0.5 and 5 mTorr, Θ span from 0.2 - 0.6 pW.
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Figure 3.9: Thrust(a), specific impulse(b) and propulsive efficiency(c): variation ver-
sus power input, for different values of %∗; numerical values are obtained for a fixed
mass flow rate of 0.1 mg/s, magnetic field, source length, and diameter are 400 Gauss,

135 mm and 19 mm.
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3.2 Multi Species Model

The project ”Helicon Plasma Thruster for Space Missions - AO7048” funded by the

European Space Agency, starts from the output of the HpH.com program; its purpose

is the numerical investigation, from the point of view of concept and feasibility, of a

versatile thruster that can work with different propellants, and therefore applicable to

different mission scenarios. Different propellants are identified for different scenarios:

air-breathing permanent orbiting on Jupiter (hydrogen), Mars (carbon dioxide) and

Titan (nitrogen); low earth orbit (air) and international space station utilization and

waste gases (air, nitrous oxide, carbon dioxide). The final phase of the project involved

the selection of a gas based on a comparison of the performances between the considered

gases, and based also on the attractiveness of the different scenarios proposed.

This section describes the numerical model used to estimate the performances of the

thruster with H2, O2, N2, N2O, and CO2.

The input parameters of the model are the thruster geometry, the feeding mass flow

rate, the average magnetic field strength and the electron temperature, Te, of the plasma

inside the source. We did not use the electrical power as input for reason that will be

explained later. The axial magnetic field strength is fixed to a value of 1100 Gauss

in order to ensure an adequate confinement for the resulting source pressures. The

output parameters are the density of the species generated within the discharge, and

the required electrical power, PW , necessary to sustain the plasma at the given electron

temperature; with these outputs the thruster performances can be evaluated.

PIC simulations have been performed in order to determine the extraction and acceler-

ation coefficients, α and β, of the various ions considered in the discharge. The model

makes use of a numerical simulation tool called ZDPlaskin (Zero-Dimensional Plasma

Kinetics solver) [42]; this package was developed by researchers at LAPLACE (Labora-

toire des Plasmas et Conversion d’Energie). It is composed by set of numerical routines

written in Fortran, useful to interpret and compile large kinetic schemes common to

molecular plasma discharges.

Given the kinetic scheme, consisting of all the relevant chemical and physical processes,

the utility is able to:

� compute rates of chemical processes, performing also integration of cross sections

with Maxwell and non-Maxwell electron distribution function;

� compute rates of variation of chemical species and determine time evolution of the

species densities.
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Plasma-chemical problems are known to be stiff ; unfortunately the DVODE F90 solver

routine, implemented by ZDPlaskin for the time evolution integration of the chemical

species, is not robust enough to solve the majority of plasma-chemical problems that we

submitted to it; for this reason we decided to handle the numerical integration of the

differential equations in Matlab environment. In these conditions numerical integration

of the electron energy equation was too far time consuming to be feasible, therefore the

electron temperature was considered an input parameter of the model; however, this is

acceptable since the objective of the work is a comparison between different gases, and

the model is able to provide useful informations for this purpose.

The model is then fed to the genetic algorithm optimization toolbox, in Matlab envi-

ronment, in order to find optimum efficiency configurations in terms of thruster perfor-

mances; the target of the optimization is a thrust level of 5 mN, with maximization of

thruster efficiency.

3.2.1 Kinetic scheme

Tables of the implemented kinetic schemes, along with rate constants and references for

the plasma chemical reactions, are reported in appendix.

Integration of cross sections with a Maxwellian distribution is performed by Bolsig+

(Electron Boltzmann Equation Solver), utility embedded in the ZDPlaskin package.

For each gas a discharge model has been developed, table[3.4] reports all the species

considered for each model.

Most of the cross section are taken from the LXcat online database[43]; O2 and N2

kinetic schemes were based on the work reported in [44], where reactions mostly comes

from [25].

3.2.2 Results

The purpose of these simulations is to compare different gases in terms of propulsive

performances for the HPT thruster. The axial magnetic field strength is fixed to a

value of 1100 Gauss in order to ensure an adequate confinement for the resulting source

pressures, and the cross diffusion of charged particles is assumed to follow the classic

ambipolar formulation.

The input parameters of the model are the gas mass flow rate, the geometrical dimen-

sions of the chamber, the throat-to-chamber section ratio, and the electron temperature

within the plasma source. Each model is embedded into the genetic algorithm toolbox
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Table 3.4: Species considered for each model

GAS SPECIES

H2 H2 H2(B
1) H2(A

3−C3)
H H(2s) H(2p)

H+
3 H+

2 H+

N2 N2 N2(A
3) N2(B

3) N2(a'1) N2(C
3)

N N(2D) N(2P)

N+
2 N+

O2 O3 O2 O2(a
1) O2(b

1) O2(4 · 5 eV)
O O(1D) O(1S)
O–

4 O–
3 O–

2 O–

O+
4 O+

2 O+

N2O N2O N2 O2 NO
O O(1D) N N(2D)

N2O
+ N+

2 O+
2 NO+ O+

CO2 CO2 CO O3 O2 C

O2(a
1) O2(b

1) O2(4 · 5 eV) O O(1D) O(1S)
O–

4 O–
3 O–

2 O–

CO+
2 CO+ O+

4 O+
2 O+ C+

1. H2(A
3−C3) is a generic excited state comprehensive of both the H2(A

3
Σ) and H2(C

3
Π)

states.

2. O2(4 ·5 eV) is a generic excited state representative of O2(A
3
Σ), O2(C

3
∆), O2(c

1
Σ) states.

Table 3.5: Range of variation of the input parameters for genetic optimization.

R L %∗ ṁ Te

(cm) (cm) kg/s (eV)

Upper Limit 3.0 8.0 1.0 5 · 10−7 10
Lower Limit 1.0 15.0 0.2 5 · 10−8 3

under Matlab environment, in order to find best performing configurations. The input

parameters are changed within the genetic algorithm in order to maximize efficiency

targeting a thrust level of 5 mN. The range of variation of the input parameters are

chosen close to the developed HpH.com experiment, for consistency. Table(3.5) shows

the range of variation of the input parameters for the optimization process.

Table[3.6] reports the thruster geometry and operation parameters resulting from the

optimization process, table[3.7] reports the discharge properties, source pressure, elec-

tron density, ionization degree and dissociation degree resulting from the simulations

run with the optimized parameters, and table[3.8] reports the propulsive performances

resulting from these configurations. Results shows CO2 and N2O perform well, while

H2 is the worst performing because of the high cost of molecule excitation, dissociation

and ionization.
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Table 3.6: Optimized thruster parameters.

GAS R L %∗ ṁ Te
(cm) (cm) (kg/s) (eV)

H2 1.4 11.8 0.67 1.10 · 10−7 9.6
O2 1.8 12.5 0.93 3.20 · 10−7 6.1
N2 1.2 13.6 0.95 1.75 · 10−7 7.9
N2O 2.7 12.1 0.79 3.02 · 10−7 6.6
CO2 2.3 14.8 0.83 2.64 · 10−7 5.4

Table 3.7: Thruster source chamber conditions.

GAS Pressure Ionization Dissociation PW
(mTorr) (W)

H2 5.24 0.015 0.51 482
O2 1.72 0.104 0.84 109
N2 1.73 0.210 0.80 127
N2O 1.12 0.070 0.78 89
CO2 0.50 0.41 0.62 93

Table 3.8: Propulsive performances.

GAS Thrust ISP ηP
(mN) (s)

H2 4.35 4005 0.18
O2 4.71 1489 0.32
N2 4.64 2699 0.48
N2O 4.42 1698 0.46
CO2 5.20 1997 0.55

Higher neutral gas temperature are to be expected in molecular plasma because electron

impact dissociation processes are exothermic and heat the gas. During the simulations

the neutral gas temperature has been set to 1000K; this value has been chosen based on

approximate calculations with a previous developed model that implements a neutral gas

energy equation [11]; however, it has to be pointed out that as the resulting chamber

pressure spans 1 - 6 mTorr, the gas temperature affects weakly the chemistry of the

discharge.

Absorbed power curves for each gas are reported in figure[3.12]; note that, since the

electron temperature it’s been held constant, the power at any time equals the power

losses within the discharge, and depends on the time varying gas composition of the

discharge.
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Figure 3.12: Absorbed power time profile of the optimized configurations.

The overshoot of power at the beginning of the transient of the discharge is a conse-

quent of the constant electron temperature; it is due to the loss of energy by electron

vibrational excitation of the molecules and to build up of electron population. Almost

simultaneously, dissociation by electron impact reduces the number of molecules within

the discharge, and making so, it reduces the sink terms associated to electron vibra-

tional excitation. Figure[3.13] reports the absorbed power, the electron density and the

dissociation within the N2O discharge in the overshoot region; it can be seen that as the

electron density increase within the discharge, also the expended power increases. Dis-

sociation follows with small delay and has a peak when the power it’s already decreased.

As example of the transient evolution of the species density within the discharge, we

report time profiles for the simulation of the N2 case in figure[3.14] Initial conditions are

set as 1018m−3 for N2 ground state and 1010m−3 for all the other species.
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3.3 CO2 Thruster Model

The previous section described a preliminary evaluation of the thruster performance

with different propellants, a work performed within the AO7048 program. The end of

the program resulted in the identification of CO2 as well performing propellant and

interesting from the point of view of the recent interest of the space community in Mars

related space missions. The SAPERE-STRONG program, funded by the Italian Ministry

for University and Research (MIUR), starts on the results of the previous AO7048 and

HpH.com programs and aims to develop a kW-level plasma thruster operating with

Ar and CO2. The propulsive objectives of the program include: (1) the design and

construction of a prototype thruster working at a power level between 1 and 1.5 kW, a

thrust level between 75 an 100 mN with a specific impulse ISP > 2000 s; (2) numerical

investigation and design of a HPT thruster working in the 5 kW power range. The

program is actually under development.

In order to perform the necessary studies and analysis, we developed a plasma chemical

model for a magnetized CO2 discharge to apply to the thruster system. The model is

more detailed than the one presented in the previous section , and it incorporates an

electron energy equation in order to properly account for the injected power into the

system. In this case we implemented also an energy equation for the neutral and ion

particles in order to have an estimation of the gas temperature within the discharge.

Several works on plasma kinetic modelling for CO2 have been published; plasma chemical

reactions for CO2 discharges can be found in papers dedicated to CO2 lasers[45, 46] and

thermal-plasma discharge modelling [47]. Rusanov, Fridman et al. [48] have worked

on CO2 plasma assisted dissociation in the 1980s; CO2 dissociation can be useful for

CO2 sequestration for environmental issues, and for fuel conversion[18]. There has been a

renew interest on these topics recently; Bogaerts’s group [49, 50] have published detailed

kinetic schemes for CO2 plasma discharges. These works concern sub-atmospheric and

atmospheric discharges, where bulk chemical reactions play a major role, they do not

take into account wall diffusion and magnetic confinement effects.

Authors in [6] developed a global model for CO2 thrusters, that can be used to estimate

discharge chemical composition given a set of discharge parameters, as the electron

temperature and the source pressure. However, their model lacks some more appropriate

features, the capability to account for input parameters as the mass flow rate or the

electrical power, the latter is due to the fact that Te does not results from the solution

of a time varying equation, and PW is not an input of the model, rather, it results

from the computation of the losses of the discharge given a specific value of Te (the same

approach followed in the multi-species model of the previous section); also, it seems they
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use diffusion formulas that don’t account for electronegativity and magnetic confinement

of the plasma. Finally their model does not account for magnetic detachment in helicon

thruster [2] or any modelling of the thruster plume.

We developed a model for electronegative magnetized discharges that uses the reac-

tions listed in the above reported papers, and considers wall diffusion and magnetic

confinement effects, which are important at low pressures; extraction and acceleration

coefficients , α and β, are used to account for particles and energy losses at the exhaust

plume of the thruster.

The first part of this section describes the kinetic scheme and the species considered

in the discharge model; the second part reports the validation of the model. Then

we proceed with an investigation of the propulsive performances varying the thruster

parameters, in the low power and high power range; at the end we present the results

of the optimization projections for the high power thruster that will be constructed in

the final phase of the project.

3.3.1 Kinetic scheme

The considered species are listed in table[3.9]. CO2 and CO electronic excited levels

are considered following the same approach presented in [50]; regarding CO2 electronic

excitation we consider two electronic excited states, namely CO2(e1) and CO2(e2), that

corresponds to the cross sections reported by Lowke and Phelps [51]. Authors in [50]

identified e1 and e2 states as CO2(
1Π) and CO2(

1∆).

Regarding CO electronic excitation we consider four electronic excited states, CO(A1Π),

CO(a3Π), CO2(e1) and CO2(e2); CO2(e1) is a group of four different singlet states,

CO(I1Σ), CO(B1Σ), CO(C1Σ) and CO(E1Π); CO2(e2) is a group of four triplet states,

CO(a'3Σ), CO(d3∆), CO(e3Σ) and CO(b3Σ). Cross sections for excitation of the CO

states are reported by Liu [52].

Electron impact reactions are reported in table[A.7] in appendix, cross sections are

integrated over a Maxwellian electron distribution function. Electronically excited states

can have a stimulated ionization, i.e. the activation barriers of ionization and dissociation

are lowered as a consequence of the higher energy level of the excited reactants[50]; cross

sections for ionization and dissociative ionization proceeding from excited reactants are

obtained from the relative ground state cross sections lowering the impact energy by the

relative excited state electronic energy, σex = σground(U − εex).

Dissociative ionization of CO2 appears to be one of the major contribution to heating of

the gas; the implemented cross sections give no indication regarding the excitation state
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Table 3.9: Species considered for the CO2 model

GAS SPECIES

CO2 CO2 CO2(e1) CO2(e2) CO+
2

CO CO(A1Π) CO(a3Π) CO(e1) CO(e2) CO+

O2 O2(a
1) O2(b

1) O2(4 · 5 eV) O+
2 O–

2

O O(1D) O(1S) O+ O–

C C+ O+
4 O–

4 O3 O–
3

1. CO2(e1) and CO2(e2) corresponds to CO2(
1
Π) and CO2(

1
∆).

2. CO(e1) is a generic excited state representative of CO(I
1
Σ), CO(B

1
Σ), CO(C

1
Σ),

CO(E
1
Π).

3. CO(e2) is a generic excited state representative of CO(a'3Σ), CO(d
3
∆), CO(e

3
Σ),

CO(b
3
Σ).

4. O2(4 ·5 eV) is a generic excited state representative of O2(A
3
Σ), O2(C

3
∆), O2(c

1
Σ) states.

of the products; assumptions on the the excitation state of the products are necessary,

in order not to add electronic excitation energy to the gas neutral energy equation. We

refer to the work of Locht and Davister[53] in order to estimate the energy released for

each one of the dissociative ionization processes. The authors used photo-ion and photo-

electron impact techniques and mass spectrometry in order to determine the appearance

energy and the products of dissociative ionization impacts on CO2 target molecules.

They observed three channels:

1. The CO+ channel is observed with AE (appearance energies) of 19.56, 22.18,

23.9, 26.1, 30.4 eV. The authors assign the 26.1 threshold to the process CO2→
CO+(X2Σ)+O(3P), both products appear in their ground state. The implemented

cross section from Itikawa[54], has a threshold of 26.41 eV; we assign this process

to the CO+ dissociative ionization cross section.

2. The O+ channel is observed with AE of 19.04, 22.21, 24.74, 30.32 eV. The au-

thors assign the 30.32 threshold to the process CO2→ O+(4S) + CO(A1Π), in this

case only the oxygen ion is produced in its ground state. The implemented cross

section from Itikawa has a threshold of 29.1 eV; we assign this process to the O+

dissociative ionization cross section.

3. The C+ channel is observed with AE of 23.04, 25.3, 26.9, 28.3, 29.2, 31.27 eV. The

authors assign the 31.27 threshold to the process CO2→ C+(4P)+O2(a
1∆[v−−0−3]).

The implemented cross section from Itikawa has a threshold of 33.68 eV; we assign

this process to the C+ dissociative ionization cross section.
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The energy loss for electron-ion recombination is assumed to be the average electron

energy ε = (3/2)Te; when the process results in formation of a single particle, the

excess energy is radiated away; if the process results in dissociation of the ion, there is

a transfer of energy to the heavy particles that we estimate as the difference between

the average electron energy and the enthalpy balance of the reaction, (3/2)Te − δh0.
There is a transfer of energy to the heavy particles also in third body electron-ion

recombination, the exceeding energy is carried away by the third body[7]. Attachment

is a resonant process with threshold energy, εth, that involves electrons in a narrow energy

range[7]. Heating of the gas results with dissociative attachment, the energy released is

εth + εaff − εdiss, with εaff and εdiss the electron affinity and the dissociation energy of

the molecule; energy release can results also in third body attachment reactions, where

the excess energy is carried away by the third body.

Table[A.8] reports reaction rates for electron detachment, charge exchange reactions and

ion-ion reactions. We assume, for simplicity, that electrons are created at zero energy in

detachment processes. Table[A.9] reports reaction rates for metastable activation and

deactivation reactions, and neutral gas phase reactions. Main source for neutral gas

phase processes is NIST kinetic database[55]. Several neutral gas phase reaction rates,

not available in the database, are calculated from the corresponding reverse reaction with

the law of mass action and the assumption of thermodynamic equilibrium, as explained

in [16].

3.3.2 Validation

Validation of the model has been performed with the experimental data obtained from

characterization of the plasma source operated with CO2 and described in section[4]. In

the experimental characterization, the plasma thruster is fed with CO2 gas, a magnetic

field is applied, with an average axial value of about ∼ 700 Gauss; the source chamber

is constituted by a cylindrical pyrex tube of 19 mm inner diameter; the chamber length

is 140 mm, sufficient to accommodate the RF exciting antenna and the plasma diag-

nostic (i.e. microwave interferometer and optical fiber to collect the spectra). In the

experiment, optical emission spectroscopy analysis is performed on the plasma spectra,

electron density is measured by microwave interferometry and the electron temperature

is estimated by absolute irradiance measurements.

The test matrix is composed by eight cases at three different mass flow regimes, and dif-

ferent power levels; the source configuration and test conditions are reported in table[4.4]

and table[4.5].
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Table 3.10: Experimental CO2 test matrix; source configuration is radius R = 9.5
mm, length L = 140 mm, nozzle section ratio %∗ = 0.07; magnetic field B ∼ 700 Gauss.

Test Mass Flow Deposited
Rate Power

[mg/s] [W]

01 0.25 36
02 0.25 72
03 0.25 132
04 0.13 33
05 0.13 62
06 0.18 54
07 0.18 81
08 0.18 133

Running the CO2 model with an effective cross diffusion coefficient, DR, defined by the

same λ parameter obtained in section[Ar validation], λ = 0.3, a very good agreement

with the experimental data is obtained.

Table[3.11] compares the experimental and numerical values of the electron density and

electron temperature for each test case. We see from table[3.11] that simulated electron

densities are within a factor 0.6 - 1.5 to the measured ones, and electron temperatures

are within a factor 0.9 - 1.1 to the estimated ones.

Table 3.11: Comparison between numerical and experimental values for electron den-
sities and temperatures.

Test ne ne Te Te

(measured) (calculated) (estimated) (calculated)
[m−3] [m−3] [eV] [eV]

01 1.2 · 10+18 7.5 · 10+17 2.0 2.1
02 2.5 · 10+18 1.5 · 10+18 2.0 2.1
03 3.8 · 10+18 3.0 · 10+18 2.0 2.1
04 8.0 · 10+17 1.1 · 10+18 2.5 2.2
05 1.4 · 10+18 2.2 · 10+18 2.5 2.4
06 2.4 · 10+18 1.4 · 10+18 2.1 2.2
07 3.4 · 10+18 2.2 · 10+18 2.1 2.2
08 4.3 · 10+18 3.9 · 10+18 2.1 2.3

The neutral thermal decomposition scheme (the neutral gas phase reactions set), has also

been validated by closed volume steady state simulations, at temperatures in the range

1000-5000 K; results has been compared with equilibrium compositions calculated with

CPROPEP software[56]. Steady state compositions have been found in agreement with

CPROPEP within 0.01%; as example we report in figure[3.15] the time evolution of the

concentration of the neutral species versus the equilibrium composition resulting from

CPROPEP, of CO2 at 5000 K temperature and 1.97 bar pressure. As the simulation time

proceeds, the time varying concentrations approach the equilibrium values of obtained

with CPROPEP.
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Figure 3.15: Thermal decomposition scheme: time evolution concentrations(kinetics)
versus equilibrium composition(CPROPEP). Simulation at 5000K, 1.97 bar.

3.3.3 Propulsive performances

The same considerations drawn for Argon in section [3.1.3] and [3.1.4], should hold for

CO2, keeping in mind that, being CO2 a molecular gas, we expect higher power losses

due to vibrational excitation and electron impact dissociation; the former being relevant

at lower electron temperatures and the latter at higher electron temperatures. We expect

a considerable heating of the gas due to energy liberated in electron impact dissociation

processes; a high gas temperature can give a minor contribution to the overall thrust,

especially at low ionization degrees.

In this section we show simulations at three power regimes: (1) low power regime sim-

ulations, 50 - 200 W, which is in the same power range of the experimental tests in

section[CO2 test]; (2) medium power regime, 1 - 1.5 kW, which is the power range of

design and construction of a prototype HPT thruster for the STRONG-SAPERE pro-

gram; (3) high power regime, 5 kW, which is the power range of numerical investigation

and design of a HPT thruster for the same program.

In order to obtain good thruster performances, high electron temperatures and ionization

degrees are necessary; these can be achieved at low pressures exploiting the confinement

capability of the magnetic field.

Low power regime simulations: we fix the magnetic field to the value of 700 Gauss,

the source length and diameter to 140 mm and 19 mm respectively, as in the experimental

conditions, and change the power input in the discharge from 50 to 200 W; different

chamber pressures can be achieved with different values of the exhaust-to-chamber ratio
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%∗. Propulsive performances for a mass flow rate of 0.1 mg/s and 0.2 mg/s, are reported

in figure[3.16] and figure[3.17] respectively; in the simulations, chamber pressure ranges

between 0.5 and 5 mTorr.
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Figure 3.16: Thrust(a), specific impulse(b) and propulsive efficiency(c): variation
versus power input, for different values of %∗; numerical values are obtained for a fixed
CO2 mass flow rate of 0.1 mg/s, magnetic field, source length, and diameter are 700

Gauss, 140 mm and 19 mm.
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Figure 3.17: Thrust(a), specific impulse(b) and propulsive efficiency(c): variation
versus power input, for different values of %∗; numerical values are obtained for a fixed
CO2 mass flow rate of 0.2 mg/s, magnetic field, source length, and diameter are 700

Gauss, 140 mm and 19 mm.

Figure[3.18] reports the electron temperature and the neutral temperature for the 0.2

mg/s case, neutral temperature shows in the range 1000-3000 K degrees; figure[3.19]

reports, for the same case, the ionization degree and the electronegativity, which results

less than 2 ·10−4, and figure[3.20] reports the fraction of the collisional to total expended

power, and the resulting Θ parameter, which span from 0.2 - 0.6 pW. Finally, in fig-

ure[3.21], we shows the fraction of thrust due to high temperature gas, over the total

thrust provided by the thruster, for the two cases; at low power, where the ionization is

low, and at high pressures (%∗ = 0.3), the thrust from neutral particles is ∼ 30% of the
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total thrust; as the pressure decreases and the ionization degree increases, the fraction

becomes negligible.
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Figure 3.18: Electron temperature(a) and neutral temperature(b): variation versus
power input, for different values of %∗; numerical values are obtained for a fixed mass
flow rate of 0.2 mg/s, magnetic field, source length, and diameter are 700 Gauss, 140

mm and 19 mm.
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Figure 3.19: Ionization degree(a) and electronegativity(b): variation versus power
input, for different values of %∗; numerical values are obtained for a fixed mass flow rate
of 0.2 mg/s, magnetic field, source length, and diameter are 700 Gauss, 140 mm and

19 mm.

Medium-High power regime simulations: we performed simulations at medium

(1-1.5 kW), and high (4.5-5 kW) power regimes; average magnetic field strength is

set to 1100 and 1500 Gauss respectively. Chamber dimensions and mass flow rates

parameters are set based on the results obtained with genetic algorithm optimization;

they are reported in table[3.12]. Propulsive performances are reported in figure[3.22]

and figure[3.23]; chamber pressure ranges between 2 and 15 mTorr; pressure variation is

achieved with different values of the exhaust-to-chamber ratio %∗.
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Figure 3.20: Fraction of the collisional to total expended power (a), and the Θ
parameter (b): variation versus power input, for different values of %∗; numerical values
are obtained for a fixed mass flow rate of 0.2 mg/s, magnetic field, source length, and

diameter are 700 Gauss, 140 mm and 19 mm.
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Figure 3.21: Fraction of thrust due to high temperature gas, over the total thrust,
for 0.1 mg/s case (a) and 0.2 mg/s case (b); variation versus power input, for different
values of %∗; numerical values are obtained for a magnetic field, source length, and

diameter are 700 Gauss, 140 mm and 19 mm.

Table 3.12: CO2 high power regime simulations parameters.

Chamber Chamber Mass Flow Magnetic field
Radius Length Rate [Gauss]
[mm] [mm] [mg/s]

1.0 - 1.5 kW 160 30 1.6 1100

4.5 - 5.0 kW 190 50 7.0 1500
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Figure 3.22: Thrust(a), specific impulse(b) and propulsive efficiency(c): variation
versus power input, for different values of %∗; numerical values are obtained for a fixed
CO2 mass flow rate of 1.6 mg/s, magnetic field, source length, and diameter are 1100

Gauss, 160 mm and 60 mm.
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Figure 3.23: Thrust(a), specific impulse(b) and propulsive efficiency(c): variation
versus power input, for different values of %∗; numerical values are obtained for a fixed
CO2 mass flow rate of 7.0 mg/s, magnetic field, source length, and diameter are 1500

Gauss, 190 mm and 100 mm.



Chapter 4

Thruster Source Experimental

Charachterization

In this chapter we describe the experimental measurements carried out at the high

vacuum facility available at the Centre for Space Research (CISAS) at University of

Padova.

A schematic of the experimental set-up is proposed in Figure[4.1]; with reference to

Figure[4.1], from left to right, a gas injection system, provided with pressure gauges

and mass flow controller, injects a stream of gas in a cylindrical Pyrex tube, where

the plasma discharge is realized; the excitation antenna and the magnetic system are

wrapped around the Pyrex tube; the ionized gas is then expelled through an expansion

bell which connects to a vacuum chamber (2 m length, 0.6 m diameter) where the gas

is pumped out by the vacuum pumping system.

The entire system is operated under continuous mass flow in order to simulate thruster

operations. The build up pressure within the plasma discharge (the Pyrex tube) ranges

from 20-60 mTorr, depending on the imposed gas flow rate. During source operation, the

pressure inside the vacuum chamber, where the gas is exhausted, is maintained below

7 · 10−2mTorr (10−4 mbar).

An interchangeable ceramic diaphragm is placed between the Pyrex tube and the ex-

pansion bell with the purpose of mechanically focusing the exiting gas and build up

additional pressure within the discharge. The overall system was designed in order to

be highly reconfigurable in terms of source length, outlet section diameter (diaphragm),

and magneto-static field shape and intensity.

The first part of the chapter describes the plasma generation source, composed by an

RF excitation antenna and the magnetic system, and the diagnostic composed by a

47
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Figure 4.1: Experimental set-up configuration.

microwave interferometer and an optical spectrometer. The second part of the chapter

describes the tests conducted with Ar and CO2 gases; the measurement of the electron

density is performed by microwave interferometry, previous estimation of the plasma col-

umn diameter; estimation of the electron temperature is performed by optical emission

spectroscopy, with line ratio method for Ar and absolute irradiance for CO2.

4.1 RF Antenna and Magnetic system

The key features of the system that were developed and optimized during the project

HpH.com are the antenna and the magneto-static system. The magnetic system is

necessary in order to provide confinement within the discharge and impart momentum

to the exiting plasma beam (i.e. the so called magnetic nozzle effect). The design

procedure, along with the experimental tests and numerical simulations, was aimed to

achieve high plasma densities and high electrical power deposition efficiency.

The first antenna configuration was based on a simple four-loops helical antenna; this

configuration was modified successively, during the HpH.com project, either in the num-

ber of loops and the shape of the antenna. The actual antenna is designed to operate in

the range of frequency from 1.8 MHz to 30 MHz, and is currently under patenting pro-

cedure. The system includes a signal(RF) generator, a power amplifier, a custom-built

matching device, the RF antenna, and a set of custom-built voltage and current probes.

The latter can be placed along the RF network allowing estimation of both the power

coupling and the complex impedance at different circuit locations.
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The magnetostatic field has been initially generated by four electromagnets, indepen-

dently powered in order to produce different field patterns with an intensity up to 1250

Gauss. Subsequently, they have been replaced by samarium-cobalt permanent magnets

which can be arranged in several configurations, both with radial and axial magnetiza-

tion; the use of permanent magnets allows for a passive and more compact design; more

detailed informations on the RF antenna and the magnetic field optimization can be

found in [57].

Figure[4.2] shows a schematic of the source with the positioning of the magnetic rings

relative to the discharge tube and the RF antenna. In the figure, the intensity of the axial

component of the magnetic field, along the source axis, is superimposed; the absolute

maximum value is approximately 700 Gauss, the average value is about 400 Gauss, and

the field presents an inversion of the axial component along the discharge tube.

Figure 4.2: Magnetic system and its placement with respect to the plasma discharge,
inlet and outlet sections; the system is comprised of two rings with radially-magnetized
permanent magnets. The axial component of the magnetic field produced along the

axis is superimposed.

4.2 Plasma Diagnostics

The experimental diagnostic is constituted by a microwave interferometer and an optical

spectrometer. The former allows the evaluation of the plasma density, whereas the latter

allows an estimation of the electron temperature and an indication of the main excited

species within the discharge.

The microwave interferometer was designed during the project HpH.com, and it is de-

scribed thoroughly in [58]. The interferometer works with a 75 GHz microwave signal
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modulated at 100 MHz frequency; it is capable of detecting electron density values

ranging from 3 · 1016m−3 to 7 · 1019m−3 (cut-off density).

The optical spectrometer belongs to the Ocean Optics HR4000 series, characterized

by a 3648 pixel CCD sensor; it operates in the 220-650 nm wavelength range, with a

wavelength resolution δλ ≈ 0.118 nm. An optical fiber collects the emission of the plasma

through the 2.5 mm thick pyrex wall, whose UV-filtering effect has been accounted in

the calibration phase of the instrument. The optical system was calibrated by means

of an Ocean Optics DH2000 light source, featuring a deuterium lamp and a tungsten

halogen lamp providing a known and stable calibration spectrum covering the operating

range of the spectrometer; the lamp features a special SMA connector for optical fibers,

in which a 2.5 mm thick pyrex slab was placed in order to reproduce the effect of the

discharge chamber wall; because of the pyrex opacity in the UV region, the calibration

was successfully carried out only in the 270-650 nm range, which was, however, sufficient

for the identification of species and the estimation of electron temperature.

4.3 Experimental Tests and Results

The characterization of the plasma source is performed by determination of the electron

density, identification of the line emission systems and estimation of the electron tem-

perature by line ratio method. The electron density is determined by interferometric

measurements, which relates the phase shift (∆φ) experienced by the microwave signal,

travelling through the plasma column, to the average electron density and the plasma

column diameter by the following relation:

∆φ =
e2

4πc2ε0me
λDn̄e (4.1)

Here me and e are the electron mass and charge, c is the speed of light, ε0 is the vacuum

permittivity, λ is the microwave wavelength, n̄e is the average plasma density along the

line of sight of the interferometer.

Equation(4.1) is valid within a 4% error up to a density of 1 · 1019m−3 and for a value

of D ranging from 20 mm down to 8 mm; for higher densities and lower diameters the

relation becomes nonlinear. However, ray tracing techniques[58] shows that a linear

region is still present for n̄e < 2 ·1019m−3, but with a different slope than equation(4.1).

For D = 6 mm and D = 7 mm, we have the following relations:



Column diameter estimation 51

∆φ(6mm) = 4 · 10−20n̄e

∆φ(7mm) = 6.5 · 10−20n̄e
(4.2)

4.3.1 Column diameter estimation

The plasma column diameter is determined by processing filtered images of the discharge;

we applied a band pass filter centered at 488±10 nm, which is peculiar of the strong

emission[59] ArII[2D5/2−
2P3/2].

The luminescence of the plasma is mostly confined in a cylindrical column around the

axis of the discharge chamber; the charged particles appears to be tightly wrapped

around the axis, while neutral excited species are allowed to diffuse through the volume

of the Pyrex tube; Figure[4.3] shows filtered and unfiltered images of the discharge that

explain this feature.

Previous experiments[57], have confirmed that the plasma cylindrical column feature,

depends mainly on the outlet diaphragm diameter and the magneto-static field, while

the mass flow rate and the power coupled by the antenna show no significant influence.

Figure 4.3: Unfiltered and filtered pictures of Ar discharge: (1) unfiltered image.(2)
Filtered image at 488 nm.

A similar analysis has been performed here for the case of CO2, employing the same

filter. Since in CO2 plasma the emission at 488 nm is typical of both ionized and

excited species, we adopted the following procedure: (1) an unfiltered image was taken

as reference, with the plasma turned off, in order to estimate the scale of the pictures;

(2) a filtered image of only Ar plasma was taken with a power level of 50W in order to

verify the configuration found in the previous Ar experiment; (3) at the same conditions
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an image was taken of a 50% Ar, 50% CO2 mixture plasma; (4) a third image of a pure

CO2 discharge.

In figure[4.4.2] Ar produces the aforementioned discharge structure, the blue emission

is concentrated in the core; as the CO2 percentage is raised, the outer zones of the

volume are progressively filled with blue emissions, due to excited neutrals, however

the strongest part of the emission is still concentrated in the core, indicating the region

populated by the charged particles, figure[4.4.3] and figure[4.4.4].

Core diameters, ranging between 5-7 mm, were estimated in the zone covered by the

interferometer waveguides, resulting in a mean value of 6 mm.

Figure 4.4: (1) Unfiltered reference frame. The red arrow evidences the external
diameter of the discharge chamber (24 mm); the interferometer waveguides are visible,
the zone covered by them is dashed. (2) Filtered image of Ar discharge. (3) Filtered

image of Ar-CO2 mixture. (4) Filtered image of pure CO2 discharge.

4.3.2 Experiments with Ar gas

4.3.2.1 Ar electron temperature estimation

The plasma UV-Vis spectrum of our Argon discharges, is dominated by emission from

the Ar first ionized states; an example of the acquired spectra is shown in Figure[4.5], for

the second test case; test cases are reported in table[4.2] in the next paragraph. Several

lines from the ArI excited state are detected also, together with few (not reported

in the figure) from ArIII states. Note that the higher peak pertains to the selected

ArII(2D5/2−
2P3/2) transition at 488 nm, for filtered imaging of the discharge.

An estimation of the electron temperature can be given by the line ratio procedure

indicated by Boffard et al. [60]. The authors identify the line pair constituted by the
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Figure 4.5: Emission spectra of Ar plasma for test case 2.

419.83 nm, ArI(5p [1/2]0 − 4s [3/2]o1), and 420.07 nm, ArI(5p [5/2]3 − 4s [3/2]o2) transitions,

and implement them in an extended corona model; the model uses optical emission cross

section and take into account the excitation produced from the ArI(4s [3/2]o2) metastable

state.

Note that such corona model depends (indirectly) on the electron density, which is

responsible for the population of the metastable levels. The authors tested their model

against experimental probe measurements in an ICP discharge reactor, obtaining good

agreement with the data; the accuracy of this method, based on the probe measurements

reported in their paper, is determined to be ±20%; they also compared the results with

a more refined kinetic model (including excitation from other levels, radiation trapping,

etc.), concluding that the increase in complexity follows a gain in accuracy of ±15%.

Assuming a Maxwellian electron distribution, and using the optical emission cross sec-

tions in [60], the integrated line intensities ratio is defined by:

I420
I419

=
K0

420(Te) + (nm/n0)K
m
420(Te)

K0
419(Te) + (nm/n0)Km

419(Te)
(4.3)

Where nm/n0 is the ratio of metastable (4s) to ground population density, and K(Te) is

the average, over a Maxwell distribution, of the optical emission cross section. The line

pair ratio has a linear dependence on the metastable density in equation(4.3), it has a

near exponential dependence on Te (via excitation rates). As a consequence, when one

uses the inverted relation to find Te from the line pair ratio and metastable fraction, the

results generally turn out to be less sensitive to the value of nm/n0 [60]; in this regard,
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the authors reports that a 50% uncertainty on nm/n0 resolves to a 10% uncertainty on

the determination of Te.

The assumption of a Maxwell distribution was discussed in section[2.1.1]. Figure[4.6]

shows the optical emission rate constants implemented in equation(4.3) and the inte-

grated line intensity ratio as function of Te, and for different values of nm/n0 in the

range relevant to our work.
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Figure 4.6: (a) Optical emission rates for a Maxwellian electron distribution; (b)
integrated intensities line ratio for different values of nm/n0.

The spectrometer resolution allows to resolve separately the two wavelengths, 420.07

and 419.83, however there is partial overlap of the lines due to broadening mechanism.

The major contribution to broadening affecting the two Ar lines, in these experimental

conditions, is instrumental broadening; other broadening mechanism are negligible: nat-

ural broadening, estimated with formula in [61], is 10−5 nm order of magnitude; Doppler

broadening, estimated with formula in [62], is 10−3 nm order of magnitude.

Instrumental broadening is described by a Gaussian profile[63], with I0 the peak intensity

and FWHM the full width at half maximum.

Iλ(I0,FWHM) =
I0

FWHM
(

π
4 lg 2

)1/2 exp

[
− 4 lg 2

FWHM2 (λ− λ0)2
]

(4.4)

We fit, in a least square sense, the sum of two line profiles to the experimental profile,

as depicted in figure[4.7]; fitting parameters are the FWHW and the peak intensity of

the 419 and 420 nm lines.
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Figure 4.7: Fitting of two Gaussian profiles at 419.18 and 420.07 nm, to the experi-
mental spectrum (test case 2).

4.3.2.2 Ar test matrix and results

Experimental source configuration, for Argon tests, is reported in Table[4.1]. Two mass

flow rates were tested, corresponding to 0.20 and 0.17 mg/s. For each mass flow rate

a power scan was performed in the range from 30 to 130 W of absorbed power by

the plasma. Table[4.2] reports these parameters, together with the electron density

obtained with the microwave interferometer, and the deposited power determined by

current-voltage measurements.

Table 4.1: Plasma source configuration for Ar tests

Parameter Description

Discharge chamber length 135 mm
Discharge chamber inner diameter 19 mm
Outlet diaphragm diameter 5 mm
Magnetic system Two radially-polarized rings (diame-

ters of 39 mm and 86 mm, respectively)
composed of cubic (edge length of 20
mm) SmCo permanent magnets with
radial magnetization

Table 4.2: Ar test matrix: mass flow rates, electron density by microwave interfer-
ometer, and deposited power by current-voltage measurements.

Test Mass Flow PW n̄e
Rate

[mg/s] [W] [m−3]

01 0.20 38 9.0 · 10+18

02 0.20 59 8.0 · 10+18

03 0.20 122 1.6 · 10+19

04 0.17 39 6.0 · 10+18

05 0.17 59 9.3 · 10+18

06 0.17 97 1.5 · 10+19
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The ratio of metastable to ground population density, nm/n0, is evaluated, for each test,

by means of the numerical model described in the previous section[3.1]. The electron

temperature estimated by line ratio method is reported in Table[4.3] together with the

nm/n0 parameter determined by numerical simulation.

The uncertainty of the numerical model, in section[3.1], in predicting the electron density,

can be estimated, by comparison with the interferometric measurements, to be on the

order of ±40%; it is actually ±10% if we exclude the exceptional high density measured

in test 01.

If we assume this ±40% uncertainty, to be affecting the determination of all the output

densities of the model, then the uncertainty on the metastable ratio nm/n0 is also ±40%.

The total uncertainty on the estimation of the electron temperature, from line ratios,

becomes then ±30%.

Table 4.3: Estimated electron temperature (line intensity ratio), and calculated (Ar
model) ratio of metastable to ground population density.

Test nm/n0 Electron
Temperature

[eV]

01 4.1 · 10−4 2.8
02 4.2 · 10−4 2.4
03 4.4 · 10−4 2.5
04 4.6 · 10−4 2.4
05 4.7 · 10−4 2.5
06 4.8 · 10−4 2.3

4.3.3 Experiments with CO2 gas

4.3.3.1 CO2 electron temperature estimation

Absolute and relative irradiance measurements have been performed with the HR4000

spectrometer. Several emission system are expected for a carbon dioxide plasma, as

reported in Pearse’s compilation[64], and in Ajello[65].

Following the observations made by Ajello, the UV-visible emission spectrum can be

divided into three regions, namely:

1. The first region (126-195 nm) is characterized by the emission of the fourth positive

system of CO(A1Π−X1Σ+); this system is often used for the determination of

the vibrational temperature [66, 67] because of the small overlap of vibrational

bandheads in this region.
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2. The second region (195-250 nm) is characterized by the emission of the first neg-

ative system of CO+(B2Σ+−X2Σ+), and the Cameron system CO(a3Π−X1Σ+).

3. The third region (250-450 nm), which is in the range of our spectrometer, is char-

acterized by the emissions of the FDB (Fox, Duffendack and Barker[68]) system,

and the doublet system. In this region, the presence of the CO+(A2Π−X2Σ) tran-

sition (Comet Tail system) is also reported by Pearse[64], though it is not observed

by Ajello. The FDB and the doublet are the strongest emission features of our

CO2 discharge.

The A−X (FDB) system is produced by electron impact excitation of the ground state

and subsequent photon emission

e + CO2(X
1Σg) → 2e + CO+

2 (A2Πu)

CO+
2 (A2Πu) → CO2(X

2Σg) + hνv′v”

TheA−X system consists of strong transitions (v′, 0, 0)→ (v′′, 0, 0), and weak (v′, 0, 0)→
(v′′, 0, 2), transitions; additionally, this system is doubly degenerate in the component

of the total angular momentum along the internuclear axis (Ω = 1/2, 3/2), generating a

total of four sub-systems.

The doublet CO+
2 (B2Σu−X2Σg) system consists of two strong emission lines at 288.2

and 289.6 nm, respectively; it is produced in the same way as the A −X system, and

it is also doubly degenerate. The two lines of the B −X system were clearly visible in

every test, providing wavelength shifting calibration for the spectra acquisition.

Other emission features relative to the CO molecule have been detected, specifically: (i)

the Angstrom system relative to the CO(B1Π−A1Π) transition from 410 nm to 660 nm,

(ii) the third positive system relative to the CO(b3Σ−a3Π) transition from 265 nm to

380 nm, (iii) the triplet bands of the CO(d3∆−a3Π) transition, from 410 nm to 650 nm.

All these features indicate a certain degree of dissociation of the mixture. CO emission

lines identification is based on the compilation reported in [69].

Figure[4.8] shows the spectra acquisition from 250 to 400 nm (no baseline correction),

corresponding to the 2nd test case in table[4.5]; the figure features the CO+
2 FDB and

doublet, and the CO third positive systems. It can be noticed that the majority of lines

in the UV region (λ < 400nm) pertains to the FDB system, and the strong emission of

the doublet systems.
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Figure 4.8: CO2 discharge spectra in the 250-400 nm range (no baseline correction);
spectra obtained for 72 W deposited power and 0.25 mg/s CO2 mass flow rate, corre-

sponding to the 2nd test case in table[4.5].

The electron temperature can be estimated by absolute irradiance measurements; for

this purpose, it is necessary to correlate the irradiance to the plasma source dimensions

and to the emitting volume observed by the fiber. The geometrical parameters needed

are: the collection angle of the fiber, and the plasma column radius.

The electron temperature can be estimated by absolute irradiance measurements; for

this purpose, it is necessary to correlate the irradiance to the emitting plasma volume

observed by the fiber.The geometrical parameters needed are: the collection angle of the

fiber, and the plasma column radius.

We have determined the fiber collection angle, conducting a light through the fiber and

measuring the spot size generated on a paper sheet, whose normal was aligned with the

axis of the fiber. Consider the schematic pictured in Figure [4.9]: the diameter of the

plasma column is enclosed in the field of view of the fiber.

Consider now figure[4.10]: we have introduced an auxiliary cartesian coordinate system

(x, y, z), so that the emission area, S(L(y), R(y)) of a plasma sheet, located at the plasma

column vertical coordinate y from the axis of the discharge, is given by:

S(L(y), R(y)) = 2

(
R(L2 −R2)1/2 + L2 tan−1

[
R

(L2 −R2)1/2

])
R(y) =

(
R2

0 − y2
)1/2

L(y) = (L0 − y tan(θ0))
1/2

(4.5)

where R0 is the radius of the plasma column, L0 is the radius of the collection cone

measured at the axis of the discharge and θ0 is the collection angle. R(y) and L(y) are
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Figure 4.9: Schematic of the SMA connector over the pyrex tube; spot area generated
by the fiber light.

the transversal and longitudinal dimension of the local plasma sheet at the y coordinate.

The (local) solid angle relative to an emitting plasma sheet is defined as the ratio of the

local plasma sheet and the distance from the sheet to the fiber entrance:

Ω(y) =
S(y)

(D0 − y)2
(4.6)

with D0 the distance between the fiber and the axis of the discharge (see Figure [4.9]).

Figure 4.10: Geometrical model for the estimation of the emission plasma sheet area,
function of the vertical coordinate y.

The measurement output of the spectrometer is the radiant flux per unit area, per unit

wavelength, Iλ, with units [W/(m2 nm)]; the wavelength specific radiance, Lλ, with
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units [W/(m2 nm sr)] is a local quantity defined on the emitting plasma sheet. The

relation between these two quantities is:

Iλ =
1

2R0

∫ +R0

−R0

Lλ(y)Ω(y)dy (4.7)

By assuming isotropic emission and homogeneous plasma, Lλ results constant, and can

be carried outside the integral:

Lλ =
Iλ

1
2R0

∫ +R0

−R0
Ω(y)dy

=
Iλ

Ωavg
(4.8)

The radiance L is obtained integrating Lλ over the wavelength of interest:

L =

∫ λ0+δλ

λ0−δλ
Lλdλ (4.9)

δλ is chosen as twice the variance of the Gaussian line profile, in order to enclose 95%

of the energy radiated by the transition at λ0; the variance of the profile is related to

the FWHM by FWHM = 2σ
√

2 ln 2.

We are interested in the energy emitted by the two lines of the CO+
2 (B−X) system, at

288.2 and 289.6 nm. Little overlap from other emissions is expected in this range, and

none particularly between the two lines; therefore we can carry the integration over the

two peaks of the doublet as follows:

LBX =

∫ λ289+δλ289

λ288−δλ288
Lλdλ (4.10)

The δλ quantities are determined from the FWHM widths of the two lines, obtained by

fitting the spectra with two overlapping Gaussian profiles, in the same manner as was

done with Argon in section[4.3.2.1]. Assuming no absorption within the plasma, the

average emission coefficient can be determined by [61]:

ε̄BX =
LBX
s2 − s1

(4.11)
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where (s2 − s1) is the depth of the plasma along the line of sight, corresponding in this

case to the plasma column diameter.

The emission coefficient of a transition from a state p to a state q, at frequency νpq, is

determined by the Einstein coefficient A(p → q) and the population of the upper state

n(p), as follows

ε(p→ q) =
hνpq
4π

A(p→ q)n(p) (4.12)

In the hypothesis of coronal equilibrium, the population of the upper state, CO+
2 (B2Σu),

proceeds mainly from the CO2 ground level by electron impact reactions; using optical

emission excitation cross sections, the additional population, resulting from radiative

cascade from upper levels, is also accounted in the coronal model. The emission coeffi-

cient, relative to the doublet CO+
2 (B−X) transitions, results:

εBX = n0n̄eK(Te)
h

4π
(ν288f288 + ν289f289) (4.13)

Where K(Te) is the optical emission rate constant of the CO+
2 (B−X) transitions, ob-

tained by averaging the Tsurubuchi and Iwai’s [70] optical emission cross section, over a

Maxwellian electron distribution function; f1 and f2 are branching ratios, from Ajello[65],

they represent the probability of the energy to be radiated by the 288 channel or the

289 channel. ν1 = c/λ(288.2) and ν2 = c/λ(289.6) are the transition frequencies.

The electron density, n̄e, is determined by interferometric measurements; n0 is the CO2

neutral density, it is estimated by means of the CO2 global discharge model described

in section[3.3]. Combining equations (4.11) and (4.13), the electron temperature can

be determined; figure[] reports the optical emission rate constant of the CO+
2 (B−X)

transitions.

K(Te) =
LBX
s2 − s1

4π

hn0n̄e(ν288f288 + ν289f289)
(4.14)
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Figure 4.11: Optical emission rate constant of the CO+
2 (B−X) transitions.

4.3.3.2 CO2 test matrix and results

The source configuration, for CO2 tests, is reported in table[4.1]; three mass flow rates

were tested: (1) the maximum allowed by the controller that corresponds to 0.25 mg/s,

(2) the minimum mass flow rate sustainable by the discharge, and (3) an intermediate

mass flow rate. For each mass flow rate a power scan was performed in the range from

30 to 130 W of deposited power; the experimental test are listed in table[4.5], together

with the electron density measured by microwave interferometry and the deposited power

obtained from current voltage measurements.

Table 4.4: Plasma source configuration

Parameter Description

Discharge chamber length 140 mm
Discharge chamber inner di-
ameter

19 mm

Outlet diaphragm diameter 5 mm
Magnetic system Two radially-polarized rings

(diameters of 39 mm and 86
mm, respectively) composed
of cubic (edge length of 20
mm) SmCo permanent mag-
nets with radial magnetiza-
tion

The electron temperature, estimated by absolute irradiance measurements is reported in

table[4.6], together with the CO2 neutral ground state density determined with numerical

simulation with the CO2 model. The temperature is approximately ∼ 2 eV for all test
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Table 4.5: CO2 test matrix: mass flow rates, electron density by microwave interfer-
ometer, and deposited power by current-voltage measurements.

Test Mass Flow PW n̄e
Rate

[mg/s] [W] [m−3]

01 0.25 36 1.20 · 10+18

02 0.25 72 2.50 · 10+18

03 0.25 132 3.80 · 10+18

04 0.13 33 7.98 · 10+17

05 0.13 62 1.37 · 10+18

06 0.18 54 2.38 · 10+18

07 0.18 81 3.38 · 10+18

08 0.18 133 4.28 · 10+18

cases; this behaviour shows us that, at this level of ionization degree, the increase in

power results almost entirely in an increase of plasma density.

Table 4.6: Estimated electron temperature (absolute irradiance), and calculated (CO2

model) ground state neutral density.

Test n0 Electron
Temperature

m−3 [eV]

01 4.85 · 10+020 2.1
02 3.82 · 10+020 2.0
03 2.32 · 10+020 2.0
04 1.73 · 10+020 2.4
05 8.96 · 10+019 2.5
06 2.54 · 10+020 2.0
07 1.74 · 10+020 2.0
08 8.90 · 10+019 2.1





Chapter 5

N2O Plasma Assisted

Decomposition

Monopropellant thrusters are widely used in spacecraft attitude control and station

keeping for satellites. Hydrazine and hydrogen peroxide are among the most used in

such propulsion systems and are a proven technology. However, in recent years, research

has committed into finding a green alternative to these propellants, because their toxicity

and inherent flammability make them difficult and costly to handle[12, 13].

Nitrous oxide offers many inherent advantages as small satellite’s propellant. It is non-

toxic, non-corrosive and may be used with common structural materials. Nitrous oxide

is stable and comparatively non-reactive at ordinary temperatures, is classified as a non-

flammable and is shipped with the required “Green Label”. From a space-propulsive

point of view, N2O offers the following advantages:

1. It can be stored as a liquid (∼745 kg/m3) with a vapour pressure of ∼52 bar (at

20 ◦C), and a storage temperature range from -34 to 60 ◦C.

2. Safe handling, non toxic and non flammable at ambient pressure and temperature.

3. Decomposes exothermically with standard enthalpy of formation of 82.05 kJ/mol.

Compare to hydrogen peroxide, N2O presents a higher specific impulse; compared to

hydrazine, N2O does not presents safety concerns (and expensive handling); compared

to both monopropellants, N2O presents an extended storage temperature range and the

“self pressurization” capability, which make possible to store it in liquid form and spill it

in gaseous form. A good analysis of the advantages of the application of N2O for space

propulsion is provide by Zachirov in [13].

65
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N2O resistojets have been developed by SSTL (Surrey Satellite Technology LTD) [71];

these devices produce 125-270 mN thrust and 127-182 s specific impulse, they operate in

the range of 0.1 g/s mass flow and 100-600 W electrical power, with efficiencies spanning

from 27 - 30 %. Prior to operation the resistojet is heated, typically for 15 minutes, to

achieve a minimum temperature throughout the chamber.

Catalytic decomposition of N2O have been studied for monopropellant propulsive ap-

plications [13, 72]; Zakirov[72] reports chamber temperatures in the range 700-800 C◦.

Although this method does not need electrical power, catalyst is prompt to deteriorate

when subject to high temperatures.

Plasma discharges have been proposed as method to initiate and sustain N2O decompo-

sition; a numerical investigation of N2O plasma ignition is reported in [11], and a DBD

N2O discharge thruster experiment is presented in [14], which, however, does not shows

promising results.

The catalytic effect of the plasma is well known [18, 25]; it is used for efficient CO2

dissociation, fuel conversion and also in N2O dissociation for nitric oxide production[73].

It has been, experimentally and numerically, observed[48, 49] that, for efficient molecular

dissociation, warm plasmas, achieved with gliding arc or microwave heated discharges,

provide good results, compared to cold plasmas (i.e. DBD, corona).

Possible advantages of plasma technology applied to monopropellant propulsion are,

beside the catalytic effect, the capacity to exceed the ideal specific impulse limit of

chemical thrusters, thanks to the additional electrical energy deposited into the gas;

another advantage is related to the speed of plasma, the ability to reach operating

conditions in very short times, and the possibility to exert an electrical control of the

discharge and the propulsive parameters, to a certain degree to be addressed yet.

In this chapter we present preliminary results of a gliding arc experiment, for N2O

plasma assisted decomposition, carried out at Drexel University (Philadelphia); the

experiment is designed to prove the feasibility of a N2O gliding arc monopropellant

thruster. The discharge is characterized by means of optical emission spectroscopy

(OES), Fourier transform infrared spectroscopy (FTIR), thermocouple measurements

and current-voltage measurements. The catalytic effect of the plasma is proved by the

high vibrational temperature, Tv, of the plasma, and the degree of decomposition of the

products of the discharge.

In the second part of the chapter, we present a numerical global model developed to

investigate the advantages of plasma assisted decomposition; the purpose of the model

is to demonstrate, from a numerical point of view, that the catalytic action of the plasma,
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can be successfully applied to promote decomposition and combustion of nitrous oxide for

monopropellant propulsion. The model make uses of modified non-equilibrium reaction

rates, that depends on the neutral gas temperature and on the molecular vibrational

temperature; a vibrational energy equation is implemented to track the change of the

vibrational temperature during the discharge.

5.1 Gliding arc discharge

A gliding arc (GDA) discharge is obtained by a fast translating or rotating electrical

arc; the arc is generated by a high voltage in a short gap, and then is pushed away

by the flowing gas itself. As the arc travels downstream, it elongates because of the

increasing size of the gap, until it reaches a critical length when the heat losses, from

the plasma column, begin to exceed the energy supplied by the source; at that point the

arc extinguishes , but it reignites itself at the minimum distance between the electrodes

to start a new cycle[18].

The gliding arc plasma can be either thermal or non-thermal depending on the power

and flow rate. It is possible to operate the arc also in a transitional regime when the arc

starts thermal, but during its evolution, energy balance requirements shift the plasma

in a non thermal, and less expensive, regime.

The non-equilibrium condition of the plasma is realized when T < Tv < Te, with Tv the

vibrational temperature of the molecules. In this condition, chemical reaction rates can

be stimulated in regimes quite different from conventional combustion and environmental

situations. GDA experiments have been carried to demonstrate efficient dissociation of

green house gases as CO2 and N2O[73, 74].

In a N2O gas GDA discharge, two mechanism are able to promote dissociation and

combustion:

1. Hot spot localized dissociation, promoted by high energetic electrons within the

arc, results in the following reactions:

N2O + e→ N2 + O(1D) + e ∆H = −0.3 eV

N2O + e→ N2 + O(3P) + e ∆H = −2.3 eV

N2O + e→ NO + N + e ∆H = −1.0 eV

(5.1)
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with the proper convention of ∆H < 0 for exothermic processes; fast recombination

of radicals results in additional heating of the gas:

N2O + O(1D)→ N2 + O2 ∆H = −5.4 eV

N2O + O(1D)→ NO + NO ∆H = −3.5 eV

N2O + O(3P)→ N2 + O2 ∆H = −3.4 eV

N2O + O(3P)→ NO + NO ∆H = −1.6 eV

NO + NO→ N2 + O2 ∆H = −1.0 eV

(5.2)

2. High vibrational temperature, Tv > T ,decrease the activation energy for uni-

molecular dissociation of the gas, resulting in a non equilibrium factor Φ(T, Tv)

that boost the thermal dissociation reaction rate as follows:

N2O + M→ N2 + O + M K(T, Tv) = Φ(T, Tv) ·K(T ) (5.3)

An example of Φ(T, Tv) is reported in figure[5.1]. Vibrational energy is pumped

into the molecule by plasma electron collisions, reducing the activation energy as

explained in figure[5.2].
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Figure 5.1: Non equilibrium factor Φ(T, Tv) calculated with Kuznetsov’s formula[1],
for N2O at T = 500 K.

A rotating gliding arc reactor was designed to investigate the applicability, of this type

of discharge, to monopropellant propulsion. The work has been carried out at Drexel

University under the supervision of professor Danil Dobrynin and professor Gary Niren-

berg. The design has been conducted with reference to the operative parameters of the

N2O resistojet previously mentioned. Electrical power range PW < 50 W, mass flow

rate 10-30 mg/s, compact dimensions 1.6 cm × 10 cm.

A schematic of the reactor is reported in figure[5.3]; the gas is injected through an inner

steel tube that serves also as high voltage electrode; it is then expelled tangentially in a
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Figure 5.2: Qualitative explanation of the catalytic effect of higher vibrational tem-
peratures Tv > T .

cylindrical chamber at a velocity of 38 - 95 m/s depending on the flow rate. The electrical

arc is ignited between the inner high voltage electrode and the grounded external wall,

and starts rotating pushed by the gas flow. A picture of the ignited N2O discharge is

reported in figure[5.4].

Figure 5.3: Schematic of the gliding arc reactor.

Figure 5.4: N2O gliding arc reactor in operation.

The high voltage is provided by a simple custom made power unit, composed by a

ballast resistor and a flyback transformer connected in series; the ballast resistor has

the purpose to limit the amount of current flowing in the circuit, while the flyback

transformer provides high rectified voltage.
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5.1.1 Experimental tests

The experiments are conducted in atmospheric conditions; mass flow rates have been

measured with a variable area flow meter, starting from the the minimum sustainable

by the discharge; inlet gas pressure have been measured with a pressure gauge.

Table[5.1] reports the tested flow rates in units of millimetres (the unit scale of the flow

meter), the corresponding volumetric and mass flow rates for N2O in the experimental

conditions, together with the inlet pressure condition; pressure and gas conversion factors

have been determined as reported in [75].

Table 5.1: Gliding arc N2O tests: volume flow rates at STP (standard 1 atm, 0◦C)
conditions, mass flow rates and inlet pressures.

Test Flow Volume Flow Mass Flow Inlet
scale Rate(STP) Rate Pressure
[mm] [L/min] [mg/s] [PSIG]

01 15 0.49 14.6 0.2
02 20 0.66 20.0 0.9
03 22.5 0.75 22.5 1.0
04 25 0.84 25.1 1.2
05 30 1.02 30.5 1.6
06 35 1.20 36.0 2.0

Power deposited into the discharge have been determined by current and voltage probe

measurements. An example of current voltage acquisition is reported in figure[5.5]; the

voltage and currents profile are periodic with a frequency of 29.5 kHz. Table[5.2] reports

the average values of voltage, current and power for each test.

Table 5.2: Gliding arc N2O tests: average voltages, currents and discharge power.

Test Average Average Average
Voltage Current Power

[V] [mA] [W]

01 485 24.1 13.4
02 687 24.4 21.2
03 912 23.1 29.4
04 868 24.3 28.0
05 956 23.5 30.6
06 1047 23.6 33.2

The discharge shows three regimes described in figure[5.6]; at flow rates less than 22.5

mm, the arc is stable rotating between the downside wall of the high voltage inner

electrode, and the wall of the outer ground electrode; as the flow rate increase, the point

of attachment of the arc, in the inner electrodes, moves toward the tip of the electrode,

laying in the center at 22.5 mm of flow rate; with higher flow rates, the arc shifts the

attachment spot, on the electrodes, in an apparent random motion.
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Figure 5.5: Measured voltage and current for test case 04 .

Figure 5.6: Gliding arc flow discharge regimes.

In the 22.5 mm flow regime, when the arc spot lies fixed on the tip of the electrode,

the flame is pushed outside the the discharge volume, as depicted by the central image

in figure[5.4]; in this condition, thermocouple measurements of the flame temperature,

can be made submerging the tip of the probe into the flame, without interference from

the electrodes; on the other regimes, temperature measurement are difficult, because of

the tendency of the electrical arc to discharge on the probe tip. A flame temperature of

1200 ◦ C has been recorded for test case 03, corresponding to 22.5 mm flow regime.

Optical emission spectroscopy, in the UV-VIS range, is carried out for the 22.5 mm test

case in order to estimate the vibrational temperature of the discharge; the spectrum

was obtained using a fibreoptic bundle (Princeton Instruments-Acton, 10 fibres-200 µm

core) connected to the spectrometer (Princeton Instruments-Acton Research, TriVista
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TR555 spectrometer system with PIMAX digital ICCD camera); the spectrometer is

operated at 0.013 nm resolution, wavelength shift calibration is performed using an

Hg(Ar) spectral calibration lamp (Oriel 6035 - Newport).

Fourier transform infrared spectroscopy is performed on the gas products, for each test,

in order to estimate the degree of decomposition of N2O after the discharge. The

infrared spectrum was collected with a Nicolet 6700 IR spectrometer (from Thermo

Electron Corporation), working with a ZnSe beam splitter able to collect the IR spectra

from 650 to 6000 cm−1.

5.1.2 N2O vibrational temperature estimation

The spectrum of the 22.5 mm test case discharge, in the range 300 - 385 nm, is shown

in figure[5.7]. In this wavelength region the spectra is characterized by strong emission

of the nitrogen second positive system, corresponding to the N2(C
3Πu(v

′)−B3Πg(v
′′))

transitions.
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Figure 5.7: N2 2nd positive emission system in the spectrum of test case 03.

The spectra has been analysed with SPECAIR, a commercial software for computing,

manipulating and fitting spectra. this software allows the simulation of synthetic spectra

from a database of Einstein emission, absorption and stimulated emission coefficients;

additional features, as H2O and CO2 atmospheric absorption, can be also included.

In the general case, the spectrum is generated specifying emitting species concentration,s

within the plasma, electron temperature Te, translational T , rotational Tr and vibra-

tional Tv temperatures of the plasma; the relative heights of the peaks, is constructed

in the hypothesis of Boltzmann distribution of the electronic states, vibrational states,

rotational and translational states.



N2O decomposition estimation 73

In our case we have one very strong emitting system, we can neglect the other species

and normalize the spectrum, so that the electron temperature is not a variable of the

system any more. The relative heights of the emission peaks, of a single molecular

electronic state, becomes only a function of Tv, Tr, T . However, T is known from the

probe measurement, and is set to 1500 K; Tr can be assumed equal, or very close, to T

by virtue of fast VT energy exchange that tends to thermalize both temperatures.

The spectrum in figure[5.7] was fitted with a synthetic spectra, generated by varying

the value of Tv, until a low value of the root mean square error is obtained.

Instrumental broadening is taken into account by the software, by using a slit function

that can be either triangular, trapezoidal or provided by the user. We use the isolated

line profile, provided by the calibration lamp, at 546.07 nm, normalized so that the peak

height is unitary.

Figure[5.8] shows the fitted spectrum; synthetic spectra is reported in red line. the

regions between 300-320 and 360-380 nm appear to fit not so well, probably due to

superposition of other weak emission systems or to excessive noise; however, it has

to be point out that gliding arc discharge are highly non homogeneous and transient

plasmas, therefore a clear spectrum is not expected. The spectrum fitting indicates

that the vibrational temperature is around 5000 K, suggesting the plasma is in a non-

equilibrium condition favourable to dissociation. An analysis of the uncertainty on the

Tv estimation has not been performed in this case, however indication of how to proceed

for such analysis, with SPECAIR, is reported in[76].
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Figure 5.8: Fitting of the spectrum: synthetic spectra (red line) and experimental
spectra (black line).



N2O decomposition estimation 74

5.1.3 N2O decomposition estimation

Fourier transform infrared spectroscopy is a technique which is used to obtain an infrared

spectrum of absorption of a gas, liquid or solid. IR radiation is passed through a sample,

some of the infrared radiation is absorbed by the sample and some of it is passed through.

The resulting spectrum provides informations on the composition of the sample, and in

the case of gases, the integrated area of the absorption lines is proportional to the density

of the molecular species.

Absorbance measurements have been performed with the NICOLET 6700 FTIR spec-

trometer, in the energy range from 2400 - 4000 cm−1. Figure[5.9] shows the acquired

spectrum of pure N2O; the figure shows that some portions of the spectrum are affected

by saturation, other portions are affected by baseline drift. The useful portion of the

spectrum is located between 3300 and 3400 cm−1: it has absorbance < 1, which is

recommended for quantitative measurements, and it does not superimpose with the IR

spectrum of other dissociated products as nitric oxide (NO), nitrogen dioxide (NO2), N2

and O2.

Figure 5.9: Absorbance of pure N2O sample.

When performing FTIR measurements, figure[5.10], the gas is exhausted into a chamber

with a metal pipe connected to the gas cell to be operated by the spectrometer. The

amount of decomposition can be estimated as 1 − S/S0, with S0 the integrated area,

between 3300 and 3400 cm−1, of the pure gas, and S the integrated area of the discharged

gas. Discharge dissociation values are plotted in figure[5.11].

Absolute concentration of N2O can be determined form the experimental IR spectra, by

calculation of the absorption coefficient of N2O, in the 3300 - 3400 cm−1 range, with

the HITRAN[77] database and the procedure indicated in [77]; by comparison of the

calculated quantity with the density of the pure N2O loaded gas cell, at atmospheric
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pressure and room temperature, we can estimate the accuracy of the decomposition

measurements to be about 40%.

Figure 5.10: Experiment configuration for gas products samples collection.
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Figure 5.11: N2O dissociation versus flow rate.

5.1.4 Discussion

We have presented results of an experiment on nitrous oxide gliding arc decomposition

for monopropellant propulsion applications. The results can be summarized as follow:

1. 15-35 mg/s flow rate with 15-35 W discharge power.

2. 1500 K translational gas temperature.

3. ∼5000 K vibrational temperature, favourable to promote dissociation.

4. 30-80 % decomposition of the gas in the discharge.
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We want to compare the results of this experiment to an ideal thermal resistojet working

in the same configuration (flow rate, injected power, chamber volume). In order to do

so, we arrange a thermal batch reactor model that simulate the decomposition of a N2O

gas flow by injecting thermal power directly into the gas neutral energy equation. The

model uses the subroutines provided by the package Cantera [78], including the kinetic

scheme of thermal reaction rates; it solves a continuity equation for each specie (N2O,

N2, O2, NO, N, O), plus a neutral energy equation:

d

dt

(∑
niui

)
= ṁinhin −

∑
Γiexhhi −∆H0 + PW − Ploss (5.4)

where PW is the thermal input power, and Ploss are wall conductive and convective

heat losses (radiative losses are neglected for simplicity). The model has the same

volumetric chamber, and lateral walls, of the GDA reactor, and it exhaust in atmospheric

conditions. Table[5.3] reposts the numerical values of the simulations corresponding to

the six experimental test cases; the table shows that the decomposition degree, that is

achieved by thermally heating the gas, is very low, ans so it is the steady state chamber

temperature T ∼ 580− 720 K.

We can see, therefore, that given the same amount of power, the plasma is much more

effective at raising the temperature of the gas, by catalytic stimulation of the dissociation

and making available the chemical energy of the gas.

Table 5.3: Thermal simulations of the six experimental gliding arc test cases.

Test Mass Power Temperature Dissociation
Flow
[ms/s] [W] [K]

01 14.6 13.4 645 9.5e-6
02 20.0 21.2 736 9.1e-6
03 22.5 29.4 829 9.0e-6
04 25.1 28.0 794 8.9e-6
05 30.5 30.6 791 8.6e-6
06 36.0 33.2 788 9.6e-6

The measured temperature of 1500 K, and the 0.78 dissociation degree, of the 22.5 mm

test case reported in the previous section, allow us to project the thruster performances,

that such a reactor could produce, if operated in vacuum conditions and equipped with

a nozzle.

With reference to figure[5.12], imagine to close the the thruster chamber with a nozzle

composed by ceramic materials (alumina or nitride ceramics), as the one used in plasma
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welding technologies. The throat section is chosen with a diameter of 0.5 mm for two

reasons:

1. A 0.5 mm diameter is close to the value of 0.4 mm adopted by the resistojet in[71].

2. The chamber pressure of the reactor operated in vacuum, with a 0.5 mm throat

diameter, results the same pressure of the reactor, operated in the atmospheric

experimental conditions previously reported.

Figure 5.12: Schematic of the gliding arc reactor with ceramic nozzle.

Therefore we can assume the measured temperature and decomposition to be produced

as well with the thruster exhausting in vacuum. The fraction of the gas that has undergo

decomposition (i.e. 0.78) is assumed to be, for sake of simplicity, N2 + 1/2O2. Knowing

chamber gas composition, pressure and temperature, thrust and specific impulse can be

calculated with formulas(2.23,2.29,2.30), without the charged particles contribution; the

efficiency, instead, is calculated as follow:

ηP =
ISPFg0

2(PW + ṁinHN2O
)

(5.5)

With HN2O
the enthalpy of formation of the N2O molecule. We obtain a thrust value of

37 mN, a specific impulse of 170 s and efficiency 43%; these values compare well with

the 125 mN thrust, 127 s ISP , 100 W electrical power and 27% efficiency of the SSTL

N2O resistojet.
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5.2 N2O plasma assisted decomposition model

In this section we present a numerical global model developed to investigate the advan-

tages of plasma assisted decomposition; the purpose of the model is to demonstrate, from

a numerical point of view, that the catalytic action of the plasma, can be successfully

applied to promote decomposition and combustion of nitrous oxide for monopropellant

propulsion.

Given the highly non homogeneous feature of the gliding arc discharge, the model cannot

be applied to describe such discharges; however, the model can be applied to the study

of microwave discharges, that are able to produce diffusive homogeneous plasma; indeed,

global models have been used extensively to study the chemistry and discharge features

of microwave plasmas, at low, moderate and high pressures, few examples are [79–81].

Scott et al.[82] presented a three-temperature global model to study the thermo-chemistry

of an hydrogen microwave plasma; in their work the authors assumed an electron tem-

perature for electrons, vibrational states, roto-translational states, each characterized

by its Boltzmann distributions at temperature Te, Tv, T .

Microwave discharge have also been applied to the decomposition of N2O by several

authors [83–85], the main purpose, in these papers, is destruction of the molecule for

green house mitigation.

The model described in this section, is developed keeping in mind a possible application

with microwave discharges; the model shares many aspects of the model described in

chapter[2], and presents some additional features:

1. The geometry is a cylindrical reactor with an injection aperture (of negligible

area) and an exhaust section at the diaphragm interface; the input parameters of

the model are the chamber dimensions radius R and length L, the %∗ exhaust-to-

chamber section ratio, the mass flow ṁ, and the deposited power PW ; no magnetic

field is employed in these simulations.

2. Species are considered to exhaust in vacuum conditions, simulating thruster op-

erations. Neutral particles exhaust is calculated with the isentropic nozzle for-

mula(2.23); charged particles are assumed to exhaust at Bohm conditions (i.e.

extraction coefficient and acceleration coefficient unitary: β , α = 1).

3. Neutral particles wall diffusion and recombination, is described by the formulas

presented in section[2.2.3]; charged particles wall diffusion is described by the non-

magnetized formulas presented at the beginning of section[2.2.1].
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4. Conductive and convective heat losses have been considered in the same manner

as was done in equation(5.4).

The model make use of a 3-temperature description: Te, Tv, T ; a common vibra-

tional temperature is assumed for the asymmetric N2O(v−−2224 cm–1) mode and the

N2(v−−2330 cm–1), O2(v−−1556 cm–1) and NO(v−−1875 cm–1) vibrational modes; the two

symmetric modes N2O(v−−589, 1285 cm–1), are assumed to be characterized by an equal

temperature due to close Fermi resonance, this approach has been adopted for CO2 and

for N2O in [18, 86]; however, because of the fast VT relaxation, in the pressure range

of interest, of the bending mode (v=589 cm−1), the vibrational distribution of the two

symmetric modes is assumed to be thermalized at the gas temperature T.

Boltzmann distribution is assumed for electrons, vibrational molecular states and vibro-

roto-translational states, characterized by relative temperatures. The species densities

are determined solving the time dependent continuity equations(2.2); the temperatures

are determined solving three energy equations that will be explained in section[5.2.2].

5.2.1 kinetic scheme and non equilibrium reaction rates

The considered species are listed in table[5.4]; the implemented reactions are listed in

the kinetic scheme table[A.10] in appendix.

Electron-neutral vibrational excitation provides the channel for the generation of a non-

equilibrium population of the vibrational states of the gas. This non equilibrium con-

dition affects the chemistry of the discharge, enhancing, or inhibiting, certain reactions;

the subject have been studied mostly by Russian researchers from 1970 to 1990; main

results and references, on the subject, can be found in few books [1, 18, 25].

Table 5.4: Species considered for the N2Oplasma assisted decomposition model

GAS SPECIES

N2O N2O N2 O2 NO N O O(1D)
O–

2 O– NO–

N2O
+ N+

2 O+
2 NO+ N+ O+

Neutral gas phase reactions are usually expressed by the modified Arrhenius equation:

K(T ) = ATn exp(−Ea/T ); however, when the gas is in a non-equilibrium condition, the

neutral gas phase reaction rate, becomes a function of the vibrational temperature too,

K(T, Tv), and can be expressed as the product of the thermal reaction rate times a non

equilibrium factor Φ(T, Tv):
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K(T, Tv) = Φ(T, Tv) ·K(T ) (5.6)

The processes that are affected by the non equilibrium, and relevant to this model, are:

1. Molecular dissociation XY + M→ X + Y + M.

2. Bimolecular reaction XY + Z→ X + YZ.

Recombination of particles, instead, is considered driven only by the translational tem-

perature [18]. In order to estimate the non equilibrium factor for the two above men-

tioned processes, we refer to the Kuznetsov model for decomposition of polyatomic and

diatomic molecules, , and the Model of the efficiency of vibrational energy utilization (α

model); both models are reported in [1], and in appendix[B].

The Kuznetsov model applies to the dissociation reactions, reported in table[A.10], of

the type:

N2O + M→ N2 + O + M

N2 + M→ N + N + M

O2 + M→ O + O + M

NO + M→ N + O + M

where M can be any third body.

The α-model is applied to the reactions reported in table[5.5]; the values of the efficiency

α are taken from literature, or estimated following the recommendations in [1, 18];

activation energies Ea, and α efficiencies are reported in table[5.5] as well.

5.2.2 Energy Equations

Three energy equations are implemented in this model, respectively for electrons, molec-

ular vibrational energy and total neutral gas energy. The electron energy equation is

the same equation(2.1) presented in the chapter[2]; the electron distribution function is

assumed to be Maxwellian for sake of simplicity.
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Table 5.5: Activation energies Ea, and α efficiencies.

Reaction Ea α
[K]

NO + N→ O + N2 610 0.20 b

O + N2→ N + NO 38370 0.51 a

NO + O→ N + O2 19500 0.94 a

N + O2→ O + NO 3150 0.24 a

N2O + O→ N2 + O2 8020 0.30 b

N2 + O2→ O + N2O 47876 0.90 b

N2O + O→ NO + NO 13930 0.30 b

NO + NO→ O + N2O 32056 0.90 b

NO + NO→ N2 + O2 33660 0.20 b

N2 + O2→ NO + NO 55389 0.70 b

1. (a) Values from [1, 18], (b) esti-
mated

The vibrational energy equation describes the rate of change of the the vibrational energy

stored in the molecules within the discharge; the equation is derived in the frame of the

harmonic approximation[25, 87], the vibrational states are assumed to be in Boltzmann

equilibrium at temperature Tv; the equation is

d

dt

(∑
nievi

)
= ṁinev,in −

∑
Γiexhevi − ErelV T

+ Sev (5.7)

The first two terms on the RHS, are the flow of vibrational energy at the boundaries;

the third term, Erel
V T

, is the V-T relaxation of vibrational energy, the last term is the

electron-vibrational excitation of vibrational energy.

Erel
V T

=
∑
−ni(evi − e

0
vi)

τiV T

(5.8)

evi and e0vi are respectively, the vibrational energy stored in the i-th species within the

i-th mode, and the equilibrium vibrational energy of the same; they are:

evi =
hνi

exp
(

hνi
kbTv

)
− 1

, e0vi =
hνi

exp
(

hνi
kbT

)
− 1

(5.9)
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In our case each molecule has one mode (two of the three modes of N2O are thermalized);

in the more general case, the expression for polyatomic vibrational energy should be used.

The relaxation time τiV T is expressed by the Landau-Teller formula:

[τiV T ]−1 = k10i n0

[
1− exp

(
− hνi
kbT

)]
(5.10)

With n0 the total gas density and k10i the relaxation rate constant of the i-th mode;

expressions for k10i can be found in [18, 25].

The Sev term is given by the summation of all the vibrational excitation processes that

input energy into the considered modes (i.e. the diatomic and the asymmetric N2O

modes).

Sev = ne
∑
i

ni
∑
j

Kij
ev(Te)ε

ij
th (5.11)

Finally the rate of change of the total energy, of neutrals and ions, is described by the

following equation:

d

dt

(∑
niui

)
= ṁinhin −

∑
Γiexhhi −∆H0 +

∑
(εj − δh0j) + Stotev (5.12)

The total energy includes the translational, rotational and vibrational energy, and is a

function of T and Tv; the RHS of equation(5.12) is identical to the RHS of equation(2.3)

in chapter[2], but with an additional term Stotev that includes all electron vibrational

excitation (including excitation of the symmetric N2O modes).

If we subtract equation(5.7) from equation(5.12) we get the rate of change of the thermal-

ized energy, uRT,vs, where RT stands for roto-translational and vs stands for symmetric-

vibrational:

d

dt

(∑
niui,RT,vs

)
= ṁin(hin − ev,in)−

∑
Γiexh(hi − evi) + ... (5.13)

−∆H0 +
∑

(εj − δh0j) + Ssymev + Erel
V T
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The relaxation term, Erel
V T

, has appeared as positive heating term; also the term relative

to the electron vibrational excitation, of the symmetric modes, has appeared as positive

heating term; this two terms represent the flow of energy from the vibrational energy

reservoir, to the equilibrium gas thermal reservoir.

5.2.3 Preliminary Results

In this section we present results of preliminary simulations with the model; a thorough

investigation will be soon performed with a more extensive simulations campaign. Sim-

ulations are performed on a cylindrical chamber with radius R = 1 cm and L = 10 cm;

mass flow rate ranges from 30 to 120 mg/s, input power ranges from 60 to 240 W;

In order to illustrate the benefits of the plasma action, the following figures show the

time evolution of several discharge parameters of a sample test case with: input power

60 W, mass flow rate 30 mg/s, exhaust-to-chamber ratio %∗ = 10−3; figure(5.13) reports

the electron temperature and density of the discharge, together with the chamber pres-

sure and the vibrational-to-gas temperature ratio, Tv/T , in the discharge. In this case

the discharge is ignited in sub-atmospheric conditions and reach 1 bar at steady state

conditions. At the beginning of the simulation there are few electrons and the injected

power raises the value of Te; as the discharge evolves the build up of electron population

follows a decrease of Te.

The fast electron vibrational excitation starts pumping energy into the vibrational de-

grees of freedom, while the gas temperature increases slowly, see figure(5.14); at certain

point, the degree of dissociation and the gas temperature are sufficiently high to trigger

the remaining decomposition of the gas; after that, the gas temperature increases to a

value that makes the VT relaxation fast enough to thermalize the discharge.

Thermalization does not happens always, because VT relaxation depends not only on

the temperature, but also on the pressure of the discharge. Figure(5.14) reports, as

comparison, the value of the gas temperature, that would be obtained if the power

where transferred to the gas thermally, thus without plasma; the equilibrium thermal

simulation is performed with the Cantera model explained in section[5.1.4].

In order to explore the behaviour of the system, and assess the propulsive performances

with different discharge parameters, two series of sweeps are performed; for simplicity

the radius and length of the chamber are kept fixed to R = 1 cm and L = 10 cm; the

power input PW , is swept between 60 and 240 W, the mass flow rate is changed also in

order to keep fixed the specific power input, Pw/ṁ to a value of 2 W/(mg s−1).
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Figure 5.13: Simulation time profiles: (a) electron density, (b) electron temperature,
(c) pressure, (d) Tv/T . R = 1 cm, L = 10 cm, PW = 60 W, ṁ = 30 mg/s, %∗ = 10−3.

Two series of simulations of N2O plasma assisted decomposition are presented: the first

has an exhaust-to-chamber ratio %∗ = 10−3, the second has %∗ = 10−2. Conductive and

convective heat losses are accounted for as explained in section[5.2]; propulsive efficiency

is calculated with formula(5.5), thrust and specific impulse are calculated with formu-

las(2.23,2.29,2.30), without considering the (negligible) charged particles contribution;

the nozzle expansion ratio Aexit/Athroat, the ratio between the exit section area and the

throat section area, is set to 225.

Figures[5.15,5.16] report the non equilibrium vibrational temperatures Tv and T , the

pressure and the dissociation degree within the discharge, for the two %∗ = 10−3 and

10−2 cases. It is observed that changing the %∗ parameter, seems to affect mostly the

chamber pressure; moreover, at higher pressures the thermalization is more efficient,

while at lower pressures there is a more marked difference between Tv and T .

The values of ne and Te, not reported in the figures, result almost constant in these

sweeps: ne ∼ 1.5 ·1015 m−3 and Te ∼ 0.5 eV for %∗ = 10−3, ne ∼ 1.1 ·1016 m−3 and

Te ∼ 0.6 eV for %∗ = 10−2.

Figures[5.17,5.18] report the thrust, specific impulse and propulsive efficiency for the two

cases; the thrust exhibits an almost linear trend in both cases; the values achieved by ISP
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Figure 5.14: Simulation time profiles: non equilibrium Tv, T , and equilibrium T .
R = 1 cm, L = 10 cm, PW = 60 W, ṁ = 30 mg/s, %∗ = 10−3.

and ηp are satisfactory, with the highest values of 200 s and 50% efficiency. Simulations

with intermediate values 10−3 < %∗ < 10−2, not reported here, with the same specific

power 2 W/(mg s−1), and the same range of power, have displayed a smooth variation

of performances, between the two limiting cases reported in figures[5.17,5.18].

1600

1700

1800

1900

2000

 60  80  100  120  140  160  180  200

T
 -

 T
v
 [
K

]

PW[W]

(a)

T

Tv

1.0

1.5

2.0

2.5

3.0

3.5

4.0

 60  80  100  120  140  160  180  200
0.96

0.97

0.97

0.98

0.98

0.99

0.99

1.00

1.00

p
re

s
s
u
re

 [
b
a
r]

d
is

s
o
c
ia

ti
o
n

PW[W]

(b)

pressure

dissociation

Figure 5.15: Simulations with %∗ = 10−3, PW = 60-200 W, ṁ = 30-100 mg/s (fixed
Pw/ṁ = 2 W/(mg s−1)); (a) non equilibrium Tv, T ; (b) discharge pressure and disso-

ciation degree.

The VT relaxation heats the gas and helps the decomposition process; however, as

was said before, the VT relaxation depends not only on the temperature, but also on

the pressure of the discharge; the simulations show that there is a critical value of %∗,

given source dimensions and specific input power, beyond which, the VT relaxation is

too slow, resulting in an excessive accumulation of energy in the vibrational reservoir,

and low values of gas temperatures. An example is reported relative to the first case
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Figure 5.16: Simulations with %∗ = 10−2, PW = 60-200 W, ṁ = 30-100 mg/s (fixed
Pw/ṁ = 2 W/(mg s−1)); (a) non equilibrium Tv, T ; (b) discharge pressure and disso-

ciation degree.
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Figure 5.17: Simulations with %∗ = 10−3, PW = 60-200 W, ṁ = 30-100 mg/s (fixed
Pw/ṁ = 2 W/(mg s−1)); (a) thrust, (b) specific impulse and (c) propulsive efficiency.
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Figure 5.18: Simulations with %∗ = 10−2, PW = 60-200 W, ṁ = 30-100 mg/s (fixed
Pw/ṁ = 2 W/(mg s−1)); (a) thrust, (b) specific impulse and (c) propulsive efficiency.
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presented: input power 60 W, mass flow rate 30 mg/s, and exhaust-to-chamber ratio

%∗ = 10−2 instead of 10−3. Figure[5.19a] shows that the vibrational temperature goes

higher to a value of 5500 K, while the gas temperature sets to about 750 K; Figure[5.19b]

reports the chamber pressure and the dissociation degree; we can see that, though the

gas temperature is low, 750 K, the dissociation, promoted by the very high Tv, is as high

as 20%; this value would not be achievable by a N2O gas in thermal equilibrium at 750

K (for the same conditions, the Cantera model provides 740 K temperature and 10−5

dissociation degree).
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Figure 5.19: Simulation time profiles:(a) non equilibrium Tv, T and (b) discharge
pressure and dissociation degree. R = 1 cm, L = 10 cm, PW = 60 W, ṁ = 30 mg/s,

%∗ = 10−2.

To end this section, we present some additional remarks regarding electrical power and

mass flow rate variation trends. In figure[5.20] a sweep is performed varying only the

input power, while keeping fixed the other parameters; the figure refers to a case with

R = 1 cm, L = 10 cm, ṁ = 30 mg/s, %∗ = 10−2, and PW from 60 to 200 W. The figure

shows that it is possible to increase the specific impulse at the expenses of the efficiency.

In figure[5.21] a sweep is performed varying only the mass flow rate, while keeping fixed

the other parameters; the figure refers to a case with R = 1 cm, L = 10 cm, PW = 100

W, %∗ = 10−2, and ṁ from 40 to 60 mg/s. The figure shows that is possible to increase

the efficiency at the expenses of the specific impulse.
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Figure 5.20: Simulations with %∗ = 10−3, PW = 60-200 W, ṁ = 30 mg/s; (a) thrust,
(b) specific impulse and (c) propulsive efficiency.
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Figure 5.21: Simulations with %∗ = 10−3, PW = 100 W, ṁ = 40-60 mg/s; (a) thrust,
(b) specific impulse and (c) propulsive efficiency.



Chapter 6

Conclusions

In this work several plasma global models have been developed, with the purpose to be

used in Helicon plasma propulsion and plasma assisted combustion investigations.

The mathematical frame of the plasma models is presented, in the first chapter, in the

more general view of global modelling of magnetized discharges for electronegative gases;

the models are particularized for space propulsion applications by means of thruster ex-

haust coefficients, which were derived by means of particle in cell simulations. However,

the presented relationships for diffusion of charges and computation of plasma processes

can be applied to any type of cold plasma discharge, from high vacuum glow, to atmo-

spheric DBD, provided that the model is complemented with a Boltzmann solver for

the electron distribution function, for those cases where the ionization fraction is small.

Furthermore, the reviewed and compiled kinetic database, presented in the tables at

the end of the chapter, is applicable to atmospheric air discharges and carbon dioxide

plasma discharges, that have interested the European research community lately.

In order to gain confidence with the predictions of the model, electron density measure-

ments have been performed; the electron temperature have been qualitatively estimated

by means of optical emission spectroscopy. The small dimensions of the source chamber,

wrapped with the magnetic field generation system and the RF excitation antenna, to-

gether with interference produced by high RF fields, makes difficult th use of Langmuir

probes for direct measurement of the electron temperature. Non intrusive methods are

preferred in this case, nonetheless, the measured electron densities and the estimated

electron temperatures are in good agreement with the predictions of the model.

The helicon experiments literature review and comparison, presented in the second chap-

ter, emphasize the good efficiency of the source developed at CISAS; the global model
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simulations indicates also that, in order to get good propulsive performances, high elec-

tron temperatures and ionization fractions, it is necessary to operate with high values of

the exhaust-to-chamber ratio %∗ ∼ 0.9, therefore operating the source at lower pressure

values. Simulation shows that the thruster can reach specific impulse as high as 3500 s

with Ar and 3000 s with CO2, with efficiencies of 55 % and 45 % respectively.

Nowadays, investigative efforts on HPT technology, at CISAS, are focused on the high

power regime operation of the thruster, with either Argon gas than carbon dioxide gas.

In this thesis, a work on plasma assisted decomposition of nitrous oxide was also pre-

sented in the last chapter.

Experiments on a gliding arc reactor appositely designed, at Drexel Plasma Institute

(Philadelphia), show that the catalytic action of the plasma is effective in decomposing

the molecule and promoting monopropellant combustion. Efficiency of an equivalent

device exhausting in vacuum, with the same chamber pressure and temperature, is

about 43%, and it compares positively with the 27% efficiency of the existing nitrous

oxide resistojets. Higher values of efficiency could be achieved, following electrodes,

discharge dimensions and parameters optimization.

A global model for plasma assisted combustion, applied to monopropellant propulsion, is

developed and presented in the last chapter. The model is able to reveal the mechanism

of plasma catalysis, and predicts good performances for an hypothetical N2O microwave

discharge thruster, specific impulses up to 200 s and efficiencies up to 50 %. Also in this

case, the mathematical formulas adopted in the model are independent on the specific

application; the model could be extended, for instance, with the CO2 reactions dataset,

in order to investigate microwave discharges for carbon dioxide conversion.



Appendix A

Reactions dataset

Ar model kinetic scheme

Table A.1: Ar model reactions dataset.

Reaction Rate Constant Reference
2nd order (cm3/s)

e + Ar→ e + Ar 2.336 · 10−14Te
1.609 exp(0.0618 ln2(Te)− 0.117 ln3(Te)) [7]

e + Ar→ e + Ar(4s) 5.0 · 10−15Te
0.74 exp(−11.56/Te) [7]

e + Ar→ e + Ar(4p) 1.4 · 10−14Te
0.71 exp(−13.2/Te) [7]

e + Ar→ e + Ar+ 2.34 · 10−14Te
0.59 exp(−17.44/Te) [7]

e + Ar(4s)→ e + Ar 4.3 · 10−16Te
0.74 [7]

e + Ar(4p)→ e + Ar 3.9 · 10−16Te
0.71 [7]

e + Ar(4s)→ e + Ar(4p) 8.9 · 10−13Te
0.51 exp(−17.59/Te) [7]

e + Ar(4s)→ e + Ar+ 6.8 · 10−15Te
0.67 exp(−4.20/Te) [7]

e + Ar(4p)→ e + Ar(4s) 3.0 · 10−13Te
0.51 [7]

e + Ar(4p)→ e + Ar+ 1.8 · 10−13Te
0.61 exp(−2.61/Te) [7]

Surface reactions Recombination
factor (s−1)

Ar+→ Ar γ = 1
Ar(4s)→ Ar γ = 1
Ar(4p)→ Ar γ = 1

Exhaust Coefficients

α 7.75
β 0.49

1. Te is in eV
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Multi species model kinetic scheme

Table A.2: H2 model reactions dataset.

Reaction Rate Constant Reference

2nd order (cm3/s)

3rd order (cm6/s)

e + H→ e + H(2p) Bolsig [43]

e + H→ e + H(2s) Bolsig [43]

e + H(2s)→ e + H(2p) 3.5 · 10−6 [88]

e + H→ e + e + H+ 1.75 · 10−8 exp(−15.4/Te) [88]

e + H(2s)→ e + e + H+ Bolsig [43]

e + H2→ e + H*
2(J, v) Bolsig [43, 89]

e + H2→ e + H2(B1) Bolsig [43, 89]

e + H2→ e + H2(C3−A3) Bolsig [43, 89]

e + H2→ e + H*
2 Bolsig [43, 89]

e + H2→ e + e + H+
2 Bolsig [43, 89]

e + H2(B1)→ e + e + H+
2 Bolsig [43, 89]

e + H2(C3−A3)→ e + e + H+
2 Bolsig [43, 89]

e + H2→ e + e + H + H+ 3.07 · 10−10 exp(−17.5/Te) [88]

e + H2→ e + H + H 1.2 · 10−8 exp(−10.0/Te) [88]

e + H2→ e + H + H(2s) 4.71 · 10−9 exp(−15.9/Te) [88]

e + H2→ e + H(2p) + H(2s) 1.78 · 10−9 exp(−28.34/Te) [88]

e + H2→ e + H + H* 3.74 · 10−10 exp(−18.0/Te) [88]

e + H+→ H 4.0 · 10−13/Te
0.5 [90]

e + H+
2→ H + H 8.0 · 10−8 exp(−0.2/Te) [88]

e + H+
2→ e + H + H+ 1.45 · 10−7 exp(−1.97/Te) [88]

e + H+
3→ H2 + H 1.55 · 10−6(300.0/T ) [88]

e + H+
3→ e + H+

2 + H 4.85 · 10−10(1/Te
0.05) exp(−19.16/Te) [91]

e + H+
3→ H + H + H 0.5[8.39 · 10−9 + 3.01 · 10−9Te+ [91]

−3.8 · 10−10Te
2 + 1.31 · 10−11Te

3 + 2.4 · 10−13Te
4+

−2.3 · 10−14Te
5 + 3.5 · 10−16Te

6]

H2 + H+
2→ H+

3 + H 2.1 · 10−9 [88]

H+
2 + H→ H2 + H+ 9.0 · 10−10 [91]

H+ + H2→ H + H+
2 1.19 · 10−22 [91]

H(2p)→ H 4.74 · 107 [88]

H + H + H2→ H2 + H2 8.85 · 10−33(298/T )0.6 [55]

H2 + H2→ H2 + H + H 2.61 · 10−8(270/T )0.7 exp(−52562/T ) [55]

H2 + H→ H + H + H 2.54 · 10−8(298/T )0.1 exp(−52562/T ) [55]

H + H + H→ H + H2 8.82 · 10−33 [55]

Surface reactions Recombination

factor (s−1)

H+
3→ H2 + H γ = 1
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H+
2→ H2 γ = 1

H+→ H γ = 1

H(2s)→ H γ = 1

H(2p)→ H γ = 1

Exhaust Coefficients

α(H+
3 ) = 6.14 β(H+

3 ) = 1.53

α(H+
2 ) = 6.35 β(H+

2 ) = 2.73

α(H+) = 9.16 β(H+) = 3.26

1. T and Te are expressed in K and eV, respectively

2. Excited states not tracked as distinct species: (*) electronic, ∗(J, v) rotational and vibrational.
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Table A.3: N2 model reactions dataset.

Reaction Rate Constant Reference

2nd order (cm3/s)

3rd order (cm6/s)

e + N2→ e + N2(v*) Bolsig [43, 89]

e + N2→ e + N2(A3)(v*) Bolsig [43, 89]

e + N2→ e + N2(B3) Bolsig [43, 89]

e + N2→ e + N2(B3)* Bolsig [43, 89]

e + N2→ e + N2(a'1) Bolsig [43, 89]

e + N2→ e + N2(a'1)
*

Bolsig [43, 89]

e + N2→ e + N2(C3) Bolsig [43, 89]

e + N2→ e + N2(C3)* Bolsig [43, 89]

e + N2→ e + N + N(2D) Bolsig [43, 89]

e + N2→ e + e + N+
2 Bolsig [43, 89]

e + N2(A3)→ e + e + N+
2 Bolsig [43, 89]

e + N→ e + e + N+ Bolsig [43, 89]

e + N+
2→ N + N 0.50[1.8 · 10−7(300/Te(K))0.39 [25]

e + N+
2→ N + N(2D) 0.45[1.8 · 10−7(300/Te(K))0.39 [25]

e + N+
2→ N + N(2P) 0.05[1.8 · 10−7(300/Te(K))0.39 [25]

e + N+ + e→ N + e 7.0 · 10−20(300/Te(K))4.5 [25]

e + N+ + N2→ N + N2 6.0 · 10−27(300/Te(K))1.5 [25]

N2(A3) + N→ N2 + N 2.0 · 10−12 [25]

N2(A3) + N→ N2 + N(2P) 4.0 · 10−11(300/T )0.667 [25]

N2(A3) + N2→ N2 + N2 3.0 · 10−16 [25]

N2(A3) + N2(A3)→ N2 + N2(B3) 3.0 · 10−10 [25]

N2(A3) + N2(A3)→ N2 + N2(C3) 1.5 · 10−10 [25]

N2(B3) + N2→ N2(A3) + N2 3.0 · 10−11 [25]

N2(B3) + N2→ N2 + N2 2.0 · 10−12 [25]

N2(C3) + N2→ N2(a'1) + N2 1.0 · 10−11 [25]

N2(a'1) + N2→ N2(B3) + N2 1.9 · 10−13 [25]

N + N + M→ N2(A3) + M 1.7 · 10−33 [25]

N + N + N→ N2(A3) + N 10−32 [25]

N + N + M→ N2(B3) + M 2.4 · 10−33 [25]

N + N + N→ N2(B3) + N 1.4 · 10−32 [25]

N(2D) + N2→ N + N2 1.0 · 10−13 exp(−510/T ) [25]

N(2P) + N→ N + N 1.8 · 10−12 [25]

N(2P) + N→ N(2D) + N 6.0 · 10−13 [92]

N(2P) + N2→ N + N2 6.0 · 10−14 [92]

N(2P) + N(2D)→ N+
2 + e 1.0 · 10−13 [92]

N + N→ N+
2 + e 2.7 · 10−11 exp(−6.74 · 104/T ) [25]

N2 + M→ N + N + M 5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T ) [25]

N2 + N→ N + N + N 6.6[5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T )] [25]

N + N + N2→ N2 + N2 MAX(8.3 · 10−34 exp(500/T ), 1.91 · 10−33) [25]

N + N + N→ N2 + N 3.0[1.8 · 10−33 exp(435/T )] [25]
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N+
2 + N→ N+ + N2 7.2 · 10−13(T/300) [25]

N+ + N + M→ N+
2 + M 1.0 · 10−29 [25]

Spontaneous emission (s−1)

N2(A3)→ N2 0.50 [25]

N2(B3)→ N2(A3) 1.34 · 105 [25]

N2(a'1)→ N2 1.0 · 102 [25]

N2(C3)→ N2(B3) 2.45 · 107 [25]

Surface reactions Recombination

factor (s−1)

N+
2→ N2 γ = 1

N+→ N γ = 1

N2(A3)→ N2 γ = 1 [25]

N2(a'1)→ N2 γ = 10−2 [25]

N(2D)→ N γ = 1

N(2P)→ N γ = 1

2 N→ N2 γ = 8.0 · 10−4 [93]

Exhaust Coefficients

α(N+
2 ) = 7.23 β(N+

2 ) = 0.55

α(N+) = 6.59 β(N+) = 0.58

1. T and Te(K) are expressed both in K.

2. Excited states not tracked as distinct species: (*) electronic and ∗(v) vibrational.

3. N2(A3)(v*) vibrational excited A3 state.

2. N2(B3Π)* stands for N2(B′
3
Σ) and N2(W3∆), which relax istantly to N2(B3Π) state [44].

5. N2(a1
’ Σ)* stands for N2(a1Π) and N2(w1∆), which relax istantly to N2(a′

1
Σ) state [44].

6. N2(C3Π)* stands for N2(a′′
1
Σ) and N2(E3Σ), which relax istantly to N2(C3Π) state [44].

7. M is third body reaction partner M = N2.
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Table A.4: O2 model reactions dataset.

Reaction Rate Constant Reference

2nd order (cm3/s)

3rd order (cm6/s)

e + O2→ e + O2(∗v) Bolsig [43, 94]

e + O2→ e + O2(a1) Bolsig [43, 94]

e + O2→ e + O2(b1) Bolsig [43, 94]

e + O2→ e + O2(4.5eV ) Bolsig [43, 94]

e + O2→ e + O + O Bolsig [43, 94]

e + O2→ e + O + O(1D) Bolsig [43, 94]

e + O2→ e + O + O(1S) Bolsig [43, 94]

e + O2→ e + e + O+
2 Bolsig [43, 94]

e + O2(a1)→ e + O + O Bolsig [43, 94]

e + O2(a1)→ e + e + O+
2 Bolsig [43, 94]

e + O2(b1)→ e + e + O+
2 Bolsig [43, 94]

e + O2(4.5eV )→ e + e + O+
2 Bolsig [43, 94]

e + O→ e + O(1D) Bolsig [43, 94]

e + O→ e + O(1S) Bolsig [43, 94]

e + O→ e + e + O+ Bolsig [43, 94]

e + O+
2→ O + O 0.55[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2→ O + O(1D) 0.4[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2→ O + O(1S) 0.05[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
4→ O2 + O2 1.4 · 10−6(300/Te(K))0.5 [25]

e + O+ + e→ O + e 7.0 · 10−20(300/Te(K))4.5 [25]

e + O+ + M→ O + M 6.0 · 10−27(300/Te(K))1.5 [25]

e + O2→ O– + O Bolsig [43, 94]

e + O3→ O–
2 + O 1.0 · 10−9 [25]

e + O3→ O– + O2 1.0 · 10−11 [25]

e + O + O2→ O– + O2 1.0 · 10−31 [25]

e + O + O2→ O–
2 + O 1.0 · 10−31 [25]

e + O3 + O2→ O–
3 + O2 1.0 · 10−31 [25]

e + O2 + O2→ O–
2 + O2 1.4 · 10−29(300/Te(K)) exp(−600/T ) [95]

O– + O→ O2 + e 1.4 · 10−10 [25]

O– + O2→ O3 + e 5.0 · 10−15 [25]

O– + O2(a1)→ O3 + e 3.0 · 10−10 [25]

O– + O2(b1)→ O + O2 + e 6.9 · 10−10 [25]

O– + O3→ O2 + O2 + e 3.0 · 10−10 [25]

O–
2 + O→ O3 + e 1.5 · 10−10 [25]

O–
2 + O2→ O2 + O2 + e 2.7 · 10−10(T/300)0.5 exp(−5590/T ) [25]

O–
2 + O2(a1)→ O2 + O2 + e 2.0 · 10−10 [25]

O–
2 + O2(b1)→ O2 + O2 + e 3.6 · 10−10 [25]

O–
3 + O→ O2 + O2 + e 3.0 · 10−10 [25]

O2(a1) + O→ O2 + O 7.0 · 10−16 [25]

O2(a1) + O2→ O2 + O2 3.8 · 10−18 exp(−205/T ) [25]
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O2(a1) + O3→ O2 + O2 + O(1D) 5.2 · 10−11 exp(−2840/T ) [25]

O2(a1) + O2(a1)→ O2 + O2(b1) 7.0 · 10−28T 3.8 exp(700/T ) [25]

O + O3→ O2 + O2(a1) 1.0 · 10−11 exp(−2300/T ) [25]

O2(b1) + O→ O2(a1) + O 8.1 · 10−14 [25]

O2(b1) + O→ O2 + O(1D) 3.4 · 10−11(300/T )0.1 exp(−4200/T ) [25]

O2(b1) + O2→ O2(a1) + O2 4.3 · 10−22T 2.4 exp(−281/T ) [25]

O2(b1) + O3→ O2 + O2 + O 2.2 · 10−11 [25]

O2(4.5eV ) + O→ O2 + O(1S) 9.0 · 10−12 [25]

O + O + M→ O2(a1) + M 0.07[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T )] [25]

O + O + O2→ O2(a1) + O2 0.343[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T )] [25]

O + O + O→ O2(a1) + O 1.4[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T )] [25]

O + O + M→ O2(b1) + M 0.01[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T )] [25]

O2(a1) + O2(a1) + O2→ O3 + O3 1.0 · 10−31 [25]

O(1D) + O→ O + O 8.0 · 10−12 [25]

O(1D) + O2→ O + O2 6.4 · 10−12 exp(67/T ) [25]

O(1D) + O2→ O + O2(a1) 1.0 · 10−12 [25]

O(1D) + O2→ O + O2(b1) 2.6 · 10−11 exp(67/T ) [25]

O(1D) + O3→ O2 + O + O 1.2 · 10−10 [25]

O(1D) + O3→ O2 + O2 1.2 · 10−10 [25]

O(1S) + O→ O(1D) + O 5.0 · 10−11 exp(−300/T ) [95]

O(1S) + O2→ O(1D) + O2 1.3 · 10−12 exp(−850/T ) [95]

O(1S) + O2→ O + O + O 3.0 · 10−12 exp(−850/T ) [95]

O(1S) + O2(a1)→ O + O + O 1.1 · 10−10 [95]

O(1S) + O2(a1)→ O(1D) + O2(b1) 2.9 · 10−11 [95]

O(1S) + O2(a1)→ O + O + O 3.2 · 10−11 [95]

O(1S) + O3→ O2 + O2 2.9 · 10−10 [95]

O(1S) + O3→ O2 + O + O(1D) 2.9 · 10−10 [95]

O + O3→ O2 + O2(a1) 2.0 · 10−11 exp(−2280/T ) [25]

O2 + O2→ O + O3 2.0 · 10−11 exp(−49800/T ) [25]

O2 + M→ O + O + M 6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + O2→ O + O + O2 4.9[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + O→ O + O + O 20.0[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O3 + O2→ O2 + O + O2 0.38[6.6 · 10−10 exp(−11600/T )] [25]

O3 + O→ O2 + O + O 6.3[6.6 · 10−10 exp(−11600/T ) exp(170/T )] [25]

O + O + O2→ O2 + O2 4.0 · 10−33(300/T )0.41 [25]

O + O + O→ O2 + O 3.6[4.0 · 10−33(300/T )0.41] [25]

O + O2 + O2→ O3 + O2 7.6 · 10−34(300/T )1.9 [25]

O + O2 + O→ O3 + O min[3.9 · 10−33(300/T )1.9, 1.1 · 10−34 exp(1060/T )] [25]

O+ + O2→ O+
2 + O 2.0 · 10−11(300/T )0.5 [25]

O+ + O3→ O+
2 + O2 1.0 · 10−10 [25]

O+
4 + O2→ O+

2 + O2 + O2 3.3 · 10−6(300/T )4.0 exp(−5030/T ) [25]

O+
4 + O2(a1)→ O+

2 + O2 + O2 1.0 · 10−10 [25]

O+
4 + O2(b1)→ O+

2 + O2 + O2 1.0 · 10−10 [25]

O+
4 + O→ O+

2 + O3 3.0 · 10−10 [25]

O+ + O + M→ O+
2 + M 1.0 · 10−29 [25]

O+
2 + O2 + O2→ O+

4 + O2 2.4 · 10−30(300/T )3.2 [25]

O– + O2(a1)→ O–
2 + O 1.0 · 10−10 [25]
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O– + O3→ O–
3 + O 8.0 · 10−10 [25]

O–
2 + O→ O– + O2 3.3 · 10−10 [25]

O–
2 + O3→ O–

3 + O2 3.5 · 10−10 [25]

O–
3 + O→ O–

2 + O2 3.2 · 10−10 [95]

O–
4 + M→ O–

2 + O2 + M 1.0 · 10−10 exp(−1044/T ) [95]

O–
4 + O→ O–

3 + O2 4.0 · 10−10 [95]

O–
4 + O→ O– + O2 + O2 3.0 · 10−10 [95]

O–
4 + O2(a1)→ O–

2 + O2 + O2 1.0 · 10−10 [95]

O–
4 + O2(b1)→ O–

2 + O2 + O2 1.0 · 10−10 [95]

O– + O2 + M→ O–
3 + M 1.1 · 10−30(300/T ) [95]

O–
2 + O2 + M→ O–

4 + M 3.5 · 10−31(300/T ) [95]

O– + O+→ O + O 2.0 · 10−7(300/T )0.5 [95]

O– + O+
2→ O + O2 2.0 · 10−7(300/T )0.5 [95]

O– + O+
2→ O + O + O 1.0 · 10−7 [95]

O– + O+
4→ O + O2 + O2 1.0 · 10−7 [95]

O–
2 + O+→ O2 + O 2.0 · 10−7(300/T )0.5 [95]

O–
2 + O+

2→ O2 + O2 2.0 · 10−7(300/T )0.5 [95]

O–
2 + O+

2→ O2 + O + O 1.0 · 10−7 [95]

O–
2 + O+

4→ O2 + O2 + O2 1.0 · 10−7 [95]

O–
3 + O+→ O3 + O 2.0 · 10−7(300/T )0.5 [95]

O–
3 + O+

2→ O3 + O2 2.0 · 10−7(300/T )0.5 [95]

O–
3 + O+

2→ O3 + O + O 1.0 · 10−7 [95]

O–
3 + O+

4→ O3 + O2 + O2 1.0 · 10−7 [95]

O–
4 + O+→ O2 + O2 + O 1.0 · 10−7 [95]

O–
4 + O+

2→ O2 + O2 + O2 1.0 · 10−7 [95]

O–
4 + O+

4→ O2 + O2 + O2 + O2 1.0 · 10−7 [95]

O– + O+ + M→ O + O + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+
2 + M→ O + O2 + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+ + M→ O2 + O + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+

2 + M→ O2 + O2 + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+ + M→ O2 + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+
2 + M→ O3 + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+ + M→ O3 + M 2.0 · 10−25(300/T )2.5 [95]

Spontaneous emission (s−1)

O2(a1)→ O2 2.6 · 10−4 [25]

O2(b1)→ O2(a1) 1.5 · 10−3 [25]

O2(b1)→ O2 8.5 · 10−2 [25]

O2(4.5eV )→ O2 11.0 [25]

Surface reactions Recombination

factor (s−1)

O+
4→ 2 O2 γ = 1

O+
2→ O2 γ = 1

O+→ O γ = 1

O2(a1)→ O2 γ = 10−5 [25]

O2(b1)→ O2 γ = 10−2 [25]
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O(1D)→ O γ = 1

O(1S)→ O γ = 1

2 O→ O2 γ = 2.0 · 10−4 [93]

Exhaust Coefficients

α(O+
4 ) = 7.45 β(O+

4 ) = 0.54

α(O+
2 ) = 7.45 β(O+

2 ) = 0.54

α(O+) = 6.72 β(O+) = 0.60

1. T and Te(K) are expressed both in K.

2. Excited states not tracked as distinct species: (*v) vibrational.

3. O2(4.5eV ) Generic excited state representative of A3Σ, C3∆, c1Σ states.

4. M is third body reaction partner M = O2.
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Table A.5: N2O model reactions dataset.

Reaction Rate Constant Reference

2nd order (cm3/s)

3rd order (cm6/s)

e + N2O→ e + N2O(∗v) Bolsig [96]

e + N2O→ e + N2O* Bolsig [96]

e + N2O→ e + e + N2O+ Bolsig [96]

e + N2O→ e + N2 + O(1D) Bolsig [97]

e + N2O→ e + N2 + O Bolsig [97]

e + N2O→ e + N + NO Bolsig [97]

e + N2→ e + N2(v*) Bolsig [43, 89]

e + N2→ e + N*
2 Bolsig [43, 89]

e + N2→ e + N + N(2D) Bolsig [43, 89]

e + N2→ e + e + N+
2 Bolsig [43, 89]

e + O2→ e + O2(∗v) Bolsig [43, 94]

e + O2→ e + O*
2 Bolsig [43, 94]

e + O2→ e + O + O Bolsig [43, 94]

e + O2→ e + O + O(1D) Bolsig [43, 94]

e + O2→ e + O + O* Bolsig [43, 94]

e + O2→ e + e + O+
2 Bolsig [43, 94]

e + O→ e + O(1D) Bolsig [43, 94]

e + O→ e + O* Bolsig [43, 94]

e + O→ e + e + O+ Bolsig [43, 94]

e + NO→ e + NO(∗v) Bolsig [43]

e + NO→ e + NO* Bolsig [43]

e + NO→ e + e + NO+ Bolsig [43]

e + N2O+→ N2 + O 2.0 · 10−7(300/Te(K))0.5 [95]

e + N+
2→ N + N 0.50[1.8 · 10−7(300/Te(K))0.39 [25]

e + N+
2→ N + N(2D) 0.45[1.8 · 10−7(300/Te(K))0.39 [25]

e + O+
2→ O + O 0.55[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2→ O + O(1D) 0.4[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2→ O + O* 0.05[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+ + e→ O + e 7.0 · 10−20(300/Te(K))4.5 [25]

e + O+ + M→ O + M 6.0 · 10−27(300/Te(K))1.5 [25]

e + NO+→ O + N 0.2[4.2 · 10−7(300/Te(K))0.85] [25]

e + NO+→ O + N(2D) 0.8[4.2 · 10−7(300/Te(K))0.85] [25]

N(2D) + N2→ N + N2 1.0 · 10−13 exp(−510/T ) [25]

O(1D) + O→ O + O 8.0 · 10−12 [25]

O(1D) + O2→ O + O2 6.4 · 10−12 exp(67/T ) [25]

N(2D) + O→ N + O(1D) 4.0−13 [25]

N(2D) + O2→ NO + O 5.2−12 [25]

N(2D) + NO→ N2 + O 1.8−10 [25]

O(1D) + N2→ O + N2 2.3−11 [25]

O(1D) + NO→ O2 + N 1.7−10 [25]
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N(2D) + N2O→ NO + N2 3.5−12 [25]

O(1D) + N2O→ NO + NO 7.2−11 [25]

O(1D) + N2O→ O2 + N2 4.4−11 [25]

N2O + O→ N2 + O2 8.3 · 10−12 exp(−14000/T ) [25]

N2O + O→ NO + NO 1.5 · 10−10 exp(−14090/T ) [25]

N2O + N2→ N2 + O + N2 1.0[1.2 · 10−8(300/T ) exp(−29000/T )] [25]

N2O + O2→ N2 + O + O2 1.0[1.2 · 10−8(300/T ) exp(−29000/T )] [25]

N2O + NO→ N2 + O + NO 2.0[1.2 · 10−8(300/T ) exp(−29000/T )] [25]

N2O + N2O→ N2 + O + N2O 4.0[1.2 · 10−8(300/T ) exp(−29000/T )] [25]

N2 + M→ N + N + M 5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T ) [25]

N2 + NO→ N + N + NO 5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T ) [25]

N2 + N→ N + N + N 6.6[5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T )] [25]

N2 + O→ N + N + O 6.6[5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T )] [25]

N + N + N2→ N2 + N2 MAX(8.3 · 10−34 exp(500/T ), 1.91 · 10−33) [25]

N + N + N→ N2 + N 3.0[1.8 · 10−33 exp(435/T )] [25]

O2 + N2→ O + O + N2 6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + O2→ O + O + O2 5.9[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + O→ O + O + O 21.0[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + NO→ O + O + NO [6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + N→ O + O + N [6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O + O + O2→ O2 + O2 4.0 · 10−33(300/T )0.41 [25]

O + O + O→ O2 + O 3.6[4.0 · 10−33(300/T )0.41] [25]

N + O2→ O + NO 3.2 · 10−12(T/300) exp(−3150/T ) [25]

O + N2→ N + NO 3.0 · 10−10 exp(−38370/T ) [25]

N2 + O→ N + N + O 5.6[5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T ) [25]

N + N + O2→ N2 + O2 1.8 · 10−33 exp(435/T ) [25]

N + N + NO→ N2 + NO 1.8 · 10−33 exp(435/T ) [25]

N + N + O→ N2 + O 3.0[1.8 · 10−33 exp(435/T ) [25]

O + O + N2→ O2 + N2 MAX(2.8 · 10−34 exp(720/T ), 1.0 · 10−33(300/T )0.41) [25]

O + O + NO→ O2 + NO 0.17[4.0 · 10−33(300/T )0.41 [25]

O + O + N→ O2 + N 0.8[4.0 · 10−33(300/T )0.41 [25]

N + O + N2→ NO + N2 1.0 · 10−32(300/T )0.5 [25]

N + O + O2→ NO + O2 1.0 · 10−32(300/T )0.5 [25]

N + O + NO→ NO + NO 1.8 · 10−31(300/T ) [25]

N + O + N→ NO + N 1.8 · 10−31(300/T ) [25]

N + O + O→ NO + O 1.8 · 10−31(300/T ) [25]

N2 + O2→ O + N2O 2.5 · 10−10 exp(−50390/T ) [25]

O + N2 + M1→ N2O + M1 3.9 · 10−35 exp(−10400/T ) [25]

NO + N→ O + N2 1.8 · 10−11(T/300.0)0.5 [25]

NO + O→ N + O2 7.5 · 10−12(T/300.0) exp(−19500/T ) [25]

NO + NO→ N2 + O2 5.1 · 10−13 exp(−33660/T ) [25]

NO + M1→ N + O + M1 8.7 · 10−9 exp(−75994/T ) [25]

NO + N→ N + O + N 19[8.7 · 10−9 exp(−75994/T )] [25]

NO + O→ N + O + O 19[8.7 · 10−9 exp(−75994/T )] [25]

NO + NO→ O + N2O 2.2 · 10−12 exp(−32100/T ) [25]

N2O+ + NO→ NO+ + N2O 2.9 · 10−10 [25]
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N+
2 + O2→ O+

2 + N2 6.0 · 10−11(300/T )0.5 [25]

N+
2 + O→ NO+ + N 1.3 · 10−10(300/T )0.5 [25]

N+
2 + O→ O+ + N2 1.0 · 10−11(300/T )0.2 [95]

N+
2 + NO→ NO+ + N2 3.3 · 10−10 [95]

N+
2 + N2O→ N2O+ + N2 5.0 · 10−10 [95]

N+
2 + N2O→ NO+ + N + N2 4.0 · 10−10 [95]

O+
2 + N2→ NO+ + NO 1.0 · 10−17 [95]

O+
2 + N→ NO+ + O 1.2 · 10−10 [95]

O+
2 + NO→ NO+ + O2 6.3 · 10−10 [95]

O+ + O2→ O+
2 + O 2.0 · 10−11(300/T )0.5 [25]

O+ + O + M→ O+
2 + M 1.0 · 10−29 [25]

O+ + N2→ NO+ + N 1.0 · 10−12[1.5− 2.0 · 10−3T + 9.6 · 10−7T 2] [25]

O+ + NO→ NO+ + O 2.4 · 10−11 [25]

O+ + NO→ O+
2 + N 3.0 · 10−12 [25]

O+ + N2 + M→ NO+ + N + M 6.0 · 10−29(300/T )2 [95]

O+ + N + M→ NO+ + M 1.0 · 10−29 [95]

O+ + N2O→ NO+ + NO 2.3 · 10−10 [95]

O+ + N2O→ N2O+ + O 2.2 · 10−10 [95]

O+ + N2O→ O+
2 + N2 2.0 · 10−11 [95]

N + N→ N+
2 + e 2.7 · 10−11 exp(−6.74 · 104/T ) [25]

Surface reactions Recombination

factor (s−1)

N+
2→ N2 γ = 1

O+
2→ O2 γ = 1

O+→ O γ = 1

NO+→ NO γ = 1

N2O+→ N2O γ = 1

O(1D)→ O γ = 1

N(2D)→ N γ = 1

2 O→ O2 γ = 2.0 · 10−4 [93]

2 N→ N2 γ = 8.0 · 10−4 [93]

Exhaust Coefficients

α(N2O+) = 7.75 β(N2O+) = 0.56

α(N+
2 ) = 7.23 β(N+

2 ) = 0.55

α(O+
2 ) = 7.45 β(O+

2 ) = 0.54

α(NO+) = 7.39 β(NO+) = 0.56

α(O+) = 6.72 β(O+) = 0.60

1. T and Te(K) are expressed both in K.

2. Excited states not tracked as distinct species: electronic (*), (*v) vibrational.

3. M is third body reaction partner M = N2, O2.

4. M1 is third body reaction partner M1 = any neutral particle.
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Table A.6: CO2 model reactions dataset.

Reaction Rate Constant Reference

2nd order (cm3/s)

3rd order (cm6/s)

e + CO2→ e + CO2(∗v) Bolsig [43, 51]

e + CO2→ e + CO*
2 Bolsig [43, 51]

e + CO2→ e + e + CO+
2 Bolsig [43, 51]

e + CO2→ e + e + O + CO+ Bolsig [54]

e + CO2→ e + e + O2 + C+ Bolsig [54]

e + CO2→ e + e + CO + O+ Bolsig [54]

e + CO→ e + CO(∗v) Bolsig [43, 98]

e + CO→ e + CO* Bolsig [43, 52]

e + CO→ e + C + O Bolsig [43, 98]

e + CO→ e + e + CO+ Bolsig [43, 98]

e + CO→ e + C + O+ Bolsig [43, 52]

e + CO→ e + O + C+ Bolsig [43, 52]

e + O2→ e + O2(∗v) Bolsig [43, 94]

e + O2→ e + O2(a1) Bolsig [43, 94]

e + O2→ e + O2(b1) Bolsig [43, 94]

e + O2→ e + O2(4.5eV ) Bolsig [43, 94]

e + O2→ e + O + O Bolsig [43, 94]

e + O2→ e + O + O(1D) Bolsig [43, 94]

e + O2→ e + O + O(1S) Bolsig [43, 94]

e + O2→ e + e + O+
2 Bolsig [43, 94]

e + O2(a1)→ e + O + O Bolsig [43, 94]

e + O2(a1)→ e + e + O+
2 Bolsig [43, 94]

e + O2(b1)→ e + e + O+
2 Bolsig [43, 94]

e + O2(4.5eV )→ e + e + O+
2 Bolsig [43, 94]

e + O→ e + O(1D) Bolsig [43, 94]

e + O→ e + O(1S) Bolsig [43, 94]

e + O→ e + e + O+ Bolsig [43, 94]

e + O+
2→ O + O 0.55[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2→ O + O(1D) 0.4[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2→ O + O(1S) 0.05[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
4→ O2 + O2 1.4 · 10−6(300/Te(K))0.5 [25]

e + O+ + e→ O + e 7.0 · 10−20(300/Te(K))4.5 [25]

e + O+ + M→ O + M 6.0 · 10−27(300/Te(K))1.5 [25]

e + CO2→ CO + O– Bolsig [54]

e + O2→ O– + O Bolsig [43, 94]

e + O3→ O–
2 + O 1.0 · 10−9 [25]

e + O3→ O– + O2 1.0 · 10−11 [25]

e + O + O2→ O– + O2 1.0 · 10−31 [25]

e + O + O2→ O–
2 + O 1.0 · 10−31 [25]

e + O3 + O2→ O–
3 + O2 1.0 · 10−31 [25]

e + O2 + O2→ O–
2 + O2 1.4 · 10−29(300/Te(K)) exp(−600/T ) [95]
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O– + O→ O2 + e 1.4 · 10−10 [25]

O– + O2→ O3 + e 5.0 · 10−15 [25]

O– + O2(a1)→ O3 + e 3.0 · 10−10 [25]

O– + O2(b1)→ O + O2 + e 6.9 · 10−10 [25]

O– + O3→ O2 + O2 + e 3.0 · 10−10 [25]

O–
2 + O→ O3 + e 1.5 · 10−10 [25]

O–
2 + O2→ O2 + O2 + e 2.7 · 10−10(T/300)0.5 exp(−5590/T ) [25]

O–
2 + O2(a1)→ O2 + O2 + e 2.0 · 10−10 [25]

O–
2 + O2(b1)→ O2 + O2 + e 3.6 · 10−10 [25]

O–
3 + O→ O2 + O2 + e 3.0 · 10−10 [25]

O2(a1) + O→ O2 + O 7.0 · 10−16 [25]

O2(a1) + O2→ O2 + O2 3.8 · 10−18 exp(−205/T ) [25]

O2(a1) + O3→ O2 + O2 + O(1D) 5.2 · 10−11 exp(−2840/T ) [25]

O2(a1) + O2(a1)→ O2 + O2(b1) 7.0 · 10−28T 3.8 exp(700/T ) [25]

O + O3→ O2 + O2(a1) 1.0 · 10−11 exp(−2300/T ) [25]

O2(b1) + O→ O2(a1) + O 8.1 · 10−14 [25]

O2(b1) + O→ O2 + O(1D) 3.4 · 10−11(300/T )0.1 exp(−4200/T ) [25]

O2(b1) + O2→ O2(a1) + O2 4.3 · 10−22T 2.4 exp(−281/T ) [25]

O2(b1) + O3→ O2 + O2 + O 2.2 · 10−11 [25]

O2(4.5eV ) + O→ O2 + O(1S) 9.0 · 10−12 [25]

O + O + M→ O2(a1) + M 0.07[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T )] [25]

O + O + O2→ O2(a1) + O2 0.343[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T )] [25]

O + O + O→ O2(a1) + O 1.4[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T )] [25]

O + O + M→ O2(b1) + M 0.01[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T )] [25]

O2(a1) + O2(a1) + O2→ O3 + O3 1.0 · 10−31 [25]

O(1D) + O→ O + O 8.0 · 10−12 [25]

O(1D) + O2→ O + O2 6.4 · 10−12 exp(67/T ) [25]

O(1D) + O2→ O + O2(a1) 1.0 · 10−12 [25]

O(1D) + O2→ O + O2(b1) 2.6 · 10−11 exp(67/T ) [25]

O(1D) + O3→ O2 + O + O 1.2 · 10−10 [25]

O(1D) + O3→ O2 + O2 1.2 · 10−10 [25]

O(1S) + O→ O(1D) + O 5.0 · 10−11 exp(−300/T ) [95]

O(1S) + O2→ O(1D) + O2 1.3 · 10−12 exp(−850/T ) [95]

O(1S) + O2→ O + O + O 3.0 · 10−12 exp(−850/T ) [95]

O(1S) + O2(a1)→ O + O + O 1.1 · 10−10 [95]

O(1S) + O2(a1)→ O(1D) + O2(b1) 2.9 · 10−11 [95]

O(1S) + O2(a1)→ O + O + O 3.2 · 10−11 [95]

O(1S) + O3→ O2 + O2 2.9 · 10−10 [95]

O(1S) + O3→ O2 + O + O(1D) 2.9 · 10−10 [95]

CO2 + CO2→ CO + O + CO2 2.14 · 10−10(T/298)0.5 exp(−52321/T ) [55]

CO2 + CO→ CO + O + CO 1.53 · 10−8(T/298)0.5 exp(−40053/T ) [55]

CO2 + O2→ CO + O + O2 1.53 · 10−8(T/298)0.5 exp(−40053/T ) [55]

CO + O + CO2→ CO2 + CO2 6.51 · 10−36 exp(1859/Tgas) [55]

CO + O + CO→ CO2 + CO 1.46 · 10−34 exp(2280/Tgas) [55]

CO + O + O2→ CO2 + O2 1.17 · 10−33 exp(−1509/Tgas) [55]

CO2 + O→ CO + O2 2.81 · 10−11 exp(−26461/Tgas) [55]

CO + O2→ CO2 + O 4.20 · 10−12 exp(−24056/Tgas) [55]
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O + O3→ O2 + O2(a1) 2.0 · 10−11 exp(−2280/T ) [25]

O2 + O2→ O + O3 2.0 · 10−11 exp(−49800/T ) [25]

O2 + M→ O + O + M 6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + O2→ O + O + O2 4.9[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + O→ O + O + O 20.0[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O3 + O2→ O2 + O + O2 0.38[6.6 · 10−10 exp(−11600/T )] [25]

O3 + O→ O2 + O + O 6.3[6.6 · 10−10 exp(−11600/T ) exp(170/T )] [25]

O + O + O2→ O2 + O2 4.0 · 10−33(300/T )0.41 [25]

O + O + O→ O2 + O 3.6[4.0 · 10−33(300/T )0.41] [25]

O + O2 + O2→ O3 + O2 7.6 · 10−34(300/T )1.9 [25]

O + O2 + O→ O3 + O min[3.9 · 10−33(300/T )1.9, 1.1 · 10−34 exp(1060/T )] [25]

O+ + O2→ O+
2 + O 2.0 · 10−11(300/T )0.5 [25]

O+ + O3→ O+
2 + O2 1.0 · 10−10 [25]

O+
4 + O2→ O+

2 + O2 + O2 3.3 · 10−6(300/T )4.0 exp(−5030/T ) [25]

O+
4 + O2(a1)→ O+

2 + O2 + O2 1.0 · 10−10 [25]

O+
4 + O2(b1)→ O+

2 + O2 + O2 1.0 · 10−10 [25]

O+
4 + O→ O+

2 + O3 3.0 · 10−10 [25]

O+ + O + M→ O+
2 + M 1.0 · 10−29 [25]

O+
2 + O2 + O2→ O+

4 + O2 2.4 · 10−30(300/T )3.2 [25]

O– + O2(a1)→ O–
2 + O 1.0 · 10−10 [25]

O– + O3→ O–
3 + O 8.0 · 10−10 [25]

O–
2 + O→ O– + O2 3.3 · 10−10 [25]

O–
2 + O3→ O–

3 + O2 3.5 · 10−10 [25]

O–
3 + O→ O–

2 + O2 3.2 · 10−10 [95]

O–
4 + M→ O–

2 + O2 + M 1.0 · 10−10 exp(−1044/T ) [95]

O–
4 + O→ O–

3 + O2 4.0 · 10−10 [95]

O–
4 + O→ O– + O2 + O2 3.0 · 10−10 [95]

O–
4 + O2(a1)→ O–

2 + O2 + O2 1.0 · 10−10 [95]

O–
4 + O2(b1)→ O–

2 + O2 + O2 1.0 · 10−10 [95]

O– + O2 + M→ O–
3 + M 1.1 · 10−30(300/T ) [95]

O–
2 + O2 + M→ O–

4 + M 3.5 · 10−31(300/T ) [95]

O– + O+→ O + O 2.0 · 10−7(300/T )0.5 [95]

O– + O+
2→ O + O2 2.0 · 10−7(300/T )0.5 [95]

O– + O+
2→ O + O + O 1.0 · 10−7 [95]

O– + O+
4→ O + O2 + O2 1.0 · 10−7 [95]

O–
2 + O+→ O2 + O 2.0 · 10−7(300/T )0.5 [95]

O–
2 + O+

2→ O2 + O2 2.0 · 10−7(300/T )0.5 [95]

O–
2 + O+

2→ O2 + O + O 1.0 · 10−7 [95]

O–
2 + O+

4→ O2 + O2 + O2 1.0 · 10−7 [95]

O–
3 + O+→ O3 + O 2.0 · 10−7(300/T )0.5 [95]

O–
3 + O+

2→ O3 + O2 2.0 · 10−7(300/T )0.5 [95]

O–
3 + O+

2→ O3 + O + O 1.0 · 10−7 [95]

O–
3 + O+

4→ O3 + O2 + O2 1.0 · 10−7 [95]

O–
4 + O+→ O2 + O2 + O 1.0 · 10−7 [95]

O–
4 + O+

2→ O2 + O2 + O2 1.0 · 10−7 [95]

O–
4 + O+

4→ O2 + O2 + O2 + O2 1.0 · 10−7 [95]
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O– + O+ + M→ O + O + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+
2 + M→ O + O2 + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+ + M→ O2 + O + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+

2 + M→ O2 + O2 + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+ + M→ O2 + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+
2 + M→ O3 + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+ + M→ O3 + M 2.0 · 10−25(300/T )2.5 [95]

Spontaneous emission (s−1)

O2(a1)→ O2 2.6 · 10−4 [25]

O2(b1)→ O2(a1) 1.5 · 10−3 [25]

O2(b1)→ O2 8.5 · 10−2 [25]

O2(4.5eV )→ O2 11.0 [25]

Surface reactions Recombination

factor (s−1)

CO+
2→ CO2 γ = 1

CO+→ CO γ = 1

C+→ C γ = 1

O+
4→ 2 O2 γ = 1

O+
2→ O2 γ = 1

O+→ O γ = 1

O2(a1)→ O2 γ = 10−5 [25]

O2(b1)→ O2 γ = 10−2 [25]

O(1D)→ O γ = 1

O(1S)→ O γ = 1

2 O→ O2 γ = 2.0 · 10−4 [93]

Exhaust Coefficients

α(CO+
2 ) = 7.45 β(O+

4 ) = 0.49

α(CO+) = 7.50 β(O+
4 ) = 0.53

α(C+) = 7.53 β(O+
4 ) = 0.60

α(O+
4 ) = 7.45 β(O+

4 ) = 0.54

α(O+
2 ) = 7.45 β(O+

2 ) = 0.54

α(O+) = 6.72 β(O+) = 0.60

1. T and Te(K) are expressed both in K.

2. Excited states not tracked as distinct species: electronic (*), (*v) vibrational.

3. O2(4.5eV ) Generic excited state representative of A3Σ, C3∆, c1Σ states.

4. M is third body reaction partner M = O2.
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CO2 model kinetic scheme

Table A.7: Electron impact cross sections and rate constants for the CO2 model.

Reaction Rate Constant Reference

2nd order (cm3/s)

3rd order (cm6/s)

e + CO2→ e + CO2(∗v) Integrated [43, 51]

e + CO2→ e + CO2(e1) Integrated [43, 51]

e + CO2→ e + CO2(e2) Integrated [43, 51]

e + CO2→ e + e + CO+
2 Integrated [43, 51]

e + CO2(e1)→ e + e + CO+
2 Integrated [43, 51]

e + CO2(e2)→ e + e + CO+
2 Integrated [43, 51]

e + CO2→ e + CO + O(1S) Integrated [54]

e + CO2→ e + e + O + CO+ Integrated [54]

e + CO2(e1)→ e + e + O + CO+ Integrated [54]

e + CO2(e2)→ e + e + O + CO+ Integrated [54]

e + CO2→ e + e + O2 + C+ Integrated [54]

e + CO2(e1)→ e + e + O2 + C+ Integrated [54]

e + CO2(e2)→ e + e + O2 + C+ Integrated [54]

e + CO2→ e + e + CO + O+ Integrated [54]

e + CO2(e1)→ e + e + CO + O+ Integrated [54]

e + CO2(e2)→ e + e + CO + O+ Integrated [54]

e + CO→ e + CO(∗v) Integrated [43, 98]

e + CO→ e + CO(A1) Integrated [43, 52]

e + CO→ e + CO(a3) Integrated [43, 52]

e + CO→ e + CO(e1) Integrated [43, 52]

e + CO→ e + CO(e2) Integrated [43, 52]

e + CO→ e + C + O Integrated [43, 98]

e + CO→ e + e + CO+ Integrated [43, 98]

e + CO(A1)→ e + e + CO+ Integrated [43, 98]

e + CO(a3)→ e + e + CO+ Integrated [43, 98]

e + CO(e1)→ e + e + CO+ Integrated [43, 98]

e + CO(e2)→ e + e + CO+ Integrated [43, 98]

e + CO→ e + C + O+ Integrated [43, 52]

e + CO(A1)→ e + C + O+ Integrated [43, 52]

e + CO(a3)→ e + C + O+ Integrated [43, 52]

e + CO(e1)→ e + C + O+ Integrated [43, 52]

e + CO(e2)→ e + C + O+ Integrated [43, 52]

e + CO→ e + O + C+ Integrated [43, 52]

e + CO(A1)→ e + O + C+ Integrated [43, 52]

e + CO(a3)→ e + O + C+ Integrated [43, 52]

e + CO(e1)→ e + O + C+ Integrated [43, 52]

e + CO(e2)→ e + O + C+ Integrated [43, 52]

e + C→ e + C* Integrated [43, 99]
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e + C→ e + e + C+ Integrated [43, 99]

e + O2→ e + O2(∗v) Integrated [43, 94]

e + O2→ e + O2(a1) Integrated [43, 94]

e + O2→ e + O2(b1) Integrated [43, 94]

e + O2→ e + O2(4.5eV ) Integrated [43, 94]

e + O2→ e + O + O Integrated [43, 94]

e + O2(a1)→ e + O + O Integrated [43, 94]

e + O2→ e + O + O(1D) Integrated [43, 94]

e + O2→ e + O + O(1S) Integrated [43, 94]

e + O2→ e + e + O+
2 Integrated [43, 94]

e + O2(a1)→ e + e + O+
2 Integrated [43, 94]

e + O2(b1)→ e + e + O+
2 Integrated [43, 94]

e + O2(4.5eV )→ e + e + O+
2 Integrated [43, 94]

e + O→ e + O(1D) Integrated [43, 94]

e + O→ e + O(1S) Integrated [43, 94]

e + O→ e + e + O+ Integrated [43, 94]

e + CO2→ CO + O– Integrated [54]

e + O2→ O– + O Integrated [43, 94]

e + O3→ O–
2 + O 1.0 · 10−9 [25]

e + O3→ O– + O2 1.0 · 10−11 [25]

e + O + O2→ O– + O2 1.0 · 10−31 [25]

e + O2 + O→ O–
2 + O 1.0 · 10−31 [25]

e + O3 + O2→ O–
3 + O2 1.0 · 10−31 [25]

e + O2 + O2→ O–
2 + O2 1.4 · 10−29(300/Te(K)) exp(−600/T ) [95]

e + CO+
2→ CO + O 2.0 · 10−5(1/T )Te

−0.5) [46]

e + CO+
2→ C + O2 5.0 · 10−7(Te(K)/300)−0.4 [47]

e + CO+→ C + O 3.683 · 10−9Te
−0.55 [50]

e + O+
2→ O + O 0.55[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2→ O + O(1D) 0.4[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2→ O + O(1S) 0.05[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
4→ O2 + O2 1.4 · 10−6(300/Te(K))0.5 [25]

e + O+ + e→ O + e 7.0 · 10−20(300/Te(K))4.5 [25]

e + O+ + M→ O + M 6.0 · 10−27(300/Te(K))1.5 [25]

1. T and Te(K) are in K, Te is in eV.

2. Excited states not tracked as distinct species: (*v) vibrational.

3. O2(4.5eV ) Generic excited state representative of A3Σ, C3∆, c1Σ states.

4. CO2(e1) and CO2(e2) corresponds to CO2(1Π) and CO2(1∆).

5. CO(e1) is a generic excited state representative of CO(I1Σ), CO(B1Σ), CO(C1Σ), CO(E1Π).

6. CO(e2) is a generic excited state representative of CO(a'3Σ), CO(d3∆), CO(e3Σ), CO(b3Σ).
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7. M is third body reaction partner M = O2.
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Table A.8: Detachment, charge exchange and ion-ion reactions for the CO2 model.

Reaction Rate Constant Reference

2nd order (cm3/s)

3rd order (cm6/s)

O– + CO→ CO2 + e 5.5 · 10−10 [47]

O– + C→ CO + e 5.0 · 10−10 [100]

O– + O→ O2 + e 1.4 · 10−10 [25]

O– + O2→ O3 + e 5.0 · 10−15 [25]

O– + O2(a1)→ O3 + e 3.0 · 10−10 [25]

O– + O2(b1)→ O + O2 + e 6.9 · 10−10 [25]

O– + O3→ O2 + O2 + e 3.0 · 10−10 [25]

O–
2 + O→ O3 + e 1.5 · 10−10 [25]

O–
2 + O2→ O2 + O2 + e 2.7 · 10−10(T/300)0.5 exp(−5590/T ) [25]

O–
2 + O2(a1)→ O2 + O2 + e 2.0 · 10−10 [25]

O–
2 + O2(b1)→ O2 + O2 + e 3.6 · 10−10 [25]

O–
3 + O→ O2 + O2 + e 3.0 · 10−10 [25]

CO+
2 + O→ O+

2 + CO 1.64 · 10−10 [100]

CO+
2 + O→ O+ + CO2 9.62 · 10−11 [100]

CO+
2 + O2→ O+

2 + CO2 5.30 · 10−11 [100]

CO+ + CO2→ CO+
2 + CO 1.0 · 10−10 [100]

CO+ + C→ CO + C+ 1.1 · 10−10 [100]

CO+ + O→ O+ + CO 1.4 · 10−10 [100]

CO+ + O2→ O+
2 + CO 1.2 · 10−10 [100]

O+
2 + C→ CO+ + O 5.2 · 10−11 [100]

O+
2 + C→ C+ + O2 5.2 · 10−11 [100]

O+
2 + O2 + O2→ O+

4 + O2 2.4 · 10−30(300/T )3.2 [25]

O+ + CO2→ O+
2 + CO 9.4 · 10−11 [100]

O+ + CO2→ CO+
2 + O 4.5 · 10−10 [47]

O+ + CO→ O + CO+ 4.9 · 10−12(300/T )0.5 exp(−4580/T ) [100]

O+ + O2→ O+
2 + O 2.0 · 10−11(300/T )0.5 [25]

O+ + O3→ O+
2 + O2 1.0 · 10−10 [25]

O+ + O + M→ O+
2 + M 1.0 · 10−29 [25]

O+
4 + O2→ O+

2 + O2 + O2 3.3 · 10−6(300/T )4.0 exp(−5030/T ) [25]

O+
4 + O2(a1)→ O+

2 + O2 + O2 1.0 · 10−10 [25]

O+
4 + O2(b1)→ O+

2 + O2 + O2 1.0 · 10−10 [25]

O+
4 + O→ O+

2 + O3 3.0 · 10−10 [25]

C+ + CO2→ CO+ + CO 1.1 · 10−9 [47]

C+ + CO→ CO+ + C 5.0 · 10−13 [47]

C+ + O2→ CO + O+ 6.2 · 10−10 [47]

C+ + O2→ CO+ + O 3.8 · 10−10 [47]

O– + O2(a1)→ O–
2 + O 1.0 · 10−10 [25]

O– + O3→ O–
3 + O 8.0 · 10−10 [25]

O– + O2 + M→ O–
3 + M 1.1 · 10−30(300/T ) [95]

O–
2 + O→ O– + O2 3.3 · 10−10 [25]
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O–
2 + O3→ O–

3 + O2 3.5 · 10−10 [25]

O–
2 + O2 + M→ O–

4 + M 3.5 · 10−31(300/T ) [95]

O–
3 + O→ O–

2 + O2 3.2 · 10−10 [95]

O–
4 + M→ O–

2 + O2 + M 1.0 · 10−10 exp(−1044/T ) [95]

O–
4 + O→ O–

3 + O2 4.0 · 10−10 [95]

O–
4 + O→ O– + O2 + O2 3.0 · 10−10 [95]

O–
4 + O2(a1)→ O–

2 + O2 + O2 1.0 · 10−10 [95]

O–
4 + O2(b1)→ O–

2 + O2 + O2 1.0 · 10−10 [95]

O– + C+→ O + C 3.0 · 10−7 [101]

O– + CO+→ O + CO 2.0 · 10−7 [101]

O– + O+→ O + O 2.0 · 10−7(300/T )0.5 [95]

O– + O+
2→ O + O2 2.0 · 10−7(300/T )0.5 [95]

O– + O+
2→ O + O + O 1.0 · 10−7 [95]

O– + O+
4→ O + O2 + O2 1.0 · 10−7 [95]

O– + O+ + M→ O + O + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+
2 + M→ O + O2 + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+ + M→ O2 + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+
2 + M→ O3 + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+→ O2 + O 2.0 · 10−7(300/T )0.5 [95]

O–
2 + O+

2→ O2 + O2 2.0 · 10−7(300/T )0.5 [95]

O–
2 + O+

2→ O2 + O + O 1.0 · 10−7 [95]

O–
2 + O+

4→ O2 + O2 + O2 1.0 · 10−7 [95]

O–
2 + O+ + M→ O2 + O + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+

2 + M→ O2 + O2 + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+ + M→ O3 + M 2.0 · 10−25(300/T )2.5 [95]

O–
3 + O+→ O3 + O 2.0 · 10−7(300/T )0.5 [95]

O–
3 + O+

2→ O3 + O2 2.0 · 10−7(300/T )0.5 [95]

O–
3 + O+

2→ O3 + O + O 1.0 · 10−7 [95]

O–
3 + O+

4→ O3 + O2 + O2 1.0 · 10−7 [95]

O–
4 + O+→ O2 + O2 + O 1.0 · 10−7 [95]

O–
4 + O+

2→ O2 + O2 + O2 1.0 · 10−7 [95]

O–
4 + O+

4→ O2 + O2 + O2 + O2 1.0 · 10−7 [95]
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Table A.9: Activation-deactivation of metastables, neutral gas phase reactions and
surface reactions for the CO2 model.

Reaction Rate Constant Reference

2nd order (cm3/s)

3rd order (cm6/s)

O2(a1) + O→ O2 + O 7.0 · 10−16 [25]

O2(a1) + O2→ O2 + O2 3.8 · 10−18 exp(−205/T ) [25]

O2(a1) + O3→ O2 + O2 + O(1D) 5.2 · 10−11 exp(−2840/T ) [25]

O2(a1) + O2(a1)→ O2 + O2(b1) 7.0 · 10−28T 3.8 exp(700/T ) [25]

O2(a1) + O2(a1) + O2→ O3 + O3 1.0 · 10−31 [92]

O2(b1) + O→ O2(a1) + O 8.1 · 10−14 [25]

O2(b1) + O→ O2 + O(1D) 3.4 · 10−11(300/T )0.1 exp(−4200/T ) [25]

O2(b1) + O2→ O2(a1) + O2 4.3 · 10−22T 2.4 exp(−281/T ) [25]

O2(b1) + O3→ O2 + O2 + O 2.2 · 10−11 [25]

O4·5eV
2 + O→ O2 + O(1S) 9.0 · 10−12 [25]

O + O3→ O2 + O2(a1) 1.0 · 10−11 exp(−2300/T ) [25]

O + O + CO2→ O2(a1) + CO2 0.07[3.6 · 10−34 exp(900/T )] [25]

O + O + O2→ O2(a1) + O2 0.07[4.0 · 10−33(300/T )0.41] [25]

O + O + O→ O2(a1) + O 0.07[3.6 · 4.0 · 10−33(300/T )0.41] [25]

O + O + CO2→ O2(b1) + CO2 0.01[3.6 · 10−34 exp(900/T )] [25]

O + O + O2→ O2(b1) + O2 0.01[4.0 · 10−33(300/T )0.41] [25]

O + O + O→ O2(b1) + O 0.01[3.6 · 4.0 · 10−33(300/T )0.41] [25]

O(1D) + CO2→ O + CO2 2.52 · 10−10 [102]

O(1D) + CO→ CO2 8.0 · 10−11 [102]

O(1D) + O→ O + O 8.0 · 10−12 [25]

O(1D) + O2→ O + O2 6.4 · 10−12 exp(67/T ) [25]

O(1D) + O2→ O + O2(a1) 1.0 · 10−12 [25]

O(1D) + O2→ O + O2(b1) 2.6 · 10−11 exp(67/T ) [25]

O(1D) + O3→ O2 + O + O 1.2 · 10−10 [25]

O(1D) + O3→ O2 + O2 1.2 · 10−10 [25]

O(1S) + O→ O(1D) + O 5.0 · 10−11 exp(−300/T ) [95]

O(1S) + O2→ O(1D) + O2 1.3 · 10−12 exp(−850/T ) [95]

O(1S) + O2→ O + O + O 3.0 · 10−12 exp(−850/T ) [95]

O(1S) + O2(a1)→ O + O + O 3.4 · 10−11 [95]

O(1S) + O2(a1)→ O(1D) + O2(b1) 2.9 · 10−11 [95]

O(1S) + O3→ O2 + O2 2.9 · 10−10 [95]

O(1S) + O3→ O2 + O + O(1D) 2.9 · 10−10 [95]

CO2 + CO2→ CO + O + CO2 2.14 · 10−10(T/298)0.5 exp(−52321/T ) [55]

CO + O + CO2→ CO2 + CO2 Reversed

CO + O + CO→ CO2 + CO 1.46 · 10−34 exp(2280/T ) [55]

CO2 + CO→ CO + O + CO Reversed

CO2 + O2→ CO + O + O2 5.9 · 7.02 · 10−12(T/298)0.5 exp(−37527/T ) [55]

CO + O + O2→ CO2 + O2 Reversed

CO2 + O→ CO + O + O 21.0 · 7.02 · 10−12(T/298)0.5 exp(−37527/T ) [55]
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CO + O + O→ CO2 + O Reversed

CO2 + O→ CO + O2 2.81 · 10−11 exp(−26461/T ) [55]

CO + O2→ CO2 + O 4.20 · 10−12 exp(24056/T ) [55]

O + O3→ O2 + O2 2.23 · 10−12(T/298)0.75 exp(−1580/T ) [55]

O2 + O2→ O + O3 Reversed

O2 + CO2→ O + O + CO2 2.0 · 6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O + O + CO2→ O2 + CO2 Reversed

O2 + O2→ O + O + O2 5.9 · 6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O + O + O2 → O2 + O2 4.0 · 10−33(300/T )0.41 [25]

O2 + O→ O + O + O 21.0 · 6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O + O + O→ O2 + O 3.6 · 4.0 · 10−33(300/T )0.41] [25]

O3 + O2→ O2 + O + O2 0.38[6.6 · 10−10 exp(−11600/T )] [25]

O + O2 + O2→ O3 + O2 7.6 · 10−34(300/T )1.9 [25]

O3 + O→ O2 + O + O 6.3[6.6 · 10−10 exp(−11600/T ) exp(170/T )] [25]

O + O2 + O→ O3 + O min{3.9 · 10−33(300/T )1.9, 1.1 · 10−34 exp(1060/T )} [25]

O3 + O3→ O2 + O + O3 7.16 · 10−10 exp(−11200/T ) [55]

O2 + O + O3→ O3 + O3 Reversed

Spontaneous emission (s−1)

O2(a1)→ O2 2.6 · 10−4 [25]

O2(b1)→ O2(a1) 1.5 · 10−3 [25]

O2(b1)→ O2 8.5 · 10−2 [25]

O2(4.5eV )→ O2 11.0 [25]

Surface reactions Recombination

factor (s−1)

CO+
2→ CO2 γ = 1

CO+→ CO γ = 1

C+→ C γ = 1

O+
4→ 2 O2 γ = 1

O+
2→ O2 γ = 1

O+→ O γ = 1

O2(a1)→ O2 γ = 10−5 [25]

O2(b1)→ O2 γ = 10−2 [25]

O(1D)→ O γ = 1

O(1S)→ O γ = 1

2 O→ O2 γ = 2.0 · 10−4 [93]

Exhaust Coefficients

α(CO+
2 ) = 7.45 β(O+

4 ) = 0.49

α(CO+) = 7.50 β(O+
4 ) = 0.53

α(C+) = 7.53 β(O+
4 ) = 0.60

α(O+
4 ) = 7.45 β(O+

4 ) = 0.54

α(O+
2 ) = 7.45 β(O+

2 ) = 0.54

α(O+) = 6.72 β(O+) = 0.60

1. O2(4.5eV ) Generic excited state representative of A3Σ, C3∆, c1Σ states.
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2. M is third body reaction partner M = O2.
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N2O plasma assisted decomposition model kinetic scheme

Table A.10: N2O kinetic scheme used for plasma assisted decomposition model.

Reaction Rate Constant Reference

2nd order (cm3/s)

3rd order (cm6/s)

Electron impact

e + N2O→ e + N2O(∗v) Integrated [96]

e + N2O→ e + N2O
* Integrated [96]

e + N2O→ e + e + N2O
+ Integrated [96]

e + N2O→ e + N2 + O(1D) Integrated [97]

e + N2O→ e + N2 + O Integrated [97]

e + N2O→ e + N + NO Integrated [97]

e + N2→ e + N2(v
*) Integrated [43, 89]

e + N2→ e + N*
2 Integrated [43, 89]

e + N2→ e + N + N Integrated [103]

e + N2→ e + e + N+
2 Integrated [43, 89]

e + O2→ e + O2(
∗v) Integrated [43, 94]

e + O2→ e + O*
2 Integrated [43, 94]

e + O2→ e + O + O Integrated [43, 94]

e + O2→ e + O + O(1D) Integrated [43, 94]

e + O2→ e + e + O+
2 Integrated [43, 94]

e + O→ e + O(1D) Integrated [43, 94]

e + O→ e + O* Integrated [43, 94]

e + O→ e + e + O+ Integrated [43, 94]

e + N→ e + N* Integrated [104]

e + N→ e + e + N+ Integrated [99]

e + NO→ e + NO(∗v) Integrated [105]

e + NO→ e + NO* Integrated [105]

e + NO→ e + e + NO+ Integrated [105]

Electron-ion recombination

e + N2O
+→ N2 + O 2.0 · 10−7(300/Te(K))0.5 [95]

e + N+
2→ N + N 0.50[1.8 · 10−7(300/Te(K))0.39 [25]

e + N+
2 e→ N + N + e 1.0 · 10−19(300/Te(K))4.5 [95]

e + N+
2 M→ N + N + M 6.0 · 10−27(300/Te(K))1.5 [95]

e + O+
2→ O + O 0.55[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2→ O + O(1D) 0.4[2.7 · 10−7(300/Te(K))0.7] [25]

e + O+
2 + e→ O2 + e 1.0 · 10−19(300/Te(K))4.5 [95]

e + O+
2 + M→ O2 + M 6.0 · 10−27(300/Te(K))1.5 [95]

e + O+ + e→ O + e 1.0 · 10−19(300/Te(K))4.5 [95]

e + O+ + M→ O + M 6.0 · 10−27(300/Te(K))1.5 [95]

e + N+ + e→ N + e 1.0 · 10−19(300/Te(K))4.5 [95]

e + N+ + M→ N + M 6.0 · 10−27(300/Te(K))1.5 [95]

e + NO+ + e→ NO + e 1.0 · 10−19(300/Te(K))4.5 [95]

e + NO+ + M→ NO + M 6.0 · 10−27(300/Te(K))1.5 [95]
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e + NO+→ O + N 4.2 · 10−7(300/Te(K))0.85 [25]

Electron attachment

e + N2O→ N2 + O– Integrated [106]

e + NO→ NO– Integrated [105]

e + O2→ O– + O 1.07 · 10−9 exp(−6.29/Te) [7]

e + O2 + O2→ O–
2 + O2 1.40 · 10−29

(
300
Te(K)

)
exp

(
− 600

T

)
exp

(
700(Te(K)−T )

T ·Te(K)

)
[25]

e + O + O2→ O–
2 + O 1.0e− 31 [25]

e + O + O2→ O– + O2 1.0e− 31 [25]

Electron detachment

O– + O→ O2 + e 1.4 · 10−10 [25]

O– + N→ NO + e 2.6 · 10−10 [25]

O– + N2→ N2O + e 5.0 · 10−12 [25]

O– + N2O→ N2O + O + e 3.0 · 10−10 [25]

O–
2 + N2→ O2 + N2 + e 1.9 · 10−12(T/300)0.5 exp(−4990/T ) [25]

O–
2 + O2→ O2 + O2 + e 2.7 · 10−10(T/300)0.5 exp(−5590/T ) [25]

NO– + N2O→ N2O + NO + e 4.26 · 10−10 exp(−1270/T ) [25]

Metastable deactivation

O(1D) + O−−O + O 8.0 · 10−12 [25]

O(1D) + O2
−−O + O2 6.4 · 10−12 exp(67/T ) [25]

O(1D) + N2
−−O + N2 1.8 · 10−11 exp(107/T ) [95]

O(1D) + NO−−O + NO 4.0 · 10−11 [55]

O(1D) + NO−−O2 + N 1.7 · 10−10 [95]

O(1D) + N2O−−NO + NO 5.02 · 1011(T/298)1.12 exp(105/T ) [107]

O(1D) + N2O−−O2 + N2 3.81 · 1011(T/298)1.11 exp(28.85/T ) [108]

Associative ionization

N + N−−N2p + e 2.7 · 10−11 exp(−67400/T ) · (T ≥ 4000) [25]

N + O−−NOp + e 1.6 · 10−12
(
T

300

)0.5 · (0.19 + 8.6T ) exp
(
− 32000

T

)
· (T ≥ 4000) [25]

Positive ion reactions

N2O
+ + NO→ NO+ + N2O 2.9 · 10−10 [25]

N+
2 + N2O→ N2O

+ + N2 5.0 · 10−10 [95]

N+
2 + N2O→ NO+ + N + N2 4.0 · 10−10 [95]

N+
2 + O2→ O+

2 + N2 6.0 · 10−11(300/T )0.5 [25]

N+
2 + NO→ NO+ + N2 3.3 · 10−10 [95]

N+
2 + O→ NO+ + N 1.3 · 10−10(300/T )0.5 [25]

N+
2 + O→ O+ + N2 1.0 · 10−11(300/T )0.2 [95]

N+
2 + N→ N+ + N2 7.2 · 10−13(300/T ) [95]

O+
2 + N2→ NO+ + NO 1.0 · 10−17 [95]

O+
2 + N→ NO+ + O 1.2 · 10−10 [95]

O+
2 + NO→ NO+ + O2 6.3 · 10−10 [95]

O+ + N2O→ NO+ + NO 2.3 · 10−10 [95]

O+ + N2O→ N2O
+ + O 2.2 · 10−10 [95]

O+ + N2O→ O+
2 + N2 2.0 · 10−11 [95]

O+ + N2→ NO+ + N 1.0 · 10−12[1.5− 2.0 · 10−3T + 9.6 · 10−7T 2] [25]
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O+ + O2→ O+
2 + O 2.0 · 10−11(300/T )0.5 [25]

O+ + NO→ NO+ + O 2.4 · 10−11 [25]

O+ + NO→ O+
2 + N 3.0 · 10−12 [25]

O+ + O + M→ O+
2 + M 1.0 · 10−29 [25]

O+ + N2 + M→ NO+ + N + M 6.0 · 10−29(300/T )2 [95]

O+ + N + M→ NO+ + M 1.0 · 10−29 [95]

N+ + O→ O+ + N 1.0 · 10−12 [25]

N+ + O2→ O+
2 + N 2.8 · 10−10 [25]

N+ + O2→ NO+ + O 2.5 · 10−10 [25]

N+ + NO→ NO+ + N 8.0 · 10−12 [25]

N+ + NO→ N+
2 + O 3.0 · 10−12 [25]

N+ + NO→ O+ + N2 1.0 · 10−12 [25]

N+ + O + M→ NO+ + M 1.0 · 10−29 [25]

N+ + N + M→ N+
2 + M 1.0 · 10−29 [95]

Negative ion reactions

O–
2 + O→ O– + O2 3.3 · 10−10 [25]

O– + N2O→ NO– + NO 2.0 · 10−10 [25]

NO– + O2→ O–
2 + NO 5.0 · 10−10 [25]

Ion-ion recombination

O– + N2O
+→ O + N2O 2.0 · 10−7(300/T )0.5 [95]

O– + N+
2→ O + N2 2.0 · 10−7(300/T )0.5 [95]

O– + O+
2→ O + O2 2.0 · 10−7(300/T )0.5 [95]

O– + NO+→ O + NO 2.0 · 10−7(300/T )0.5 [95]

O– + N+→ O + N 2.0 · 10−7(300/T )0.5 [95]

O– + O+→ O + O 2.0 · 10−7(300/T )0.5 [95]

O–
2 + N2O

+→ O2 + N2O 2.0 · 10−7(300/T )0.5 [95]

O–
2 + N+

2→ O2 + N2 2.0 · 10−7(300/T )0.5 [95]

O–
2 + O+

2→ O2 + O2 2.0 · 10−7(300/T )0.5 [95]

O–
2 + NO+→ O2 + NO 2.0 · 10−7(300/T )0.5 [95]

O–
2 + N+→ O2 + N 2.0 · 10−7(300/T )0.5 [95]

O–
2 + O+→ O2 + O 2.0 · 10−7(300/T )0.5 [95]

NO– + N2O
+→ NO + N2O 2.0 · 10−7(300/T )0.5 [95]

NO– + N+
2→ NO + N2 2.0 · 10−7(300/T )0.5 [95]

NO– + O+
2→ NO + O2 2.0 · 10−7(300/T )0.5 [95]

NO– + NO+→ NO + NO 2.0 · 10−7(300/T )0.5 [95]

NO– + N+→ NO + N 2.0 · 10−7(300/T )0.5 [95]

NO– + O+→ NO + O 2.0 · 10−7(300/T )0.5 [95]

O– + N2O
+→ O + N2 + O 1.0 · 10−7 [95]

O– + N+
2→ O + N + N 1.0 · 10−7 [95]

O– + O+
2→ O + O + O 1.0 · 10−7 [95]

O– + NO+→ O + N + O 1.0 · 10−7 [95]

O–
2 + N2O

+→ O2 + N2 + O 1.0 · 10−7 [95]

O–
2 + N+

2→ O2 + N + N 1.0 · 10−7 [95]

O–
2 + O+

2→ O2 + O + O 1.0 · 10−7 [95]

O–
2 + NO+→ O2 + N + O 1.0 · 10−7 [95]

NO– + N2O
+→ NO + N2 + O 1.0 · 10−7 [95]
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NO– + N+
2→ NO + N + N 1.0 · 10−7 [95]

NO– + O+
2→ NO + O + O 1.0 · 10−7 [95]

NO– + NO+→ NO + N + O 1.0 · 10−7 [95]

O– + N+
2 + M→ O + N2 + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+
2 + M→ O + O2 + M 2.0 · 10−25(300/T )2.5 [95]

O– + NO+ + M→ O + NO + M 2.0 · 10−25(300/T )2.5 [95]

O– + N+ + M→ O + N + M 2.0 · 10−25(300/T )2.5 [95]

O– + O+ + M→ O + O + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + N+

2 + M→ O2 + N2 + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+

2 + M→ O2 + O2 + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + NO+ + M→ O2 + NO + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + N+ + M→ O2 + N + M 2.0 · 10−25(300/T )2.5 [95]

O–
2 + O+ + M→ O2 + O + M 2.0 · 10−25(300/T )2.5 [95]

NO– + N+
2 + M→ NO + N2 + M 2.0 · 10−25(300/T )2.5 [95]

NO– + O+
2 + M→ NO + O2 + M 2.0 · 10−25(300/T )2.5 [95]

NO– + NO+ + M→ NO + NO + M 2.0 · 10−25(300/T )2.5 [95]

NO– + N+ + M→ NO + N + M 2.0 · 10−25(300/T )2.5 [95]

NO– + O+ + M→ NO + O + M 2.0 · 10−25(300/T )2.5 [95]

Dissociation-recombination of N2

N2 + N2→ N + N + N2 5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T ) [25]

N2 + O2→ N + N + O2 5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T ) [25]

N2 + NO→ N + N + NO 5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T ) [25]

N2 + N→ N + N + N 6.6[5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T )] [25]

N2 + O→ N + N + O 6.6[5.4 · 10−8(1− exp(−3354/T )) exp(−113200/T )] [25]

N + N + N2→ N2 + N2 8.3 · 10−34 exp(500/T ) · (T ≤ 600) , 1.91 · 10−33 · (T > 600) [25]

N + N + O2→ N2 + O2 1.8 · 10−33 exp(435/T ) [25]

N + N + NO→ N2 + NO 1.8 · 10−33 exp(435/T ) [25]

N + N + N→ N2 + N 3.0[1.8 · 10−33 exp(435/T )] [25]

N + N + O→ N2 + O 3.0[1.8 · 10−33 exp(435/T )] [25]

Dissociation-recombination of O2

O2 + N2→ O + O + N2 6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + O2→ O + O + O2 5.9[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + NO→ O + O + NO [6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + N→ O + O + N [6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O2 + O→ O + O + O 21.0[6.1 · 10−9(1− exp(−2240/T )) exp(−59380/T ) [25]

O + O + N2→ O2 + N2 8.3 · 10−34 exp
(
720
T

)
· (T ≤ 500) , 1.0 · 10−33

(
300
T

)0.41 · (T > 500) [25]

O + O + O2→ O2 + O2 4.0 · 10−33(300/T )0.41 [25]

O + O + NO→ O2 + NO 0.17[4.0 · 10−33(300/T )0.41] [25]

O + O + N→ O2 + N 0.8[4.0 · 10−33(300/T )0.41] [25]

O + O + O→ O2 + O 3.6[4.0 · 10−33(300/T )0.41] [25]

Dissociation-recombination of NO

NO + N2→ N + O + N2 8.7 · 10−9 exp(−75994/T ) [25]

NO + O2→ N + O + O2 6.1 · 10−9 exp(−75994/T ) [25]

NO + NO→ N + O + NO 20.0[6.1 · 10−9 exp(−75994/T )] [25]

NO + N→ N + O + N 20.0[6.1 · 10−9 exp(−75994/T )] [25]
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NO + O→ N + O + O 20.0[6.1 · 10−9 exp(−75994/T )] [25]

N + O + N2→ NO + N2 1.0 · 10−32(300/T )0.5 [25]

N + O + O2→ NO + O2 1.0 · 10−32(300/T )0.5 [25]

N + O + NO→ NO + NO 1.0 · 10−31(300/T ) [25]

N + O + N→ NO + N 1.0 · 10−31(300/T ) [25]

N + O + O→ NO + O 1.0 · 10−31(300/T ) [25]

Dissociation-recombination of N2O

N2O + N2O→ N + O + N2 4.0[1.2 · 10−8(300/T ) exp(−29000/T )] [25]

N + O + N2O→ N2O + N2O Reversed

N2O + N2→ N + O + O2 1.2 · 10−8(300/T ) exp(−29000/T ) [25]

N + O + N2→ N2O + N2 Reversed

N2O + O2→ N + O + NO 1.2 · 10−8(300/T ) exp(−29000/T ) [25]

N + O + O2→ N2O + O2 Reversed

N2O + NO→ N + O + N 2.0[1.2 · 10−8(300/T ) exp(−29000/T )] [25]

N + O + NO→ N2O + NO Reversed

Gas phase reactions

NO + N→ O + N2 1.8 · 10−11(T/300)0.5 [25]

O + N2→ NO + N 3.0 · 10−10 exp(−38370/T ) [25]

NO + O→ N + O2 7.5 · 10−12(T/300) exp(−19500/T ) [25]

N + O2→ O + NO 3.2 · 10−12(T/300) exp(−3150/T ) [25]

N2O + O→ N2 + O2 6.13 · 10−12 exp(−8020/T ) [109]

N2 + O2→ O + N2O Reversed

N2O + O→ NO + NO 1.52 · 10−10 exp(−13930/T ) [109]

NO + NO→ O + N2O Reversed

NO + NO→ N2 + O2 5.1 · 10−13 exp(−33660/T ) [25]

N2 + O2→ NO + NO Reversed

Surface reactions Recombination

factor (s−1)

N2O
+→ N2O γ = 1

N+
2→ N2 γ = 1

O+
2→ O2 γ = 1

NO+→ NO γ = 1

O+→ O γ = 1

N+→ O γ = 1

O(1D)→ O γ = 1

2O→ O2 γ = 2.0 · 10−4 [93]

2N→ N2 γ = 8.0 · 10−4 [93]

1. T and Te(K) are expressed both in K, Te is expressed in eV.

2. Excited states not tracked as distinct species: electronic (*), (*v) vibrational.

3. M is third body reaction partner M = N2, O2.





Appendix B

Non-Equilibrium Reaction

Factors

Kuznetsov model

The non equilibrium factor is expressed as

Φ(T, Tv) =

∏m
1 Qj(T )∏m

1 Qj(Tvj)
exp

[
−E∗v

(
m∑
Tvj
− 1

T

)]


m = 3N − 5−

t∑
j

(dj − 1) linear molecules

m = 3N − 6−
t∑
j

(dj − 1) non linear molecules

(B.1)

Qj(Tf ) = [1− exp(−θj/Tf )]−dj Tf = T or Tv (B.2)

Notation:

Qj is the vibrational partition function of the jth vibrational mode

dj is the degeneracy of the jth mode

t is the number of degenerate modes

N is the number of atoms in a molecule

m is the number of vibrational modes including degeneracy

θj is the characteristic vibrational temperature of the jth mode

121
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E∗v is a model parameter

E∗v is a characteristic molecular vibrational energy, that corresponds to the boundary between

the region of rapid intramode V V exchange, and the region where the VT exchange and rapid

intermode V V ′ exchange dominate; the parameter can be determined empirically or estimated

theoretically. A theoretical estimation for polyatomic molecules, made by Nikitin and reported

in[1, 25, 110], gives:

E∗v = θ̄

[(
D0θ̄

θ2r

)1/(3+s)

· exp

(
1− s
3 + s

)
− 1

2

]
(B.3)

Here θ̄ is the characteristic vibrational temperature averaged (arithmetically) over all vibrational

modes of the decomposing molecule; θr is the characteristic rotational temperature; s is the total

number of vibrational modes in the molecule; D0 is the dissociation energy for decomposition

into given fragments. Parameters for N2O are reported in table[B.1].

Table B.1: Parameters, in eV, for N2O decomposition into N2+O, in non equilibrium
conditions.

D0 θr θj θ̄ E∗v

N2O 1.67(N2-O) 5.21·10−5 θ1 0.159 0.145 1.22
θ2 0.073
θ3 0.276

For N2O dissociation (m = 3), the summation
∑
Tvj results

∑
Tvj = 2T + Tv. In the case of

dissociation of a diatomic (m = 1) molecule AB, by collision with a third body M, the parameter

E∗v takes into account also the anharmonicity effects, and it is determined as follow:

E∗v = n∗θ, n∗ =
1

2χe
(1− y∗n) (B.4)

The value of the quantity y∗n is determined from the transcendental equation, to be solved each

time step:

exp
[
−0.6

√
π(1− y∗n)χ

3/2
0

]
− 1

4π2λ2χAB

µ

MR
χ3
0(3− z)z = 0

z = exp

(
−2

3
χ3
0 y
∗
n

)
, χ0 =

(
π2ν20MR

2αkbT

)1/3

, λ2 =
1

2

m2
A +m2

B

(mA +mB)2

MR =
mM (mA +mB)

mM +mA +mB
, µ =

mAmB

mA +mB

(B.5)

Notation:
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θ is the characteristic vibrational temperature of the mode

n∗ quantum number corresponding to the E∗v energy level

χe anharmonicity of the diatomic molecule

ν0 fundamental vibrational frequency of the molecule

νn n-level vibrational frequency of the molecule, in the Morse potential approximation

yn fundamental to n-level vibrational frequency ratio νn/ν0

y∗n critical yn at level n∗

mA, mB , mM masses of atoms comprising a molecule AB and of a particle M

µ reduced mass of the molecule AB system

MR reduced mass of the molecule AB + M colliding system

χ0 adiabaticity parameter

α Born-Mayer inverse range of interaction

χAB molar fraction of dissociating AB molecules in the medium

The value of χAB can range from a maximum of 1 to a minimum accepted value of χAB(min);

below this value, no modification of the thermal rate is considered for the molecule AB. The

minimum value is obtained setting y∗n = 1 in the transcendental equation(B.5):

[χAB ]min =
1

4π2λ2
µ

MR
χ3
0(3− z(1))z(1) (B.6)

The effect of the Born-Mayer potential parameter α, on the non equilibrium factor Φ((T, Tv) is

small[1]. In the absence of the appropriate data, it can be assumed a value of α = 3.2Å−1 for

all diatomic molecules.

Alpha - model

The model of the efficiency of vibrational energy utilization, addresses bimolecular chemical

reactions in thermal non equilibrium; it is based on the concept of decrease in the reaction

threshold when a reactant possesses an excess vibrational energy. The vibrational energy Ev of

the reactant, reduces the reaction threshold (i.e. activation energy Ea), by a quantity αEv. The

factor α is independent of Ev and is called the coefficient of utilization of vibrational energy in

overcoming the reaction activation barrier[1, 48].

Under the assumption of harmonic approximation with Tv ≥ T and 0 < α < 1, the non equilib-

rium factor Φ(T, Tv) for diatomic molecules, in the case of Tv ≤ θ is:
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Φ(T, Tv) =
1− exp(θ/Tv)

1− exp(θ/T )
·

exp(− Ea
αTv

)−exp(−EaT )
exp(αθT −

θ
Tv

)−1
+

exp(− Ea
αTv

)
1−exp(− θ

Tv
)

exp(−EaT )−exp(−EaαT )
1−exp[− (1−α)θ

T ]
+

exp(−EaαT )
1−exp(− θ

T )

(B.7)

The non equilibrium factor Φ(T, Tv) for diatomic molecules, in the case of Tv > θ, and for

polyatomic molecules, in general, is:

Φ(T, Tv) =
1− α
αTv
T − 1

·
αTv
T exp

(
− Ea
αTv

)
− exp

(
−EaT

)
exp

(
−EaT

)
− α · exp

(
−Ea
αT

) (B.8)
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