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There are only two possible outcomes: if the result confirms the hypothesis,

then you’ve made a measurement. If the result is contrary to the

hypothesis, then you’ve made a discovery.

– Enrico Fermi



God help us; we’re in the hands of engineers.

– Dr. Ian Malcolm - Jurassic Park



Abstract

Orbital Angular Momentum (OAM) is a fundamental property of electromagnetic fields, associ-

ated to helicity of waves phase fronts. Like frequency and polarization, it represents a degree of

freedom of an electromagnetic field and can be used for its identification. In fact, two waves with

the same frequency but different OAM values can be distinguished from each other when their

whole phase fronts are collected. Electromagnetic fields with nonzero OAM form an orthogonal

basis and can be discriminated, without any digital post processing, at the physical layer. For this

reason, they represent an interesting tool for the development of new multiplexing systems that

better exploit the electromagnetic spectrum.

Within this context, this thesis presents the main results of theoretical and experimental stud-

ies on the application of OAM waves to radio multiplexing systems. It starts by considering the

state-of-the-art of radio OAM waves, in order to identify features and applications concerning

telecommunications. Then, it examines special parabolic antennas, also known as conformal an-

tennas, that can generate and recognize electromagnetic waves at radio frequency with integer

values of OAM. These antennas are then employed in practical experiments to test long-range

multiplexing system prototypes, where three channels are transmitted and received on the same

frequency and polarization state. The experiments study the difficulties of exploiting OAM modes

orthogonality over long distances. In fact, due to diffraction, the size of field distributions increases

more and more during propagation. Therefore, over long distances, it is necessary to use large

antennas to collect their whole phase fronts. To overcome this problem and reduce the size of

the received fields two interesting solutions are presented. The first one concerns a particular

effect of field concentration that can be obtained superimposing electromagnetic waves with in-

teger and consecutive values of OAM. The second one, on the contrary, studies the generation

process for a special class of OAM fields, called higher order vortex beams, that are characterized

by a more compact intensity distribution. Hence, the thesis considers the possibility of distinguish

radio waves with different OAM values by receiving only a small portion of the phase fronts. This

latter study, developed by using MIMO systems theory and theoretical models on OAM beams
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propagation, focuses also in the comparison between general multiplexing systems based on to-

day MIMO technology with the ones based on OAM waves. The analysis of long-range systems

is then concluded by examining, both theoretically and experimentally, the superposition of waves

with opposite values of OAM. These fields, in fact, are characterized by a more regular distri-

bution and can be useful in simplifying the structure of OAM-based communication systems. In

the end, the thesis considers short range communications where OAM waves are used not only

for multiplexing purposes but also to increase, directly at the physical layer, the communication

security.
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Sommario

Il momento angolare orbitale, normalmente identificato con l’acronimo inglese OAM (Orbital An-

gular Momentum), é una proprietá fondamentale dei campi elettromagnetici legata alla loro dis-

tribuzione; campi con OAM diverso da zero sono infatti caratterizzati da intensitá a forma di

ciambella e da fronti d’onda che si avvolgono a spirale. Al pari della frequenza, anche l’OAM

rappresenta un grado di libertá di un’onda elettromagnetica e puó essere utilizzato per la sua

identificazione. Infatti, due campi aventi la stessa frequenza ma diverso valore di OAM possono

essere distinti quando i loro fronti d’onda vengono ricevuti interamente. Questa caratteristica fa

sí che i campi elettromagnetici con OAM formino una base ortogonale e che possano essere

distinti direttamente a livello fisico, senza il bisogno di post processing digitale. Le onde con OAM

sono quindi particolarmente interessanti per lo sviluppo di nuovi sistemi radio multiplexing sia su

lunga che su breve distanza, argomento esaminato sia teoricamente che sperimentalmente nella

presente tesi.

Lo studio inizia con l’esame dello stato dell’arte sulle onde radio con OAM per individuarne

caratteristiche ed applicazioni legate alle telecomunicazioni. Viene quindi studiato un partico-

lare tipo di antenne paraboliche, dette anche “conformate”, in grado di generare e di riconoscere

onde radio con diversi valori di OAM. Usando queste antenne, viene quindi condotto uno stu-

dio sperimentale per valutare un prototipo di sistema multiplexing su lunga distanza, composto

da tre canali isofrequenziali. L’esperimento evidenzia le difficoltá, precedentemente individuate

nella fase di studio, riguardanti l’implementazione di un simile sistema. Durante la propagazione,

infatti, i fronti d’onda si espandono a causa della diffrazione e risulta complicato riceverli inter-

amente senza l’impiego di antenne ingombranti. Questo comporta una notevole difficoltá nello

sfruttamento dell’ortogonalitá fra onde radio con OAM su lunghe distanze e costituisce un forte

limite all’implementazione di un sistema multiplexing. Per ovviare a questo problema la tesi esam-

ina tre possibili soluzioni. Nella prima considera un metodo per concentrare la distribuzione di un

campo elettromagnetico con OAM mediante la sovrapposizione di modi interi e consecutivi. Nella

seconda, studia la generazione di campi con OAM detti “di ordine superiore”, (higher order vortex
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beams), caratterizzati da una distribuzione di intensitá piú compatta. Nella terza, infine, esamina

la possibilitá di distinguere due onde radio con diverso OAM mediante una ricezione parziale del

loro campo elettromagnetico. Quest’ultima soluzione, analizzata mediante il formalismo dei sis-

temi MIMO e di modelli teorici sulla propagazione delle onde con OAM, consente anche di operare

un confronto generale fra sistemi multiplexing basati sulle odierne tecniche MIMO e quelli basati

su onde radio con OAM. Lo studio di sistemi a lunga distanza si conclude quindi esaminando le

sovrapposizioni di campi elettromagnetici con valori opposti di OAM. Queste infatti, essendo carat-

terizzate da una distribuzione semplice e regolare, possono costituire un’interessante opzione per

semplificare la struttura di sistemi di comunicazione basati su onde con OAM. Infine, nell’ultima

parte, la tesi esamina sistemi multiplexing su breve distanza dove i campi elettromagnetici con

OAM vengono utilizzati non solo per implementare un multiplexing ma anche per aumentare,

direttamente a livello fisico, la sicurezza della comunicazione.
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Introduction

Nowadays, electromagnetic (EM) waves are widely used in several contexts since they represent

a fundamental resource for many application areas. They are profitably employed, for example,

in industrial processes, in geo-location, in biomedical applications and especially in telecommu-

nications. In particular, EM waves are the basis of wireless systems which are essential, by now,

in everyday life. The use of such systems has increased more and more in recent years and the

amount of information to be exchanged is always greater, especially with new smartphones. For

this reason, scientists and engineers try to find new solutions to better exploit the electromagnetic

spectrum. This is, in fact, the aim of new protocols and modulations techniques like OFDM, TDM,

LTE, etc, which purpose is to boost the spectrum efficiency. This is also the goal of new MIMO

systems, which are designed to take advantage on spatial diversity through the use of more and

more complex antenna configurations [1].

Recently, another solution has been considered to overcome the saturation of frequency spec-

trum: a channel multiplexing technique based on the exploitation of electromagnetic waves car-

rying Orbital Angular Momentum [2, 3]. From fundamental physics [4], it is well known that an

EM wave carries both linear and angular momentum. The linear momentum, proportional to the

Poynting vector, is associated with the wave power and today radio systems are based on the

exchange of this quantity. On the other hand, the angular momentum is composed by two contri-

butions: Spin Angular Momentum (SAM) and Orbital Angular Momentum (OAM). The first one is

related to wave polarization and it is already used to double the channel capacity; the second one,

on the contrary, is associated with helicity of the wave phase front. OAM is a degree of freedom

of an EM wave completely independent of frequency and polarization [5]. Therefore, it can be

exploited to increase channel capacity since EM fields with different OAM values can propagate,

in free space, without mutual interference. Moreover, they can be distinguished directly at the

physical layer, without any post processing of the received signals, because OAM waves form a

complete orthogonal basis [6]. Nevertheless, it must be underlined that to fully exploit the orthog-

onality property one has to receive the whole wave front, otherwise it can not correctly recognize
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the transmitted OAM value [7, 8].

The use of OAM waves for channel multiplexing has already shown its potential at optical

wavelength [9, 10]. In this domain, in fact, the EM fields are contained in small areas and it is

easy to receive the entire field distributions in order to recognize the transmitted OAM values.

While this requirement is reasonable at optical wavelengths, as proved in [9], it is more difficult

to cope with at microwave frequencies [11, 12]. Therefore, the real efficiency of OAM-based

multiplexing in the radio domain is still an open question.

The aim of this thesis is to continue, within this context, the investigation on OAM waves, with

particular attention to their applications in the radio domain and for telecommunication purposes.

More in detail, this work examines how OAM waves can be transmitted, manipulated and received

in order to implement efficient multiplexing systems, both for long and short distances. The work,

which presents new contributions on OAM-based communication area, is organized as follow:

the fist chapter contains an introduction on OAM fields. It looks at the huge literature on

OAM waves examining the properties, the characteristics and the applications of such EM fields.

It considers also the most common devices that transmit and receive OAM fields and the most

important applications;

the second chapter examines conformal parabolic antennas that can be used for the gen-

eration and the reception of EM waves with an integer OAM quantity. The behavior and the

characteristics of such devices are extensively studied by means of numerical simulations and

experiments. Conformal parabolas are also used to experimentally verify, within the near field

range, the separation between communication channels associated to different OAM modes, as

a consequence of OAM waves orthogonality;

the third chapter reports an outdoor experiment in which conformal parabolic antennas are

used to implement an OAM-based multiplexing system: a half duplex long range radio link, with

three channels on the same frequency and polarization state. In a long range link, unless huge

antennas are employed, it is complicated to receive the entire OAM field distributions and so to

exploit OAM modes orthogonality. The target of the experiment is to investigate this issue in a

practical way, searching also for possible solutions to overcome this problem;

the fourth chapter proposes a method that allows to reduce the size of an EM field with

OAM. The method is based on the superposition of EM waves with integer and consecutive OAM

values in order to concentrate the intensity distribution in a restricted domain and to embed a

certain phase variation within the concentrated beam. This method may be useful to overcome

the orthogonality exploitation difficulties on long range system, (like the one reported on chapter

three), reducing the size of the received field;

the fifth chapter considers another way to reduce the size of an EM field with OAM: it exam-

ines higher order vortex beams which are characterized by an intensity distribution composed by

concentric rings. In particular, the chapter focuses on the generation of such beams by means of

2
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dielectric masks and conformal parabolae. Higher order beams are interesting because the main

lobe of their field distributions is be more compact respect to other type of OAM waves;

the sixth chapter studies a new solution to implement an OAM-based multiplexing system:

the discrimination of different OAM waves by measuring phase gradients over a limited part of

the received field. Within this study also the techniques previously exposed in chapter three

and four are examined, in order to quantify their efficiency in reducing the received field size.

The mathematical models that are developed are finally employed to obtain one of the most

important results of this thesis: a fair comparison between the performances of a generic OAM-

based multiplexing systems and the ones of a MIMO-based multiplexing system;

the seventh chapter analyze the superpositions of EM waves with opposite values of OAM,

which leads to simpler and more regular distributions of the EM fields. The use of such superpo-

sitions can simplify the structure of OAM-based communication systems;

the eighth chapter studies a near field communication system based on OAM waves. An

experimental short range radio link, composed by circular arrays of patch antennas, is examined

in order to determine the system performances with respect to antennas alignment. Moreover, the

specific characteristics of OAM waves are applied to enhance the security level of communication

directly at physical layer, without the use of digital processing.

In the end, the conclusions retraces all the topics that have been exposed highlighting the

most important results.
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Chapter 1
Theoretical background

In this chapter, a brief review of the main characteristics of electromagnetic waves with orbital

angular momentum is proposed. OAM waves are examined from a theoretical point of view,

in order to identify their properties and particularities. Within this frame, also some interesting

mathematical tools to deal with OAM fields are presented. In the end, the most common devices

that transmit and receive OAM fields are considered, together with their applications.
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CHAPTER 1. THEORETICAL BACKGROUND

1.1 Historical overview

Electromagnetic (EM) waves are space disturbances that, originated from a source, propagates

in time and space carrying both energy and momentum. Their discovery dates back to 1873:

firstly they were theorized by James Clerk Maxwell [13] and afterwards they were experimentally

detected by Heinrich Rudolf Hertz [14]. Thenceforth, the research on EM waves has evolved

continuously and nowadays this property of the physical world is used and exploited in many

applications: from medicine to geo-localisation. In particular, EM waves plays a crucial role on

telecommunications: the need to exchange information is essential and EM waves are one of the

most suitable and versatile tool to reach this purpose.

EM waves have been used in telecommunications, for the first time, by Guglielmo Marconi [15]

to implement the wireless telegraph in 1895. Afterward, he introduced also the frequency division

of the EM spectrum in order to have more than one communication channel at the same time.

Since then, physicists and engineers focused their efforts on exploiting, always in a better way,

the EM spectrum by considering different transmission techniques. Some examples [16] can be

found considering analog and digital modulations, channel coding techniques, field polarization

diversity and the Multiple Input Multiple Output (MIMO) technology which has become more and

more important.

However, in recent times, another property of EM fields attracted the attention of telecommu-

nication scientists: the Orbital Angular Momentum [17]. A complete description of this property,

already discovered in 1936 [18] and exploited in optics since more than a decade [5], is pre-

sented below, together with some examples of its applications, especially for telecommunication

purposes.

1.2 Electromagnetic waves

Electric and magnetic phenomena, in a non relativistic or non quantum context, can be fully de-

scribed by the four Maxwell’s equations [19]. They can be expressed, with respect to a Cartesian

reference system r = (x, y, z) and at time t, as:

∇ ·E(r, t) =
ρ(r, t)

ε
(1.2.1)

µ∇ ·H(r, t) = 0 (1.2.2)

∇×E(r, t) = −∂B(r, t)

∂t
(1.2.3)

µ∇×H(r, t) = µJ(r, t) + µε
∂E(r, t)

∂t
(1.2.4)
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where E(r, t) and H(r, t) are the electric and the magnetic fields, respectively. ε and µ are the

dielectric and the magnetic constants while ρ(r, t) and J(r, t) are charge and current densities,

respectively.

If electric and magnetic fields are time dependent, they propagate through space as electro-

magnetic waves. This fact can be easily proved with straightforward algebra: the four Maxwell

equation, for a time-varying field, can be properly combined to find the Helmholtz one, called also

wave equation, which describes periodic phenomena both in time and space. Considering, for

example, the electric field as independent variable it results that:

∇2E(r, t) = µε
∂2

∂t2
E(r, t) (1.2.5)

As stated before, an EM wave carries both energy and momentum [20, 21]. The energy is re-

lated with the capacity of the wave to make a work; it is a scalar quantity. On the contrary, the

momentum is a vectorial quantity and can be of two types: Linear Momentum (LM) and Angular

Momentum (AM). Moreover the AM is composed by two contributions: the Spin Angular Momen-

tum (SAM) and the Orbital Angular Momentum (OAM). All these quantities are time dependent.

However, when dealing with monochromatic fields of frequency equal to ω = 2πf , it is meaningful

to consider their averaged value by performing an integration average over a time period equal to

1/f . From now on, dependence on time and space will be omitted for simplicity.

1.2.1 Energy and Linear Momentum

The energy carried by an EM field can be calculated starting from the Poynting vector which is

defined as:

P = E×H (1.2.6)

and describes the energy flux of an EM wave per surface and time unit. By its integration on a

closed surface containing the field, it is possible to know the total energy carried by the wave:

W =

∫
S

(
E×H

)
· n̂dS (1.2.7)

On the other hand, as stated by fundamental physics [4], electromagnetic fields not only propagate

by also interact with charged particles. To quantify these phenomena, it can be introduced a

quantity called linear momentum, whose volumetric density gEM is related to the Poynting vector

by the Plank relation [22]:

gEM =
P

c2
= ε
(
E×B

)
(1.2.8)

The electromagnetic linear momentum quantifies the force action of an EM field on charged parti-

cles, as the mechanical linear momentum quantify the action of a force on a body. In particular, the

7



CHAPTER 1. THEORETICAL BACKGROUND

interaction is regulated by the continuity equation [21] which links the variations of electromagnetic

linear momentum gEM with the ones of particles mechanical linear momentum gM :

∂gEM

∂t
+
∂gM

∂t
+∇ ·T = 0 (1.2.9)

where T is the Maxwell stress tensor which takes into account the interaction between electro-

magnetic forces and mechanical momentum of particles. It can be represented by a matrix whose

elements are:

Ti,j = εEiEj +
1

µ
BiBj −

1

2

(
ε|E|2 +

1

µ
|B|2

)
δi,j (1.2.10)

where Ei and Bi = µHi are the components of electric field and magnetic field, respectively. On

the other hand, ∇ · T is a vector whose components can be calculated as the divergence of T

columns. If an EM field is located within a volume V , its total linear momentum can be calculated

as:

pEM =

∫
V

gEMdx3 =

∫
V

ε
(
E×B

)
dx 3 (1.2.11)

and, similarly, the conservation law within the same volume leads to:

∂pEM

∂t
+
∂pM

∂t
+

∫
S

T · n̂dx 2 = 0 (1.2.12)

The conservation law follows from Maxwell’s equations. It states that if an EM field travels in a

zone free of charge then the linear momentum (and so the field energy) are conserved during

propagation. For this reason, the linear momentum is a suitable quantity for exchanging informa-

tion. Present-day state-of-the-art radio science implementations are almost exclusively based on

the principle of generating and detecting oscillating electric currents along a line, typically a linear

dipole antenna, at the transmitter and the receiver, respectively. The dynamics of the electric

charges, that constitute these currents, is determined by the interaction with EM generated and

received fields as described by Eq. 1.2.12. The linear momentum radio technique has the advan-

tage of being simple and easy to implement, but has also the drawback that each independent

linear momentum transmission channel requires its own frequency and a finite bandwidth around

it.

1.2.2 Angular Momentum

Also the Angular Momentum is related to the Poynting vector and to the energy flux of the EM field.

However, it is appropriate to express its volumetric density in function of the linear momentum, in

order to focus immediately on the connection between the two quantities. The angular momentum

density jEM is defined as [21]:

j(r0) =
(
r− r0

)
× gEM =

(
r− r0

)
× ε
(
E×B

)
(1.2.13)
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1.3. ANGULAR MOMENTUM COMPOSITION

where r0 is the origin of the reference system, (usually r0 = 0), ad r is a general observation

point. AM density is strictly dependent on the reference system origin.

From a practical point of view, the angular momentum is a quantity associated with rotational

dynamics: it quantify the rotation action that an EM field have on a charged particle, analogously

to the linear case. Also the angular momentum respects a continuity equation that, considering a

field contained in certain volume, states that:

∂jEM

∂t
+
∂jM

∂t
+∇ ·

(
(r− r0)×T

)
= 0 (1.2.14)

where jM is the mechanical angular momentum of charged particles and T the Maxwell stress

tensor. Similarly to the linear case, the total angular momentum of an EM field contained in a

volume is:

JEM =

∫
V

jEMdV =

∫
V

(
r− r0

)
× ε
(
E×B

)
dV (1.2.15)

and the corresponding conservation law:

∂JEM

∂t
+
∂JM

∂t
+

∫
S

K · n̂dx 2 = 0 (1.2.16)

with K = (r− r0)×T. Also in this case K is a matrix whose elements are equal to:

Ki,j = εikl(r − r0)kTl,j (1.2.17)

where εi,k,l is the Levi-Civita symbol. This last equation states that also the angular momentum is

conserved during propagation within space free of charges. For this reason, also AM is suitable

for communication purposes: an example is given by the polarization diversity technique that

exploits the AM conservation.

1.3 Angular momentum composition

The Angular Momentum, JEM = S + L, is composed by two contributions: the Spin Angular

Momentum (SAM) S and the Orbital Angular Momentum (OAM) L [4, 20]. These two quantities

are identical to the ones that can be found in a mechanical system and refer to revolution and

rotation motions, respectively. In particular, the OAM quantity is associated with rotations around

a center and depends on the reference system origin while the SAM is associated with revolutions.

SAM and OAM can be derived from the general AM definition. Considering the electric field

E as independent variable and combining Eq. 1.2.13 with the Maxwell ones, it is possible to

separate the components of the AM that not depends on the reference system origin, leading to

the SAM expression [23]:

S =
ε

iω

∫
V

E∗ ×EdV (1.3.1)

9



CHAPTER 1. THEORETICAL BACKGROUND

With a similar procedure, it is also possible to find the OAM expression [23]:

L(r0 = 0) =
ε

iω

∫
V

E∗
(
k×∇k

)
EdV (1.3.2)

where k is the wave vector.

In the following, it will be examined how these two quantities are connected with physical

characteristics of EM fields.

1.3.1 AM of generic fields

A monochromatic EM field with an AM quantity different from zero can be described, in a cylindri-

cal1 reference system r = (ρ, φ, z), highlighting its transversal longitudinal components, as [24]:

E =
(
αx̂ + βŷ

)
E(ρ, z)ei`φ + ẑEz (1.3.3)

where α and β, that account for the field polarization in the (x, y) plane, can be used to determine

the polarization ratio σ = iβ/α parameter. The field propagates through ẑ and all its components

along x̂, ŷ and ẑ, satisfy the wave equation 1.2.5. The transversal field component E(ρ, z) can

be represented by means of an appropriate sum of plane waves, each one characterized by its

wavenumber ξ, using the Angular Spectrum technique. More details about this mathematical tool

can be found in Appendix A. It results that [24]:

E(ρ, z) =

∫ k

0

E(ξ)J1(ξρ) exp
(
i
√
k2 − ξ2z

)
dξ (1.3.4)

where k = 2π/λ is the wavenumber of E(ρ, z), E(ξ) represents the plane wave in reciprocal space

and J`(.) is the Bessel function of order `. With straightforward algebra and considering that the

field is in a space free of charges (∇ ·E = 0), the full field expression becomes:

E =

∫ k

0

E(ξ)ei`φ exp
(
i
√
k2 − ξ2z

)
·

((
αx̂ + βŷ

)
J1(ξρ)+

ẑ
ξ

2
√
k2 − ξ2

[(
iα− β

)
e−iφJ`−1(ξρ)−

(
iα+ β

)
eiφJ`+1(ξρ)

])
dξ

(1.3.5)

The time average energy carried by the field can be calculated as:

W =
πε

2

∫ k

0

|E(ξ)|2
(
2k2 − ξ2

)
ξ
(
k2 − ξ2

) dξ (1.3.6)

while the AM density can be determined from the time averaged Poynting vector as:

j = r×

(
ε
E×B∗

2

)
(1.3.7)

1The same considerations can be done also in other reference systems. However, a cylindrical one allows to greatly
simplify the calculations, without lose of generality.
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1.3. ANGULAR MOMENTUM COMPOSITION

Among all, the AM density ẑ-component

jz =
∑

q=x,y,z

E∗q
∂

∂φ
Eq︸ ︷︷ ︸

OAM

+
(
E∗xEy − E∗yEx

)︸ ︷︷ ︸
SAM

−
∑

q=x,y,z

E∗q
∂

∂xq

(
xEy − yEx

)
︸ ︷︷ ︸

OAM

(1.3.8)

is particularly interesting for almost two reasons. First: it is the main and the most relevant since

the field is propagating through ẑ. Second: it is the only one in which an interaction between OAM

and SPIN can be observed. On the contrary, the x̂ and ŷ components of AM density only depends

on the SPIN.

OAM and SPIN densities can be identified by exploiting Eq. 1.3.1 to calculate the SPIN one.

With the help of Fourier-Bessel integrals [25], the full densities components of OAM (lz) and SPIN

(sz) along ẑ are equal to:

lz =
ε

2iω

∫ ∞
0

∫ 2π

0

ρ

[ ∑
q=x,y,z

E∗q
∂

∂φ
Eq −

∑
q=x,y,z

E∗q
∂

∂xq

(
xEy − yEx

)]
dρdφ

= `
πε

2ω

∫ k

0

|E(ξ)|2
(
2k2 − ξ2

)
ξ
(
k2 − ξ2

) dξ + σ
πε

ω

∫ k

0

|E(ξ)|2ξ(
k2 − ξ2

)dξ (1.3.9)

sz = σ
ε

2iω

∫ ∞
0

∫ 2π

0

ρ
(
E∗xEy − E∗y + Ex

)
dρdφ = σ

πε

2ω

∫ k

0

2|E(ξ)|2(
k2 − ξ2

)dξ (1.3.10)

Comparing Eq. 1.3.8 with Eq. 1.3.9 and 1.3.10 it is clear that the SAM contribution only depends

on the field polarization by means of σ. Similarly, also the AM components jx and jy only depends

on σ. On the contrary, since Eq. 1.3.9 contains both the σ and the ` terms, the OAM contribution

is related with two properties of the field: polarization and phase front shape. In particular, the `

parameter characterizes the field phase dependence over the azimuthal coordinate describing a

helical phase front.

In conclusion, while SAM is only related to field polarization, the OAM contribution depends

on the entire field distribution.

1.3.2 AM for paraxial fields

The calculations just examined are quite different if the EM field is paraxial. This property con-

cerns a particular evolution of the EM field during propagation in which the longitudinal compo-

nents varies slowly with respect to the the transversal ones. From a mathematical point of view,

this is equivalent to assume that the function E(ρ, z) in Eq. 1.3.4 is sharply peaked for small

values of ξ so that, in the integral process, all the values for which ξ > k can be neglected. In

other words, the field E(ρ, z) can be expressed as a sum of plane waves all with wavenumber

less or equal than k. As a consequence the field z-component is always weaker, at least of one

order of magnitude, with respect to other ones, as shown in App. B. In order to measure if a field
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CHAPTER 1. THEORETICAL BACKGROUND

is paraxial, it is possible to apply the so called paraxial estimator. This tool is used to calculate

the degree of paraxiality, a parameter that for a fully paraxial field is equal to one while for a non

paraxial field is equal to zero. Further details can be found in App. B.

Under the paraxial approximation, Eq. 1.3.9 and 1.3.10 considerably simplify, becoming [26]:

lz = `
πε

2ω

∫ k

0

|E(ξ)|2
(
2k2 − ξ2

)
ξ
(
k2 − ξ2

) dξ (1.3.11)

sz = σ
πε

2ω

∫ k

0

|E(ξ)|2
(
2k2 − ξ2

)
ξ
(
k2 − ξ2

) dξ (1.3.12)

Looking at Eq. 1.3.11, it is clear that, when dealing with paraxial fields, the OAM quantity only

depends on the field phase distribution, in particular by its shape. The SAM, on the contrary,

continue to depend only on field polarization. Because of this particular behavior, it is possible to

construct a modified version of the Poincaré sphere [27] in order to classify the field properties

with respect to the carried OAM quantity. Also the total AM z-component expression simplifies,

becoming:

Jz =
`+ σ

ω
W (1.3.13)

where W is the energy carried by the EM field calculated with Eq. 1.3.6.

All these relations are extremely important non only to understand the simplifications intro-

duced by paraxiality but also to optimize numerical calculations: for paraxial fields the AM con-

tributions can be easily determined only looking at the field polarization and at its phase front

structure.

1.4 OAM fields example: LG beams

The simplest example of paraxial EM waves carrying a well defined quantity of OAM are Laguerre-

Gaussian (LG) beams. They have been analyzed in 1992 by Allen et al. which proved, also

experimentally, that they carry an integer OAM quantity [5]. LG beams are normally described,

for simplicity, as approximated scalar fields, however, also a full vectorial expression can be found

[28].

LG beams can be derived in several ways [29, 30]. The simplest is the scalar one which consist

in combining Maxwell equations under the paraxial approximation [19]. In a Cartesian reference

system r = (x, y, z), within a homogeneous medium, Maxwell equations for a monochromatic field

polarized along x̂ can be combined to obtain Helmholtz equation (1.2.5)

∇2E(r, t) = µε
∂2

∂t2
E(r, t)

Now, it can be assumed that the electric field has the following expression:

E = A(x, y, z)e−ikze−iωt (1.4.1)
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where A(x, y, z) is the term describing the field intensity, w = 2πf is the field frequency, k = 2π/λ

is the wave number and i the imaginary unit. Neglecting the time dependence and substituting

Eq. 1.4.1 in Eq. 1.2.5 it results that: (
∇2 + k2

)
A = 0 (1.4.2)

which can be transformed, with some algebra, in:(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
A(x, y, z)− 2ik

∂A(x, y, z)

∂z
e−ikz = 0 (1.4.3)

The paraxial approximation must now be applied. It consist in supposing that the longitudinal

components of the field varies more slowly than the transversal ones. This hypothesis is not purely

theoretical since such EM field can be found when dealing with lasers. The paraxial approximation

can be expressed as:
∂2

∂z2
A(x, y, z)� k

∂A(x, y, z)

∂z
(1.4.4)

which equals to neglect the d2

dz2 term in Eq 1.4.3. In such a way, a new wave equation called

Paraxial Helmholtz Equation can be obtained:(
∂2

∂x2
+

∂2

∂y2

)
A(x, y, z)− 2ik

∂A(x, y, z)

∂z
e−ikz = 0 (1.4.5)

Since LG beams are characterized by a circular symmetry, it is necessary to use a cylindrical

reference system r = (ρ, φ, z) in which the Paraxial wave equation becomes:(
∂2

∂ρ2
+

1

ρ

∂

∂ρ
− 2ik

∂

∂z
− 1

ρ2

∂2

∂φ2

)
A(ρ, φ, z) = 0 (1.4.6)

and also to use a new ansatz for the electric field distribution:

E(ρ, φ, z) = A(ρ, φ, z)e−ikz = A

(
ρ

w(z)

)
e−i
(
P (z)+ kρ2

2q +`φ+kz
)

(1.4.7)

The full electric field expression for LG beams is obtained combining combining Eq. 1.4.7 within

Eq. 1.4.6:

Ep,`(ρ, φ, z) =
w0

w(z)
e
− ρ2

w2(z)

(√
2ρ

w(z)

)|`|
· L|`|n

(
2ρ2

w2(z)

)
· Φ (1.4.8)

where the field phase term is equal to:

Φ = exp

[
−i

(
P (z)

kρ2

2q
+ `φ−

(
2P (z) + |`|+ 1

)
arctan

(
kz

w2
0

))]
(1.4.9)

The parameters of Eq. 1.4.8 are responsible for the field distribution. In particular, w(z) quantify

the beam width at different propagation length from origin, zR is the Rayleigh distance (the range
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within which the field has its minimum divergence) [31], R(z) is the field front curvature radius,

φ(z) = arctan(z/z0) is the Gouy phase [32, 33] and L|`|n (.) the generalized Laguerre polynomial.

The parameter p is the so called radial index that, acting on the LG polynomial, determine the

number of radial nodes of the beam intensity.

As can be noticed, the peculiarity of such beams can be found in the phase expression that

linearly depends on the azimuthal coordinate, φ, as expressed in the term exp(−i`φ). This implies

that such beams have a spiral phase front with the parameter `, called azimuthal index, that

determines the number of arms of the spiral and that is also equal to the OAM quantity carried by

the beam [30]. The particular shape of the phase front and the characteristic doughnut intensity

distribution can be observed in Fig. 1.1 for different values of `. From Fig. 1.1, it is also clear

Figure 1.1: Intensity and phase distributions of LG beams with different values of `.

that the helical phase front is responsible for the null intensity in the center on the field. In fact,

in this point, the field phase assume, at the same time, all the values between 0 and 2π radiant.
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1.5. GENERAL PARAXIAL OAM BEAMS

For this reason, such point is called singularity and the whole beam is also called vortex beam

[34]. The singularity represent a sort of physical paradox that, however, is simply resolved by

nature keeping in its correspondence a field null [35]. The OAM value ` determine the size of the

singularity since it controls the number of times that the phase assume all the values between

0 and 2π in the center of the beam. Moreover, also the field maximum intensity position rmax is

controlled by `:

rmax = w(z)

√
`

2
(1.4.10)

as can be easily deduced calculating the derivative of Eq. 1.4.8 with respect to ρ.

1.4.1 The singularity concept

The concept of singularity was introduced in 1974, for the first time, by Michael Berry and John

Nye. They worked on a new description of waves and propagation studying, in particular, the so

called wavefront dislocations [36, 37, 38]. Literally, they described singularities as:

“places where mathematical quantities become infinite, or change abruptly. In waves - of light,

for example - there can be singularities in the intensity, in the phase, or in the polarization. This

is a modern view, sharply different from the traditional approach where waves were simply the

solutions of wave equations, and singularities - if considered at all - were regarded as awkward

places where the usual treatments fail”

Berry and Nye classified also the dislocations type as: screw dislocations, edge dislocations

or mixed dislocations (screw-edge). Naturally, the name depends on the shape of dislocation.

For example, the LG beams are characterized by a screw phase dislocation but there are also

other EM waves in which the phase singularities lie on a lines or on a planes, resulting in edge

dislocations; an example is given by the superposition of opposite-sign OAM beams (Chap. 7).

Sometimes, it is possible to find also mixed singularities type.

1.5 General paraxial OAM beams

LG beams are not the only description of paraxial EM fields carrying an integer quantity of OAM.

Other expressions can be found in [39, 40, 41, 42], like Kummer beams, Hypergometrig Gaussian

beams, Bessel beams, etc. In general, the electric field of a vortex beam, propagating along ẑ in

a cylindrical reference system r = (ρ, φ, z), can be described as:

E(r) = A(r)e−i`φσekz (1.5.1)

where A(r) is the field amplitude factor (also accounting for the field polarization) while k is the

wave number. The fundamental fact is that the field description of any vortex beam always

contains the factor e−i`φ, accounting for the OAM contribution, while the amplitude factor A(r)
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changes depending on the particular beam type that is considered. All these OAM beams are

characterized by a similar structure of the Poynting vector, which can be calculated as [43, 44]:

Pρ = ε
ωkρz

z2 + z2
r

∣∣A(r)
∣∣2 (1.5.2)

Pφ = ε

[
ω`

ρ

∣∣A(r)
∣∣2 − 1

2
ωσ

∂
∣∣A(r)

∣∣2
∂ρ

]
(1.5.3)

Pz = εωk
∣∣A(r)

∣∣2 (1.5.4)

where ω is the field frequency and zr the Rayleigh distance. The first component, along ρ̂, relates

to the spread of the beam during propagation. It depends only on |A(r)| so beams with different

intensity distributions will spread with different rates. On the contrary, the second component,

along φ̂, accounts for the rotational behavior of the energy flux. In this case, it depends not only

on the intensity distribution but also on the OAM quantity carried by the beam and on the field

polarization. In the end, the ẑ Poynting component, namely the linear momentum component

along the propagation direction, is similar in behavior to the first one.

From the linear momentum density distribution, it is simple to calculate also the Angular Mo-

mentum z-componet using Eq. 1.2.13. The AM density is equal to:

jz = ε0

[
ω`
∣∣A(r)

∣∣2 − 1

2
ωσρ

∂
∣∣A(r)

∣∣2
∂ρ

]
(1.5.5)

and when integrated over the whole cross section of the beam

Jz
W

=

∫
jzρdρdφ∫
gzρdρdφ

=
`+ σ

ω
(1.5.6)

it gives the general expression of Eq. 1.3.13.

1.6 OAM beams orthogonality

Beams carrying different quantities of Orbital Angular Momentum can be distinguished from each

other like classical EM waves with different frequencies. In fact, because of the presence of

the e−i`φ term, OAM beams form an orthogonal set. Keeping the cylindrical reference system

r = (ρ, φ, z) previously introduced, it is easy to prove that, for `1 6= `2:

〈E`1 |E`2〉 =

∫ ∞
0

∫ 2π

0

E`1E
∗
`2ρdρdφ =

∫ ∞
0

∫ 2π

0

A1(ρ)A2(ρ)e−i`1φei`2φρdρdφ = 0 (1.6.1)

As can be observed from Eq. 1.6.1, the orthogonality property can be exploited only if the entire

azimuthal fields distributions is considered. In fact, the integration domain for the φ coordinate

is 0 → 2π. OAM beams orthogonality is a direct consequence of sine and cosine trigonometric
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functions orthogonality, (remember that exp(iφ) = cos(φ) + i sin(φ)), which can be exploited only

considering the functions within a period. Moreover, the two field must share the same reference

system and must be properly aligned in order that the exp(.) terms can be factored.

Since OAM beams form a complete orthogonal set [6], they can be used to describe a generic

EM field. This technique, similar to the angular spectrum representation where the set is com-

posed by orthogonal plane waves, is called spiral spectrum representation.

1.6.1 Spiral spectrum for scalar paraxial fields

A scalar paraxial field, propagating through ẑ in a cylindrical reference system r = (ρ, φ, z), can

be expressed by an appropriate sum of spiral harmonics (OAM modes) exp(i`nφ) [45]:

E(ρ, φ, z) =
1√
2π

+∞∑
n=−∞

an(ρ, z)ei`nφ (1.6.2)

where the an(ρ, z) terms are complex amplitude factors. Their values can be determined, by using

the properties of orthogonal basis, projecting the field in the corresponding harmonic:

an(ρ, z) =
1√
2π

∫ 2π

0

E(ρ, φ, z)e−i`nφdφ (1.6.3)

The an(ρ, z) coefficients determine the energy of each spiral harmonic within the spectrum which

can be computed as:

Wn =

∫ ∞
0

ρ
∣∣an(ρ, z)

∣∣2dρ (1.6.4)

For this reason, applying Parseval theorem [46], the total energy carried by the field can be

calculated as:

W =

∞∑
n=−∞

Wn =

∞∑
n=−∞

∫ ∞
0

ρ
∣∣an(ρ, z)

∣∣2dρ (1.6.5)

where the relative weight of each harmonic is: Pn = Wn/W . An example of spiral spectrum

decomposition for a generic EM field is shown in Fig. 8.5.

The spiral spectrum technique can be useful also to determine the exact OAM composition of

a generic field. For this reason, it allows to calculate the z-component of the OAM [45] as:

Lz =
2ε

ω

∞∑
n=−∞

nWn (1.6.6)

To correctly calculate the OAM spectrum it is fundamental to consider the whole field distribu-

tion, similarly to the exploitation of the orthogonality property. The reason can be found looking at

the integral in Eq. 1.6.3 where the φ variable must be considered in all its domain [7, 47] together

with the entire distribution of the electric field. Moreover, since OAM is a quantity that depends not

only on the field distribution but also by the observation point [48, 49], it is fundamental to keep the
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Figure 1.2: Spiral Spectrum calculation of: A) an ` = +1 OAM beam, B) a translated ` = +1 OAM
beam, C) a partial ` = +1 OAM beam.

field properly aligned with the reference system used by the spiral spectrum algorithm. Examples

of erroneous spiral spectrum calculations due to a partial field consideration or misalignment are

reported in Fig. 8.5.

1.6.2 OAM spectrum for vectorial non paraxial fields

The spiral spectrum calculation for vectorial non paraxial fields, (generic EM fields), is more com-

plicate with respect to the previous case since, this time, the field is no more composed by a single

component. Similarly to the previous algorithm, it is useful to consider the field distribution on a

plane perpendicular to its propagation direction ẑ keeping the same cylindrical reference system.

The field distribution on a z = const. plane can be described as [50]:

E(ρ, φ) = F (ρ, φ)e1(φ) +G(ρ, φ)e2(ρ, φ) (1.6.7)
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where F (ρ, φ) and G(ρ, φ) are complex factors while e1(φ) and e2(ρ, φ) are unitary vectors ac-

counting for a purely transversal and a purely longitudinal component, respectively. The two

components can be expressed by means of spiral harmonics [50]:

F (ρ, φ) =
1√
2π

∞∑
n=−∞

fn(ρ)einφ

G(ρ, φ) =
1√
2π

∞∑
n=−∞

gn(ρ)einφ (1.6.8)

where

fn(ρ) =
1√
2π

∫ 2π

0

F (ρ, φ) exp(−inφ)dφ

gn(ρ) =
1√
2π

∫ 2π

0

G(ρ, φ) exp(−inφ)dφ (1.6.9)

leading to a new field expression by means of spiral harmonics:

E(ρ, φ) =
1√
2π

[ ∞∑
n=−∞

fn(ρ)einφe1(φ) +

∞∑
n=−∞

gn(ρ)einφe2(ρ, φ)

]
(1.6.10)

Similarly to the previous case, the field energy can be calculated as:

W =
1

8πk2

∫ 1

0

∫ 2π

0

∞∑
n=−∞

[∣∣fn(ρ)
∣∣2 +

∣∣gn(ρ)
∣∣2]ρdρdφ (1.6.11)

where the ρ integration domain depends on the particular definition of the e1(φ) and e2(ρ, φ)

[50]. Since for generic fields the AM contributions may not be separated, it is not possible to

calculate a single Spiral Spectrum as in the paraxial case but only to observe the spiral harmonics

composition of the longitudinal and of the transversal components of the field. This decomposition

can again be useful to determine the AM z-component as [50]:

Jz =
1

ω

∞∑
n=−∞

n

∫ 1

0

[∣∣fn(ρ)
∣∣2 +

∣∣gn(ρ)
∣∣2]ρdρ+

+
1

ω

∞∑
n=−∞

∫ 1

0

[∣∣fn(ρ)
∣∣2 − ∣∣gn(ρ)

∣∣2]( ρ2

2
√

(1− ρ2)
+ 1

)
ρdρ

(1.6.12)

1.7 OAM beams generation

In this section, the main devices that are used to generate OAM waves in the radio domain are

examined. Several solutions, as spiral phase masks, drilled masks or fork holograms, have been

firstly developed in optics where OAM fields are used from more time and, at a later stage, adapted

to the radio domain. Moreover, all the devices that are presented are reciprocal and can be used

not only to generate but also to receive OAM waves.
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1.7.1 Spiral phase mask

A Spiral Phase Mask (SPM), Fig. 1.3, is a dielectric device whose purpose is to imprint a fixed

OAM quantity to an EM field [51]. To understand its behavior it is useful to adopt a ray optics

model. Each input ray impinge the mask surface on a different point and travel along a different

path within the mask. Since its thickness is not constant, each ray emerge after a different time,

depending on its azimuthal position. Within the mask, the rays velocity is different from the out-

side and controlled by the mask refractive index nm. So, by controlling the spiral height and the

refractive index nm, it is possible to imprint an azimuthal phase pattern identical to the one of an

OAM beam [52].

Figure 1.3: Example of a spiral phase mask. Source: [52].

The mask shape can be described, in a cylindrical reference system r = (ρ, φ, z) as:

z(ρ, φ) =
(
hs

φ

2π
+ h0

)
Θ(ρ) (1.7.1)

where Θ(x) is a step function equal to 1 if x < r̃ and to 0 otherwise; it is necessary to limit the
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1.7. OAM BEAMS GENERATION

radial extension of the mask to r̃. The quantities h0, hs, shown in Fig. 1.3, quantify the minimum

and the maxim spiral height, respectively. hs has to be modified depending on the desired OAM

value to be imprinted:

hs =
`λ

∆n
=

`λ
√
εm −

√
ε0

(1.7.2)

where ` is the desired OAM quantity and ∆n is the difference between mask and air refraction

indexes. Eq. 1.7.2 can be easy obtained considering the expression of the propagation velocity of

rays into the mask and the air, respectively, and the relation between refraction index and dielectric

constant: n =
√
ε.

SPM can be used to generate OAM beams by converting input plane waves into OAM ones

and also for the opposite process. They can be employed both in radio [53] and optics [54].

1.7.2 Drilled phase mask

Drilled masks are dielectric devices designed to imprint, once again, a fixed OAM quantity to an

EM field. They are, however, quite different from spiral masks because of their planar geometry

(Fig. 1.4). These particular tools are obtained drilling a planar dielectric surface with a specific

Figure 1.4: On the left: example of a drilled mask designed to generate a ` = +1 OAM field. On
the right: detail of a cell of the drilled mask. Source: [55].

pattern in order to change, locally, its refraction index n. Since the propagation velocity of an EM

field depends on n, it is possible to induce local phase delays to the EM field impinging the mask,

thus imprinting a particular field phase front [55].

To better understand this behavior, an example is shown in Fig. 1.4. The mask is divided

in little square cells, each characterized by four holes. Each cell acts like a pixel in a digital

image and represents the minimum unit with controllable refraction index ncell. To change ncell, it
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is sufficient to act on the holes diameter. Up to now, however, it is not possible to derive with an

analytical expression the cell’s refraction index with respect to its geometry; numerical simulations

are necessary.

To design a mask that imprint an integer OAM quantity it is fundamental to induce, in the

impinging field, a linear phase delay in the azimuthal direction. For this reason, cells with the

same refraction index must be radially placed. On the contrary, the cells placed in the azimuthal

direction must vary their refraction index from a minimum to a maximum value, depending on the

desired OAM value.

1.7.3 Conformal parabolic antennas

OAM radio waves can be produced also using suitably modified parabolic antennas called con-

formal antennas. It is well known, in fact, that a standard parabolic antenna is composed by two

main elements: a feeder and a reflector. The feeder, typically a little horn or similar, generates a

field with spherical phase fronts that is focused, towards infinity, by the reflector. In such a way, the

feeder field is converted into a plane wave. Conformal parabolic antennas, on the contrary, are

characterized by a modified parabolic reflector, which is deformed to assume a screw shape. An

example of a conformal off axis parabolic reflector is shown in Fig. 1.5. Helical parabolic reflectors

Figure 1.5: A conformal off axis parabolic reflector. Source: [56].

are designed to impinge to the feeder field a desired quantity of OAM. Their behavior is similar to

the one of dielectric masks: the surface of the reflectors is deformed to cause local delays in the

field propagation and so to induce the desired phase pattern. An accurate analysis of conformal

parabolic prime focus antennas is reported in Chap. 2.
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1.7.4 Fork holograms

Another way to produce OAM waves is by means of holograms [57, 58]. Holograms are synthetic

images of objects, generated by an interference process, as depicted in Fig. 1.6. They was

introduced, for the first time, in 1948 by Gabor [59] in optics, however, they can be used also

in radio [60]. An image hologram of a generic object is obtained by the interference between a

Figure 1.6: On the left: hologram generation process. On the right: reconstruction of an image by
means of an hologram. Source [61].

reference plane wave and by the one scattered by the object, (Fig. 1.6). Thus, when the hologram

is illuminated with a proper wave, the image of the object will be reproduced. Because of their

behavior, holograms are classified as diffractive devices.

A hologram generation can be made also usign a virtual object. It is sufficient to simulate

the image to be reproduced by means of computer calculations and so to directly determine the

interference patter. In such a way, holograms can be employed to generate images of not existing

object and hence also to reproduce EM fields with a desired distributions. Further information

about holograms synthesis can be found in [62, 63].

Computer generated holograms (CGH) used to produce OAM fields are characterizes by a

fork dislocation and, for this reason, are called fork-holograms (FH). An example can be observed

in Fig. 1.7. When a FH is perpendicularly illuminated by a plane wave it produces m different

diffraction orders, whose propagation directions form an angle αm with respect to the incident

field direction. Moreover, each order carries a different OAM quantity and is described as:

Γ sin(αm) = mλ (1.7.3)

with λ the field wavelength and Γ the FH grating spatial period.
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Figure 1.7: Example of a fork hologram for the generation of OAM waves. When illuminated by a
plane wave, a FH generates various beams with different quantities of OAM. Source [61].

As example of FH synthesis, it can be considered the interference between an OAM wave

and a planar one. For simplicity, the two waves are referred to Cylindrical (ρ, φ, z) and Cartesian

(x, y, z) coordinates, respectively. In particular, the planar wave propagates through the (x, y)

plane, as the OAM one:

uoam(ρ, φ, z) = A exp(i`φ) (1.7.4)

upl(x, y, z) = B exp(− i2πx
Γ

) (1.7.5)

A and B are amplitude coefficients while ` is the OAM value. The interference process, assuming

A = B, results in the hologram pattern whose intensity is described by:

I(x, φ) =
∣∣uOAM + uPL

∣∣2 = 2A2

[
1 + cos

(
2πx

Γ
+ `φ

)]
(1.7.6)

1.7.5 Circular antenna array

EM fields with OAM can be generated and received by means of antennas array [2, 64]. In

particular, circular arrays are preferred [65] especially for their similarity with the circular intensity

shape of OAM beams. To generate an EM wave with an OAM quantity equal to `, a circular array,

24
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centered in a cylindrical reference system r = (ρ, φ, z), must be composed by Na antennas:

Na > 2`+ 1 (1.7.7)

Eq. 7.2.3 is the Nyquist sampling theorem applied to the angular space domain described by

the φ variable; it ensures that the phase profile exp(i`φ) is correctly reproduced [66]. Moreover,

two conditions on the antennas feed signals must be fulfilled. First: all signals must be equal in

amplitude. Second: the signals of two adjacent antennas must be out of phase of 2π`/Na. In

other words, called φn the azimuthal position of the n-th radiating elements, its phase term must

be equal to exp(i`φn). An example of antennas arrays, set to generate ` = 1 and ` = 2 fields,

are shown in Fig. 1.8 together with the generated radiation patterns. As can be noticed, the field

Figure 1.8: Generation of an ` = +1 (left) and an ` = +2 (right) OAM field by means of a circular
arrays composed by dipole antennas. Source [66].

distributions contains secondary lobes. For this reason, antennas arrays ca be used to produce

only approximated versions of LG beams and not their exact field distributions.

Intensity and geometry of primary and secondary lobes can be controlled by changing the

array radius and the number of radiating elements, as suggested by traditional array theory [67].

Moreover, the paraxiality degree of the main lobe can be ensured by taking the array diameter

greater than λ, (see App. A).

OAM arrays can be implemented with different radiating elements, from patch antennas [68,

69] to Vivaldi ones [70]. Also the feeding networks, necessary to generate the right phase delays,

can be developed with different technologies. It is possible to act on the structure of the guiding

elements [71] or to introduce signal delays [72] or to use microwave photonics techniques [73, 74,

75]. In the end, notice also that the behavior of circular arrays can be imitated with slot-antennas

characterized by a circular structure, as [76].
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1.7.6 Other methods

Up to now, the most used techniques to generate and receive OAM beams in the RF domain have

been examined. However, it necessary to mention also other two methods, not used in radio yet.

The fist is represented by Q-plates [77, 78], which are non homogeneous dielectric masks. The

second is the conversion of Hermite-Gauss beams into Laguerre-Gauss ones [79, 80] by means

of cylindrical lenses. These techniques are not adopted in RF because of scaling problems; a

future technology improvement can, however, make them suitable.

1.8 OAM waves and telecommunications

Nowadays, telecommunication systems are essential to everyday life and the amount of ex-

changed information is growing continuously. For this reason, it is necessary to find better ways to

exploit the electromagnetic (EM) spectrum. An interesting way consists in implementing a chan-

nel multiplexing scheme based on OAM waves [2, 3]. The main reason of this particular interest is

OAM modes orthogonality that, in principle, allows channel discrimination directly at the physical

layer, without post processing of the received signals. Up to now, however, OAM based multiplex-

ing is still under examination [81, 82, 83, 84, 85], no commercial applications are available.

1.8.1 Experimental solutions for the optical domain

An interesting experiment on the use of OAM modes for optical multiplexing has been performed

in 2012 by Wang et al [9]. Four monochromatic lasers, each one modulated with a different

information channel, were transformed in four different OAM beams. The transformation process

was made by using Spatial Light Modulators (SLM) [86] which can be considered as computer

reconfigurable phase masks. The four laser beams were then combined into a single beam which

was propagated in free space for 1m. Hence, the beam was split and each OAM channel was

recovered by using other SLM, configured as inverse phase masks. In this way, the information

carried by the four channels was recovered. In the end, the signal quality of each channel was

evaluated by means of digital post processing. An overview of the experimental setup can be

found in Fig. 1.9.

This experiment is particularly interesting for many reasons. First, it proves the feasibility of

free space optical OAM-based channels multiplexing. Second, it allows to evaluate the OAM

beams structure modification during free space propagation. Third, it allows to estimate the per-

formances of an optical OAM-based multiplexing system.

Also other multiplexing experiments have been performed [87, 88, 89] to explore the potential-

ity of OAM multiplexing. In particular, Zeilinger et al. [90] investigated the effects of atmospheric

26



1.8. OAM WAVES AND TELECOMMUNICATIONS

Figure 1.9: Block diagram of the optical OAM-based multiplexing experiment performed by Wang
et al. Source: [9].

turbulence on OAM modes propagation. They tested an optical communication link, over a dis-

tance of about 100m, in a real urban environment between the roofs of two palaces in Vienna. On

the other hand, Bozinovic and Yue [91, 92, 93] tested OAM modes multiplexing after propagation

on optical fibers.

1.8.2 Experimental solutions for the RF domain

The use of OAM to implement channel multiplexing has been considered and tested also for the

radio domain. The first communication experiment was conducted at the frequency of 2.4GHz,

into the Venetian lagoon, by Tamburini et al [94]. OAM waves were used to implement a double

channel half duplex link, using the ` = 0 and ` = 1 modes together. The radio link was established

over a distance of about 440m. The two electromagnetic modes were transmitted, from the same

point, by a standard Yagi antenna and by a modified off axis parabolic reflector (Fig. 1.5), respec-
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tively. On the other hand, the reception was realized exploiting wave interferences. In particular,

the EM field was sampled by two Yagi antennas spaced of about 40cm. The experiment scheme

is shown in Fig. 1.10 where the two Rx Yagi are represented as dipoles. To better understand

the reception mechanism, the behavior of the two OAM modes must be considered separately.

The two receiving antennas, placed perpendicularly to the incoming field, are aligned to probe

Figure 1.10: Schematics of the radio OAM-based multiplexing experiment performed in the Vene-
tian lagoon. Source: [95].

symmetrically the doughnut ` = 1 mode, along a diameter, (Fig. 1.10). In such a way, considering

its field distribution (Fig. 1.1), the two antennas collect two signals with the same intensity but

out of phase of π. On the contrary, due to the symmetrical distribution of the ` = 0 field, the

two antennas collect, in this latter case, identical signals. Therefore, the antennas outputs were

summed to reconstruct the signal associated to the ` = 0 mode and subtracted to reconstruct the

signal associated to the ` = 1 one [94].

After this first experiment, other communication tests have been performed both in long and

short ranges. For example: in [96] a microwave communication link based on generation and

detection of OAM waves by means of fork hologram is studied. In [8], the same test is conducted

in the millimeter wave range using spiral phase masks, while in [97] using circular arrays and

intensity controlled masks. Iin [98] an OAM based multiplexing is implement in the THz frequency

range while in [99] it is implemented by means of metasurfaces. Looking at these experiments, it

has been defined also the concept of link budget for OAM links [100].

1.8.3 Limitations of OAM applications to the RF domain

The application of OAM waves to frequency reuse and channel multiplexing started a strong

debate [101, 102, 103, 12, 104]. Several objections have been posed to the real efficiency of

OAM based systems and on the equivalence between MIMO based and OAM based multiplexing
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techniques.

The first criticism concerns the maximum length that can be reached with such systems [101].

In particular: OAM modes are characterized by a doughnut intensity distribution with a central

notch that, due to diffraction, becomes more and more large with field propagation. For this rea-

son, to catch the entire field distribution and exploit OAM modes orthogonality after long distances,

for example in the far field domain, a huge antenna must be used (Fig. 1.11).

Figure 1.11: Reception of an OAM mode at different distances with a receiving antenna with the
same size of the transmitting one. Source: [101].

The second criticism asserts that MIMO systems and OAM ones are equivalent. This fact has

been derived, with a theoretical analysis performed by Edfors et al. [12], on circular single ring

arrays. The authors analyzed, through linear algebra, the radiation modes of these structures

when driven by a MIMO system [105] or by an OAM one and found that the MIMO radiation

modes and the relative channels gains are equivalent to the OAM ones. This lead also to an other

observation. From MIMO theory it is known that a multi-antenna radio link, without reflections

contributions, can implement MIMO multiplexing only if its length is lower than the Fraunhofer one

[12]. In other words, when a communication link is longer than its far field distance, only a single

radiation mode (` = 0) can be exploited to transport information, as shown in Fig. 1.12. For this

reason, considering the equivalence between OAM and MIMO solutions for circular arrays, Edfors

et al. stated that OAM systems can not be employed for long range distances, (far field ones

considering the dimensions of practical antennas). The analysis, howver, has been performed

only for circular arrays.
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Figure 1.12: Capacity gain of a 4x4, 8x8, and 16x16 MIMO communication system while increas-
ing the distance D between transmitting and receiving antennas. The capacity converges to a
SISO system when D is greater than the Fraunhofer distance. Source: [12].

Despite these objections, the debate on this topic is still ongoing since, in the literature, a full

and general comparative study on this theme does not yet exist. For this reason, one of the major

goal of the thesis is to determine the real performances of long range OAM based communication

systems in order to make a fair comparison with today MIMO technology.

1.9 Other applications of OAM waves

OAM waves can be applied not only to telecommunications. They are used also in other fields like:

microscopy, astronomy, particle manipulation, electron lithography, etc. For example: OAM beams

can enhance the resolution of STED microscopes by overcoming the Rayleigh criterion [106] or

by enhancing the image contrast [107]. A similar effect can also be exploited in astronomy where

OAM fields improve the resolution capacity of telescopes [108]; they are used, however, also as

reference patterns to detect Kerr rotating black holes [109]. OAM fields can be useful also to

make particle manipulation: their EM field with circular symmetry and the central null can move

and trap nano-particle [110, 111, 112]. In the end, OAM beams can be used also in quantum

physics [113, 114, 115] for quantum communications.
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Chapter 2
Conformal parabolic antennas

This chapter reports new results on the examination of conformal parabolic antennas which are

designed to generate and receive EM waves with integer OAM. The layout and the behavior of

such devices, that strongly depend on the particular OAM quantity to be generated or received,

are presented and examined by means of simulations and experiments. Conformal antennas are

also used to verify, experimentally, the orthogonality between communication channels associated

to different OAM modes.
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2.1 Cassegrain conformal parabolae

Conformal parabolic antennas that are examined in this chapter are based on a Cassegrain struc-

ture [67], also known as prime focus configuration.

Figure 2.1: Standard prime focus antenna scheme. Source: [116].

A Cassegrain antenna, Fig. 2.1, is normally composed by three elements: a primary reflector

(parabolic surface), a secondary reflector (hyperbolic surface) and a feeder. Moreover, the focus

of the primary reflector match with the focus of the secondary one to ensure that the antenna

radiates a collimated plane wave in far field, (as any parabolic antenna). In fact, in this way, the

spherical waves radiated by the feeder, typically a circular or a square waveguide, are reflected

by the secondary and by the primary reflector, respectively, and transformed into plane waves

focused towards infinity [116]. The surface of a parabolic reflector with focal length equal to F

can be described, in a cylindrical reference system (ρ, φ, z) with the positive ẑ axis as radiation

direction, by the equation:

z(ρ, φ) =
ρ2

4F
(2.1.1)

Conformal parabolic antennas preserve the Cassegrain structure but present a modified primary

reflector. Inspired by optical phase masks [52], they are characterized by a twisted primary re-

flector that is designed to convert the EM field generated by the feeder into a helical wave, with a

well defined value of OAM. The surface of the modified parabolic reflector, designed to generate
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a vortex beam with order `, can be described by the formula [117]:

z(ρ, φ) =
`(φ− π)λ

4π︸ ︷︷ ︸
c

+
πρ2

4πF − `(φ− π)λ︸ ︷︷ ︸
aρ2

(2.1.2)

It represents a spiral surface with a special characteristic: the focus F of each radial section is

independent on the angular coordinate φ. This can be easily proved considering the expression

of a generic parabola z(ρ, φ̃) = aρ2 + bρ+ c, whose focus point coordinates are:

Fp(ρ, z) =

(
− b

2a
,

1− b2 + 4ac

4a

)
(2.1.3)

Substituting the coefficient of Eq. 2.1.2 into Eq. 2.1.3 it results that

Fp(ρ, z) =

(
0,

(
1 + 4

π

4πF − `(φ− π)λ

`(φ− π)λ

4π

)(
4πF − `(φ− π)λ

4π

))
= (0, F ) (2.1.4)

As can be noticed, for example from Fig. 2.2, the primary reflector is always characterized

by a radial step, due to the helix function, whose height depends on the chosen OAM value. In

this particular case, (Fig. 2.2), the antenna has been designed to generate a beam with OAM

` = 1. Eq. 2.1.2 is frequency dependent and describes a helical structure associated to a single

frequency. For this reason, conformal parabolic antennas are narrow band devices.

Figure 2.2: A conformal Cassegrain antenna that generates a twisted ` = +1 beam. Inset shows
the detail of the feeder and of the secondary reflector which has been used for numerical simula-
tions.
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2.2 Conformal parabola behavior

To understand the behavior of conformal antennas it is useful to examine these devices by means

of ray optics. When the antenna is used in transmission mode, the rays originated from the feeder

are uniformly directed, with the help of the secondary reflector, towards the primary one. Because

of the helical profile of the conformal reflector, the path length of each ray is not constant, as can

be observed in Fig. 2.3. Each ray emerges from the primary reflector with a different delay,

proportional to the length of its path. In this way, the wave radiated by the antenna presents a

Figure 2.3: A radial section of a prime focus conformal parabolic reflector. Source: [117].

helical phase front, identical to the shape of the reflector, and carries an integer quantity of OAM.

A similar behavior can be found also considering the antenna in reception mode. When an EM

field impinge the primary reflector each ray experiments a different reflection delay, depending on

its reflection point. For this reason, the rays that sums in the focus point, (where the secondary

reflector is located), are characterized by different phase shifts that cause a constructive or a

destructive interference.

More in general, from a mathematical point of view, a conformal parabolic reflector can be

modeled as an exp(±i`φ) term that multiplies the field distribution transmitted by the feeder or

received from free space. The ± sign depends on the antenna use, transmission or reception
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mode, and can be explained thinking at the propagation direction of the EM field. Normally,

the OAM values are defined for twisted parabolas used in transmission mode for which the EM

field propagates towards the positive z axis. On the contrary, when a twisted antenna is used in

reception side it performs as an inverse phase reflector, because of the change of propagation

direction. In other words, a transmitting ` = +1 antenna receives like a ` = −1 one [117]. To

better understand this fact it can be useful to think at the the movement of the hands of a clock.

From a front point of view the hands moves in a clockwise direction (CW), while from a back point

of view they moves in the counter-clockwise one (CCW).

2.3 Prototypes design

Within the thesis activities, to practically examine the behavior of such devices, some prototypes of

conformal parabolic antennas have been realized by substituting the traditional primary reflector

of commercial prime focus antennas (Andrew VHLPX1). In particular, the antennas aperture

diameter is equal to 36cm while the focus is located at z = 5cm. Both ` = +1 and ` = −1 antennas

have been produced to be used at a frequency of 17.2GHz (λ = 1.74 cm); an example of a ` = +1

one is shown in Fig. 2.4. The custom reflectors were produced by sintering, starting from ceramic

Figure 2.4: Prototype of a conformal parabolic reflector modified for the generation of ` = +1
beams.

powder and the bodies were made of photo-polymeric ceramic material. The surfaces were then

covered with copper in an electroplating bath, up to a thickness of about 0.1mm. This treatment

was performed only on their internal surface and the final tolerance was better than λ/200. The

feeder, whose structure is shown in Fig. 2.2, is mounted in the same position as for commercial
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parabolic antennas (` = 0). In detail, it is composed by a rectangular waveguide that is then

converted in a circular one. For this particular structure, the generated field is always linearly

polarized.

2.3.1 Numerical simulations of prototypes behavior

Before producing the prototypes, some MoM (Method of Moments) based numerical simulations

of the generated field have been performed. Fig. 2.5 reports an example of simulations results:

the far field radiation pattern generated by a ` = +1 parabola. As can be noticed, the field phase

presents the typical vortex distribution while the field intensity is characterized by the doughnut

shape typical of OAM beams. Moreover, the doughnut intensity is not regular but presents a char-

Figure 2.5: Simulation of the far field A) radiation pattern and B) phase of a ` = +1 parabola.

acteristics “fish mouth” shape. To explain this fact it is useful to remember the feeder structure

which is composed by a circular waveguide that propagates the field with the TE11 mode. Sup-

posing the field vertically polarized, the TE11 mode is characterized by a maximum of the field in

the guide center and by two minimum at the edges, (Fig. 2.2 inset). For this reason, the radiated

far field assume the characteristic “fish mouth” shape.

2.4 Generated fields measurements

The fist experimental test that has been performed is the verification of the correct behavior of all

single twisted antenna by measuring intensity and phase of the beam in far-field zone (100m).
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The measurements have been performed using the setup sketched in Fig. 2.6. The twisted

Figure 2.6: Far field measurement setup.

transmitting antenna under test was mounted on a computer-controlled rotator (CCR), moving

both in elevation and azimuth with a resolution of 0.2◦. A continuous wave (CW) signal generator,

placed on the A side of the test facility, was connected by means of a signal splitter both to a Vec-

tor Network Analyzed (VNA) and to a standard parabolic antenna which radiates a 17.2GHz signal

towards the B side. Here, the signal was amplified and used to feed the conformal parabolic an-

tenna mounted on the CCR. The generated OAM beam was transmitted towards the A side where

it was received by a 7dB gain horn antenna connected to the VNA. Spurious signal interferences

were prevented by using microwave circulators after the CW generator and the amplifier. Using

this setup, it has been possible to measure not only the generated field intensity but also the

phase which always require a proper reference. The choice of mapping the field at a distance of

100m was convenient due to facilities already installed for other experiments.

An example of measured intensity and phase of the beam radiated by the ` = +1 antenna

is reported in Fig. 2.7 together with simulations. As can be noticed, the intensity and the phase

of the measured field are characterized by the typical distributions of a ` = +1 OAM beam: a

doughnut intensity and a vortex phase with an azimuthal span between 0 and 2π. Moreover,

using the Spiral Spectrum algorithm [45], it results that the ` = +1 OAM harmonic carries 90% of

total field energy. Similar results have been obtained also by the measurements performed on the

` = −1 conformal parabola (Fig. 2.8).
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Figure 2.7: Normalized intensity and phase maps, in spherical coordinates, of the ` = +1 radio
beam vortex A) simulated and B) measured in free space, at a distance d = 100 m from the
transmitter. The inner and outer radii of the doughnut, are about 6 and 9 m, respectively.

2.5 Characterization tests

Two different tests have been performed to better characterize the behavior of conformal parabolic

antennas. In the first one, it has been measured the Return Loss parameter, in order to determine

the radiation capacity of such devices and to make a comparison with standard parabolae. On the

other hand, the second test has been performed to verify and evaluate the separation between

communication channels associated to different OAM modes. This is a consequence of the or-

thogonality between OAM states, when the whole beam, in magnitude and phase, is collected.

This test was performed at a short distance to ensure that a good fraction of power is received,

avoiding the spread of the OAM beam due to propagation. In fact, when using OAM modes, if

the distance between transmitting and receiving antennas is too large, the receiving antenna can

fall into the center of the doughnut. In this way, it does not collect the entire field, not allowing to

exploit the orthogonality property [7, 47].
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Figure 2.8: Normalized intensity and phase maps, in spherical coordinates, of the ` = −1 radio
beam vortex measured in free space, at a distance d = 100 m from the transmitter.

2.5.1 Return Loss (RL) tests

As well known, the Return Loss (RL) is defined as the ratio between the incident power (Pi)

on the antenna from the feeding line and the reflected one (Pr); namely RL = 10 log10 Pi/Pr

[67]. The antennas were placed in open space (OP), freely radiating and the measurements were

performed at 17.2GHz, the design frequency of the twisted parabolic antennas (recall that these

devices are narrow-band). Each of the built antennas were connected, one at a time, to a port

of the VNA and the RL was measured; to perform these measurements the VNA transmitted a

constant power of about 20dBm. It has been found that, for both the twisted and the standard

antennas, the RL value is approximately equal to 14dB, as expected from the specifications of the

standard parabola. After that, the RL measurements were repeated with each parabola in contact

with a metal plate (brass) that covers the whole aperture (this is the short-circuit or shielded

condition, SH). The obtained results are reported in Table 3.1.

Table 2.1: Return-Loss measurements. Tx(`) denotes the OAM value of the transmitted beam,
RL ≡ return loss, OP ≡ open space and SH ≡ shielded condition.

Tx(`) Experiment RL [dB]
0 OP 13.7
0 SH 2.3

+1 OP 14.2
+1 SH 16.2

For the standard (` = 0) antenna, the measured RL value, in SH condition, drops dramatically

to 2.3dB. This is a clear indication of an expected and almost complete reflection of the radiated

power back into the feeder. In this case, theoretically, RL should be equal to 0. The difference
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of this measured RL value and the theoretical one is due to several experimental factors such as

power loss (approximatively 1dB/m) of 2m flexible cables and use of waveguide to cable adapters.

On the other hand, the twisted parabola (` = +1), even if its aperture is shut by the brass plate,

still shows a high RL (≈ 16 dB), similar to the one measured in the OP condition. This different

behavior with respect to the standard parabola is linked to the OAM geometrical properties. The

emitted field’s reflection on the brass plate reverses its propagation direction with respect to the

fixed z-axis. As a consequence, the OAM topological charge changes sign. So, what comes

back from the plate and impinges on the reflector (designed to emits an ` = +1 beam) is an

` = −1 beam. Recalling that the same antenna in reception mode acts like a ` = −1 antenna, a

Figure 2.9: Intensity of the electric field (normalized to 1) produced by a ` = +1 wave received by
A) an ` = −1 antenna and B) a ` = +1 antenna, in reception mode. External circles represent a
top view of the antennas, solid black circles represent the dimension of the feeder. A) an untwisted
beam (` = 1 − 1 = 0) is produced and it is focused into the feeder. B) a ` = 1 + 1 = +2 beam
is produced showing that the feeder receives only a small fraction of the beam because of the
characteristic central dark zone of the OAM beam.

doughnut field profile, corresponding to ` = −2, is formed on the secondary reflector and a very

small fraction of the power reaches the detector. In fact, the beam focused towards the feeder of

the receiving antenna acquires the topological charge of the impinging beam plus the topological

charge of the antenna in reception mode. For example, when a transmitting ` = +1 antenna

operates in pair with an opposite one (i.e. an antenna built as ` = −1 that acts in reception mode

as a ` = +1, according to the change of propagation direction), the received twisted beam is

transformed into an ` = +2 wave, which can not be collected by the feeder, because the dark

region inside the ring is mostly overlapping the feeder aperture. On the other hand, a transmitting

` = +1 antenna in communication with an identical receiving antenna (so ` = −1 in reception

mode, as stated above), produces an untwisted beam (` = 0) that is focused into the feeder. As

proof-of-concept, Fig. 2.9 reports MoM-based numerical simulations of the normalized intensity

of the electric field focused towards the feeder of twisted ` = +1 and ` = −1 antennas, when
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illuminated by a ` = +1 beam. In the first case, an untwisted beam (` = 1 − 1 = 0) is focused

into the feeder. On the contrary, with the twisted ` = −1 receiving antenna, a ` = 1 + 1 = +2

beam is produced. In this latter case, since OAM beams are characterized by a doughnut-shaped

intensity distribution, the central dark zone hits on the feeder and only a small portion of signal is

received.

2.5.2 Orthogonality tests

The particular behavior just explained is useful to understand also the results of the orthogonality

tests for combinations of aligned transmitting (Tx) and receiving (Rx) antennas of different type.

The antennas faced each other at a short distance (less than 1 cm from their outer border), keep-

ing the (vertical) polarization concordant. The alignment of the antennas ensures the collection

of the whole OAM beam. The orthogonality evaluation has been performed by measuring the

Insertion Loss (IL) parameter which is defined as the ratio between the Tx and the Rx powers

measured at two different sides of a radio link. The IL is calculated as: IL = 10 log10 PTX/PRX

[67] and quantifies the signal power lost between the transmission and the reception point. The

lower its value, the better the signal transmission. The Tx antenna was connected to the first port

of the VNA while the Rx one to the second port; then the instrument was configured to measure

the IL. Frequency and power parameters are identical to those used for the measurements of RL.

Table 2.2 shows the experimentally-obtained results. As expected, pairs of identical antennas,

Table 2.2: Insertion Loss (IL) measurements. Tx and Rx columns identify the transmitting and
receiving antennas.

Tx(`) Rx(`) IL [dB]
0 0 3.3

+1 +1 3.2
+1 0 18.6
+1 -1 26.2

facing each other, show a good throughput (IL`=0 = 3.3 and IL`=1 = 3.2). On the other hand,

pairs of twisted antennas of different type exhibit an excellent modal isolation: an insertion loss

of 18.6dB was measured when a standard antenna receives a twisted beam, and an even better

isolation of 26.2dB when Tx and Rx antennas have opposite OAM values. This is compatible with

the expected behavior of OAM beams impinging on antennas with opposite topological charge.
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2.6 Conclusions

In this chapter, the structure and the behavior of conformal parabolic antennas that generate and

receive OAM beams have been examined. In particular, from all the presented experimental re-

sults, it is clear that is possible to separate OAM channels when the whole beam is correctly

collected; a condition that can be easily satisfied at short distances. A possible application of this

property, in telecommunication, could be in short-range high data-rate links [8] in indoor environ-

ments. By taking advantage of separation between OAM channels that is a physical consequence

of the orthogonality of OAM states, it is possible to implement a multi-channel system with a very

simple post processing.

Up to now, the study have been limited to near-field conditions, strengthening the idea of

exploiting OAM in short distance communication[12], when both the transmitting and receiving

antennas are facing each other. A possible application of such devices over long distances will be

examined in next chapter.
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Chapter 3
A long range OAM-based link

This chapter presents an outdoor experiment in which a long-range OAM-based multiplexing sys-

tem is implemented. The communication link, composed by three channels on the same fre-

quency and polarization state, is based on OAM modes ` = −1, 0,+1, generated and received

by means of conformal antennas. The experiment aims to study how OAM modes can be used

to communicate over long distances, when the exploitation of orthogonality becomes difficult be-

cause of the huge size of received fields.
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3.1 Introduction

Orbital Angular Momentum waves form a complete orthogonal set [6] and can be employed to

implement new multiplexing systems that better exploit the electromagnetic spectrum. However,

to take advantage of OAM fields orthogonality, it is mandatory to receive their whole distribution

[7]. While this request can be easily complied at short distances, it is more complicated to satisfy

at long ones. In fact, due to diffraction, electromagnetic fields enlarge during propagation and it is

difficult to receive their whole phase front with small antennas. For this reason, the implementation

of long range OAM-based multiplexing systems requires several attentions.

Within this particular framework and keeping in mind the theoretical studies on OAM based

systems [101, 102, 103, 12], it will now be presented a communication experiment performed in

a real urban environment. The experiment is intended to test a half duplex radio link, composed

by three channels at the same frequency and polarization state, each one associated to a differ-

ent OAM mode. Conformal parabolic antennas, presented in the previous chapter, are used to

transmit and receive the OAM fields.

Figure 3.1: Top view of the communication link installed at the Department of Physics and Astron-
omy at the University of Padova.
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The experiment represents a great opportunity to investigate the potentials and the limitations

on the use of OAM waves in long range communication systems (far field domain) and to exam-

ine two interesting issues. The first one concerns the study of the orthogonality property when

the received field can not be completely received. With the experiment, in fact, it is possible to

evaluate how a limited orthogonality increases the mutual interference between channels. The

second one, on the contrary, concerns how the peculiar field distribution of OAM modes can still

be exploited to implement a channel multiplexing not using modes orthogonality.

Looking at the literature, at the best of today knowledge, this is the first OAM-based multiplex-

ing experiment where more than two channels are used without any digital post processing.

3.2 Experimental setup

As briefly mentioned in the previous section, the experiment tested a point-to-point half-duplex ra-

dio communication link in free space, using simultaneously three channels associated to different

OAM states, ` = 0, ` = +1 and ` = −1, on the same frequency band centered at 17.128GHz,

and with the same (vertical) polarization. The transmitting and the receiving side of the link were

installed on the rooftops of two buildings (A and B, for transmission and reception, respectively)

at the SIAE Microelettronica industrial compound in Cologno Monzese, near Milan, Italy, for the

first experimental session, and later on two terraces of the Department of Physics and Astronomy

at the University of Padova, Italy, for the second one (in the following, called site CM and PD).

The link was tested on two different places to demonstrate the robustness and repeatability of the

triple OAM radio links, over different distances. At CM, the distance between the transmitter and

the receiver was 100m (∼ 5900λ wavelengths at 17.128 GHz), while in PD it was 150m (∼ 8800

wavelengths). The two environments (including buildings, trees, path inclination with respect to

ground) were significantly different.

In all tests, generation and reception of each OAM beam was made through a pair of identical

antennas, placed on the transmitter-receiver line of sight. Each of them was a parabolic “twisted”

antenna, identical to the models described in Chap. 2. A typical example of the measured field

distribution, both in intensity and phase, of the twisted beam radiated by the ` = −1 antenna, at

100m is presented in Fig. 3.2. Both at receiving and transmitting side, the three antennas (built

to generate and receive beams with ` = 0,−1,+1) were vertically stacked, for logistic reasons,

with a gap of about 30cm between the edges of their apertures (36cm in diameter). The untwisted

(` = 0) beam was generated and received by a couple of standard parabolic Cassegrain antennas

(Andrews VHLPX1). The OAM beam generating antennas had the same diameter and focal ratio

as those used for the untwisted beam. The radio equipments used in these experiments were

commercially available units, manufactured by SIAE Microelettronica, (ALFOplus [118]). They

are completely configurable in all features of interest: transmitted power, modulation scheme,
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Figure 3.2: A) intensity and B) phase distributions of the ` = −1 radio beam vortex measured in
free space, at a distance d = 100m from the transmitter. C) spiral spectrum of the measured field.
D) numerical simulation of the measured phase distribution.

carrier frequency, modulated bandwidth. The radio units can operate as full duplex transceivers,

and implement standard forward error correction based on the low-density parity-check codes

(LDPC) algorithm [119]. Passive and active components were connected via flexible elliptical

single-mode waveguides. Each twisted antenna was mounted on a computer-controlled rotator,

moving both in elevation and azimuth with a resolution of 0.2◦ . Using the computer-controlled

rotator, each twisted transmitting and receiving antenna was properly aligned in order to minimize

the interference between channels at the receiving side, as explained in more details in the next

sections.

To optimize the OAM modal isolation in the triple link, the received powers in the three chan-

nels were equalized. This operation must take into account the actual geometrical shape of LG

beams. In fact, for a fixed antenna aperture, the peak intensity of an OAM beam is a function

of its topological charge, and decreases as the OAM value increases [6]. In our case, the peak

difference between an ` = ±1 and an untwisted beam is 6dB. Because of this, in order to equalize

the three signals at the receiving point, the ` = 0 antennas were equipped with an additional 10dB
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fixed attenuator. Thus, the power levels at the 3 receivers were comparable. To better fine-tune

this equalization of channel powers, also the transmitters could be set at different output power

levels.

Figure 3.3: Example of transmission side of the link with three parabolic antennas installed on a
pole. ` = ±1 antennas are on the top and on the bottom, respectively. Inset: picture of a twisted
` = +1 antenna without radome.

3.3 Ideal experimental conditions

The natural orthogonality between different OAM beams can be totally exploited, in order to sep-

arate different OAM channels, if all the phase information of the transmitted beam is collected

by the receiver, i.e. if the detector size can be comparable to the received beam size. In this

condition, in fact, conformal antennas act as inverse phase reflectors, as proved in Chap. 2. An

EM vortex, characterized e.g. by a phase rotation in the CCW direction is seen by the receiving

antenna as a vortex rotating in the CW direction because of the local inversion of the z axis. When

a receiving antenna operates in pair with an identical transmitting one, it transforms the received

twisted beam into an untwisted (` = 0) wave, which is focused into the feeder/coupler. From there

it propagates to the receiver via the fundamental (TE11) mode of an elliptical single-mode waveg-
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uide. The real configuration, unfortunately, is quite far from being ideal due to the spread of the

propagating OAM beams [120]. In fact, the inner and outer radii at 3dB of the doughnut, for the

|`| = 1 beams, at a distance of 100m, are about 6 and 9 m, respectively. If the receiving antennas

are obliged to be comparable in size to commercial (` = 0) ones, this entails a significant decrease

in the fraction of the beam power collected at the receiver, and, even worse, the reception of a

very small area of the phase front. This leads to significant difficulties to recognize the phase

footprint of the received beam, which clearly impacts on orthogonality. For these reasons, it is

necessary to adopt a more elaborate strategy in order to discriminate the three received signals.

3.4 Antennas alignment

Antennas alignment is a fundamental step for the right configuration of the link and it was studied

to minimize channel interferences. For this reason, the best configuration that can be adopted

with respect to the link infrastructure is presented. In practice, as shown in Fig. 3.4, each twisted

transmitting antenna is aimed to the center of the opposite one on the other side and the standard

antennas are faced each other. In such a way, on the receiver side (the most demanding part of

Figure 3.4: Schematics of the triple radio links. Each twisted transmitting antenna aims towards
the receiving antenna of opposite OAM sign ` = ±1. The label At refers to a 10 dB static attenu-
ator. PT is a block consisting of a phase shifter and a variable attenuator. Dashed lines represent
the aiming directions of the antennas (angles and distances are not to scale). Solid lines represent
waveguides. Each bifurcation of a solid line represents a −3dB three-way directional coupler.

the experiment), separation of the three channels is obtained not only with orthogonality between

different OAM states but also exploiting the central power null typical of the doughnut field distri-

bution of OAM modes. The alignment with an OAM beam turned out to be quite simple, because
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the reference point is the minimum of intensity in the center of the beam, due to the characteristic

phase singularity.

During the alignment procedure, the radio units were configured to transmit, on a 4-QAM

constellation, a dummy data signal, with a bandwidth of 7MHz. The transmitted powers, for each

channel, were calibrated as to equalize the received ones, as shown by the main diagonal of

Table 3.1. In particular, the output powers from the ` = 1 and the ` = −1 transmitters were

22dBm while that from the ` = 0 was 8dBm. The received powers were measured turning on

each transmitting radio, one at a time. On the other hand, the SNR values were measured during

the full operation of the triple link, i.e., all the Tx radios were turned on, and each of them was

transmitting an independent dummy data stream. Both the power levels and the SNR values were

directly measured and evaluated by the radio controllers.

The antennas alignment is analyzed in details in the following sub-sections. Let Ti (Ri) to

indicate the transmitting (receiving) antenna designed for the ` = i (i = −1, 0, 1) beam, and an

arrow (→) stands as a symbol for the connection (both wanted and unwanted, i.e., generating

a desired or a spurious signal) between two of them. Obviously, the goal is to maximize modal

isolation between channels having different OAMs, between transmission (A) and reception (B)

sides.

3.4.1 Isolation and interference between antennas with different OAM.

T1 → R−1 and T−1 → R1

In the experimental setup these antennas are aimed to each other, so, the whole phase informa-

tion is collected. As a consequence, a good modal isolation is achieved because of the difference

in spatial phase distribution between OAM states of opposite sign. In addition, the receiving an-

tennas are located within the null of the transmitted field at the doughnut center. The total modal

isolation is about 26dB.

T0 → R−1 and R1

When the three beams are all active, the twisted receiving antennas (R1, R−1) are exposed to a

portion of the ` = 0 beam (T0), i.e. to an interfering plane wave. The twisted antennas exhibit a

natural modal isolation of about 10-12 dB, experimentally tested in the far field.

T1 and T−1 → R0

The standard receiving antenna (R0) does not fully benefit from the modal isolation, because

of the limited phase footprint of the impinging OAM beams. In fact, the partial phase footprint

of the vortex that reaches R0 provides a small, albeit limited, modal isolation. However, given
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the antenna alignment strategy adopted in our setup, R0 intercepts a very small power fraction

of each twisted channel, because it falls within the dark center of the doughnut. As an overall

result, the untwisted mode suffers the largest interference exposure. To improve its immunity

to interference, we inserted, in the waveguide connections between R0 and its receiver (elliptic

flexible waveguides), a couple of static mode cancelers, namely, two blocks, each comprising

an attenuator plus a phase shifter. The purpose of these two devices is to minimize the levels

of the T1 and T−1 interfering signals at the input of the Rx0 receiver. The overall connection

scheme is shown in Fig. 3.4, where the mode canceler PT1 is shown. A portion of the T1 signal,

received by R1, is split, sent to PT1, and then exploited to generate a destructive interference.

This requires suitable attenuation and phase shifting with respect to the signal received directly

from R0, whence the two blocks. Splitting and recombination are made with standard 3-way

splitter/combiners. Quite similarly, PT2 minimizes the interference signal due to T−1. The two

mode cancelers needs to be calibrated one at a time. With the mode cancelers, it has been

possible to minimize the level of spurious ` = ±1 signals overlapping the ` = 0 one, achieving a

reduction of the resulting interfering signals of one order of magnitude with respect to the signal

that R0 receives from T0. The modal isolation, in this case, is equal to 18dB.

3.4.2 Transmission and reception between identical antennas

T1 → R1 and T−1 → R−1

Finally, the ` = ±1 signals transmitted from site A (T1, T−1) are collected by the identical twisted

parabolic antennas at the receiving site B (R1, R−1). The ideal condition (i.e., the collection

of the whole phase footprint by the receiving antenna), is not fulfilled, as the antennas are not

aligned. When the SNR is good enough to operate a digital link (SNR> 10 dB), the main remain-

ing drawback is that R1 and R−1 catch only a part of the phase footprint of the wanted OAM beam.

Nonetheless, since both R1 and R−1 fall within the 3dB region of the corresponding transmitted

vortex, the received signal is strong enough to be partially collected. Note that it would be impos-

sible to reach the same signal level, because of the central null, if the two antennas were aimed

straight at each other.

3.5 Communication results

Adopting the strategy of exploiting both the natural isolation between OAM states and the charac-

teristic OAM radiation pattern, a total isolation better than 10dB between all 3 channels has been

obtained. The detailed received powers for the PD 150m long triple link are reported in Table

3.1, associated with the SNR of each receiving channel. In both CM and PD experiments, an

error-free throughput of 3 × 11 Mbit/s with 4-Quadrature Amplitude Modulation (QAM) [121] over
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a 7MHz bandwidth was achieved. The radio bandwidth was set to 7MHz because of narrow-band

phase shifters. This is sufficient to send a DVD quality video signal on each channel. A typical

screenshot of the received constellations is shown in Fig. 3.5.

Figure 3.5: Received 4-QAM constellations of 3 independent digital channels in the PD experi-
ment. From left to right: channels R−1, R0 and R+1.

Table 3.1: Measurement for PD experiment (150m length). The output power from ` = 1 and
` = −1 radio transmitter is 22dBm, from ` = 0 is 8dBm.

Tx
` = +1 ` = 0 ` = −1 SNR(dB)

` = +1 −56 −65 −80 10
Rx ` = 0 −74 −55 −71 9.1

` = −1 −85 −63 −53 12.2

3.6 OAM radio channels and digital modulations

To better study the OAM-based communication process, the robustness of a channel associated

to an OAM radio beam has been tested.

3.6.1 Single channel full-duplex communication link

Initially, both in CM and PD sites, a single-channel bidirectional data exchange using one OAM

beam has been implemented, obtaining a stable full-duplex link that provided a very high data rate

without any digital post-processing. The full-duplex single link proved that the beam generated

(and received) by a twisted ` = +1 antenna can support a complex modulation scheme (1024-

QAM) over a quite wide bandwidth (56MHz), resulting in an error-free throughput of 436Mbit/s
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per direction. The frequency for the A → B link was 17.128GHz, whereas for B → A it was

17.272GHz. More in detail, propagation axis of the transmitting ` = +1 antenna at site A (B) was

initially aimed towards its counterpart at site B (A), which caused the receiving antenna to be in

a minimum, due to the doughnut-shaped radiation pattern. To overcomes the inconvenience of

minimum received signal for direct aiming, the antennas were tilted slightly upward (< 1 degree).

After tilting, the constellation levels reach up to a 1024-QAM (10 bits per symbol). The data rate

behavior was consistent with the measured radiation pattern of the twisted parabolas, whose

doughnut intensity, at the selected distance, peaks at an angle between 2 and 3 degrees from

axis, according to numerical simulations. The error rates at both sides remained zero for the

whole duration of the experiment (one day), while the signal-to-noise ratios were equal to ≈40dB,

well above the equipment error-free thresholds. The total throughput for the single duplex link was

about 2 × 436 Mbit/s.

3.6.2 Double channel half-duplex communication link

Figure 3.6: Received digital A) 16-QAM and B) 256-QAM constellations of 2 independent digital
channels. From left to right: channels R−1 and R+1.

A double half-duplex OAM link was then implemented, to test unidirectional data transfer
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via two OAM beams generated by the twisted parabolas ` ± 1, at the same carrier frequency

(17.128GHz), with vertical polarization. The gaps between the antenna apertures on the mast

were about 1m wide. Each of the transmitting antennas (at site A) was aimed towards its opposite-

sign counterpart, in the same way as the triple link. For both the signals a SNR between 22 and

25dB was achieved, leading to an error-free throughput of 2 × 171 Mbit/s, with 16-QAM modula-

tion over a 56MHz bandwidth (Fig. 3.6A). Further improvements of the isolation between channels

have been obtained by introducing a pair of attenuator-phase shifter blocks, thus implementing a

basic static canceling scheme (see the previous Section). They were connected to the receiver

front end via 3 additional directional couplers, so that the residual ` ± 1 spurious signal could

be suppressed. Manually adjusting the attenuation levels and the phase delays to minimize in-

terference, it was achieved an SNR equal to ≈ 30dB with an error-free 256-QAM modulation (8

bits/symbol) per channel. This required again a reduction of the bandwidth to 7MHz, because of

the narrow-band phase shifters. Still, due to the modulation increase to 256-QAM (Fig. 3.6B), an

error-less throughput of 2 × 42 Mbit/s was obtained.

3.7 Conclusions

In this experiment, the basic properties of OAM radio beams have been exploited to realize a

long range (far-field) triple link, using a single carrier frequency and a single polarization state.

This is the first example of free-space OAM-based radio multiplexing with more than two channels

and without any digital post-processing. Moreover, performing additional ad-hoc tests on site, it

results that it is not possible to reproduce the link behavior by exploiting only the linear momentum

properties of EM waves, even when it is combined with beam shaping techniques. In fact, addi-

tional tests showed that by replacing the two receiving twisted antennas with two standard ones,

while keeping the same ` = 0, ` = +1 and ` = −1 transmitting antennas, with equal condition

(post processing, distance between antennas), it was not possible to discriminate between the

three channels because of their high mutual interference. So, the intrinsic isolation provided by

the twisted receiving antennas appears to play a crucial role.

Within this study, also the major difficulties of employing OAM modes for long range commu-

nications have been presented. In particular, the fact that it is not possible to fully exploit orthog-

onality without antennas of suitable size. This is the main reason for which the experiment was

characterized by the peculiar antennas alignment previously described. However, it is also clear

from these tests that some properties of OAM modes, like the particular intensity distributions,

can be useful also in non ideal situations to improve communication performances.

In conclusion, the experiment has been a practical demonstration both of potential and mostly

of limits of using OAM beams for radio multiplexing. It represents a first step along a new way,

which investigate how this quantity can be useful for telecommunications. To continue this study,
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next chapters will examine some interesting proposals that may reduce the size of received fields

and allow a fully exploitation of modes orthogonality.
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Chapter 4
OAM fields concentration

This chapter presents a method, based on proper superpositions of integer and consecutive OAM

modes, that allows to concentrate the intensity distribution of an OAM field. Moreover, by acting

on the superimposed beams parameters, the method allows to control also the phase gradient

within the field. This technique may be used to reduce the size of OAM fields and to better exploit

modes orthogonality in long range communication systems. Otherwise, it can be used to generate

EM waves with a custom field distribution.
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4.1 Introduction

Chapter 3 presented a far field communication experiment and studied potentials and limitations

of using OAM modes in long range multiplexing systems. In particular, it has been observed that

the major criticism concerns the exploitation of OAM modes orthogonality when small antennas

are used. In fact, the OAM orthogonality property, that is fundamental to reach a low interference

between different channels, can be exploited only when the whole EM fields are received.

To overcome this limitation, one can increase the size of receiving antennas. Unfortunately,

while this solution allows to receive the whole field distributions, it is not practicable because of

the complexity and of the cost when dealing with huge structures. On the other hand, one can try

to reduce the size of received EM fields keeping their OAM values different from zero.

Considering this latter idea, it will be presented, in the follow, a new method to manipulate

both intensity and phase distributions of a beam with non-zero orbital angular momentum. More

in details, by using a smart combination of OAM modes, the technique allows to concentrate the

field intensity in a restricted angular domain and to embed a certain phase variation within the

concentrated beam. The method is developed considering the scalar field of LG beams because

of its simple mathematical expression. It consists in superimposing a given number N of coherent

OAM modes, with a proper amplitude term, characterized by integer, concordant and consecutive

value of OAM. As will be presented in the following, acting on these parameters one can fully

control the EM field distribution.

4.2 LG beams consecutive superpositions

To study the field concentration effect, it is useful to use LG beams because they are one of the

most simple OAM field solution of the paraxial wave equation, as described in Chap. 1. A generic

superposition of coherent and coaxial LG modes, each of them with integer and non-zero value

of topological charge [5], can be written, in a cylindrical reference system (ρ, φ, z), as

utot(ρ, φ, z) =
∑
n

un(ρ, φ, z)eiδn (4.2.1)

where un(ρ, φ, z) is the expression of the n-th LG beam and δn is the relative phase with respect

to the first one. For simplicity, but without loss of generality, LG modes are assumed to have

the same beam waist w0 and the same relative phase, for example δn = 0. Moreover, they are

characterized by a null radial index, p = 0, and by topological charges `n with concordant and

consecutive values. With all these prescriptions, the coherent superposition of N concordant and

consecutive modes in Eq. 4.2.1 can be written as follows:

utot(ρ, φ, z) =

nmax∑
n=nmin

un(ρ, φ, z) =
1

w(z)
e
− ρ2

w2(z) e−
ikρ2

2R(z)

`max∑
`=`min

A`α
|`|(z)ei(2|`|+1)ξ(z)e−i`φ (4.2.2)
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where the maximum OAM term in the sum is `max = `min + N − 1, the beam radius w(z) is

fixed and equal for all the superposed modes, the parameter α(z) =
√

2ρ/w(z) is related to the

spatial beam distribution and `min gives the minimum OAM value of the set of the superposed

OAM modes.

As can be observed in Eq. 4.2.2, each OAM mode is pounded by its amplitude factor A`.

These factors are fundamental to obtain the field concentration effect because they determine

the weight of each OAM mode within the superposition. To better clarify this concept, two distinct

cases of coherent superposition of OAM modes will be examined, looking at the fields distributions

at the beam waist plane (z = 0).

In the first one, A` is a pure constant, equal to one for convenience. As a consequence, it is

possible to expand the series in Eq. 4.2.2 into a new formulation with help of [122],

utot(ρ, φ, 0) =
1

w0
e
− ρ2

w2
0 α(0)`mine−i`minφ

√
α(0)2N − 2α(0)N cos(Nφ) + 1

α(0)2 − 2α(0) cos(φ) + 1
(4.2.3)

Figure 4.1: Plots of the superposition of concordant, consecutive and coherent OAM modes.
Normalized intensity of scalar field for A), B) N = 16, `min = 1 and for C), D) N = 7, `min = 1. In
the left column the superpositions have A` =

√
2/(π|`|!) while in the right column A` = 1.
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On the contrary, in the second case, A` =
√

2
π|`|! depends on the OAM value, `, of each single

mode. With this choice, Eq. 4.2.2 becomes:

utot(ρ, φ, 0) =
1

w0
e
− ρ2

w2
0

`max∑
`=`min

√
2

π|`|!

(
ρ
√

2

w0

)|`|
e−i`φ (4.2.4)

Here, the presence of a factor 1/
√
|`|!, in the term A`, normalizes each single beam to unitary

power. Moreover, it leads to a different intensity and phase distribution of the superposition field

with respect to the case where A` is constant, as reported in Fig. 4.1. In fact, (Fig. 4.1), the

resulting intensity distributions are no longer symmetric with respect to the propagation axis and,

those weighted by the factorial term, 1/
√
|`|!, result mainly concentrated in a very restricted an-

gular domain. On the other hand, with a constant A` term, it is not possible to concentrate the

power of the beam within a restricted angular region.

For this reason, only the superposition for which the intensity is concentrated in a restricted

angular domain, namely when A` =
√

2
π|`|! , will be examined in the following.

4.3 Superpositions radial divergence

The most interesting parameters to characterize the resulting distribution of the superposition

beam are the angular spread, θfar, and radial position, s(z), of the field maximum size at fixed

z-axis plane, with respect to the optical axis (see Fig. 4.2).

Figure 4.2: Schematic representation of angular, θfar and radial, s(z), position of the resulting
beam.

One way to calculate these quantities is by means of the Wigner function which provide a

full description of the resulting field using both spatial coordinates r and momentum ones p,
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simultaneously. Before starting the calculations, it is useful to recall that the circular spot size of a

Gaussian beam, expressed by:

w(z) = w0

√
1 +

(
λz

πw2
0

)2

, (4.3.1)

has a simple physical meaning only for the fundamental mode, ` = 0, when the light beam has

a Gaussian intensity profile [123, 124] and can be thus related to the divergence of the beam

itself. In fact, in this case, the beam waist w(z) represent the distance from the propagation

axis in which the field amplitude is 1/e times its maximum value. It is evident that Eq. 4.3.1 is

independent of order ` of the LG modes, so for Gaussian beams with higher order (` ≥ 1), this

expression gives an inaccurate estimate of the beam geometric properties in the propagation.

To overcome this approximation and obtain a more detailed and general description of the beam

superposition, it may be useful to use an analytic approach based on the Wigner distribution of

the scalar field. The Wigner distribution contains information regarding both the spatial distribution

and the angular spectrum (App. A) of a field and is a tool widely used in optics and applied for

the analysis of coherent and partially coherent beams. A more detailed description of the Wigner

function can be found in [125, 126, 127, 128, 129, 130].

The first application of this tool to arbitrary light beams, in particular to an arbitrary super-

position of Hermite-Gaussian (HG) modes, was discussed in [131, 132], whereas the Wigner

representation of LG beams can be found in [133]. Following the approach in [133, 134], the

Wigner distribution for the resulting field superposition of consecutive and concordant LG modes

can be expressed, at the beam waist plane (z = 0), in terms of a series as in Eq. 4.2.2:

WTOT
LG (r,p, 0) =

`max∑
`=`min

`max∑
n≥`

W
(`,n)
LG (r,p, 0) (4.3.2)

where each summing term is given by:

W
(`,n)
LG (r,p, 0) =

(
2
|`−n|

2 (−1)`4

λ2

)√
`!

n!

[
x− iy
w0

+ sign
(
`− n

)πw0

λ

(
py − ipx

)]|`−n|
·

L
|`−n|
`

[
2

(
x2 + y2

w2
0

+
π2w2

0

λ2

(
p2
x + p2

y

))
− 2π

λ

(
xpy − ypx

)]
·

exp

(
− 2

x2 + y2

w2
0

− 2
π2w2

0

λ2

(
p2
x + p2

y

))
(4.3.3)

The quantity W (`,n)
LG is the Wigner function (WF) of the mix between two arbitrary coherent LG

modes with angular indexes ` and n. So, the case where n = `,
(
W

(`,`)
LG

)
, corresponds to that

of a single mode with angular index equal to `. r ≡ (x, y) and , p ≡ (px, py) are the transversal

variable in coordinate and momentum space, respectively. Eq. 4.3.3 is written only for z = 0 but
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the general case z > 0 can be accounted for by means of a simple change of arguments i.e.:

W (r,p, z) = W (r− λzp,p, 0) (4.3.4)

owing to a general property of the Wigner formalism [125]. Using Eq. 4.3.2, the total intensity

according to the normalization factor in Eq. 4.2.4, that is invariant under free space propagation,

is equal to:

I =

∫ ∫ ∫ ∫
R4

WTOT
LG (r,p, 0)drdp = N (4.3.5)

Similarly, the analytical expression for the radial and angular dimension of the resulting beam

spot can be determined first by integrating on momentum and space coordinates, respectively,

and then by averaging the resulting WF over the polar coordinates. The analytical expression for

the spot size position of the emitted beam at fixed z-axis is:

s(z) =

√
2 〈r2〉
I

=

(
2

I

∫ ∞
0

∫ π

−π

∫ +∞

−∞

∫ +∞

−∞
r2WTOT

LG (r,p, z)rdrdφrdp

) 1
2

=

(
2

I

∫ ∞
0

∫ π

−π

∫ +∞

−∞

∫ +∞

−∞
r2

`max∑
`=`min

W
(`,`)
LG (r,p, z)rdrdφrdp

) 1
2

= w(z)

√
N + 2`min + 1

2

(4.3.6)

and for the far field angle of divergence, that is expected to be invariant to axial position z, is

θfar =

√
2 〈p2

r〉
I

=

(
2

I

∫ ∞
0

∫ π

−π

∫ +∞

−∞

∫ +∞

−∞
p2WTOT

LG (r,p, 0)rdrdφrdp

) 1
2

=

(
2

I

∫ ∞
0

∫ π

−π

∫ +∞

−∞

∫ +∞

−∞
p2

`max∑
`=`min

W
(`,`)
LG (r,p, 0)rdrdφrdp

) 1
2

=

√
λ2

π2w2
0

(
N + 2`min + 1

2

)
(4.3.7)

Moreover, θfar can be calculated also as θfar = limz→∞ s(z)/z [127].

The sums in equations 4.3.6 and 4.3.7 have non-zero values only for W (`,`)
LG while the mixing

termsW (`,n)
LG with n 6= ` integrate to zero because of the orthogonality condition proper of the OAM

modes [5]. The factor 2, which is present in the first line of both Eqs. 4.3.6 and 4.3.7, has been

first introduced in [124] for the characterization of the illuminated area of a single LG mode. This

area has been defined as a circle having, as radial dimension, the standard deviation of
√

2r/
√
I

on a plane of constant z. A similar definition can be found in [135] where 〈r2〉 = 2 〈x2〉 = 2 〈y2〉
holds. The average value of the second order quantities have been calculated with respect to

the origin of coordinates by adopting the assumption used in [124], i.e., by setting the averaged

quantities 〈x〉 , 〈y〉 , 〈z〉 to zero, considering the standard deviation with respect to the origin of the
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coordinates instead of the physical “center of mass”. In this way, the illuminated area of the total

beam in any plane of constant z is contained within a circle having circumference of 2πs(z). This

area linearly increases with the distance z when it is far from the Rayleigh distance, which is the

typical behavior of Gaussian beams [132]. For N = 1 and `min = 0, that describe the fundamental

Gaussian mode, Eq. 4.3.6 reduces to the circular spot size described by Eq. 4.3.1. In Fig. 4.3,

some examples of the evolution of s(z) are shown at different distances z for different number

of superimposed OAM modes, having fixed the beam waist and `min = 1. As can be observed,

Figure 4.3: Examples of s(z) at different distances z for different number of superimposed OAM
modes. All the OAM modes have the same beam waist w0 and their `-values are concordant and
consecutive. z and s(z) are normalized with respect to the Rayleigh distance zr.

the bigger is N the larger are s(z) and θfar. Moreover, the terms s(z) and θfar depend on the

smallest value of the superposed OAM modes, `min. The larger is the value `min, the farther the

illuminated spot spreads from the optical axis.

4.4 Superposition angular divergence

The angular (azimuthal) aperture of the superposed beams depends on the number of the su-

perposed modes N and on the minimum value of OAM, `min. To quantify how much the spot is

angularly concentrated a new quantity Θ is defined to describe the field azimuthal spread.
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Figure 4.4: Example of the angular divergence Θ.

The total azimuthal angle of the intensity pattern Θ is given by

Θ = 2
√
〈φ2〉 = 2

(
1

I

∫ ∞
0

∫ π

−π

∫ +∞

−∞

∫ +∞

−∞
φ2WTOT

LG (r,p, 0)rdrdφdp

) 1
2

= 2

(
1

I

∫ ∞
0

∫ π

−π

∫ +∞

−∞

∫ +∞

−∞
φ2

`max∑
`=`min

`max∑
n=`min

W
(`,n)
LG (r,p, 0)rdrdφdp

) 1
2

= 2

√√√√π2

3
+

1

N

`max∑
`=`min

`max∑
n>`

4(−1)n−`Γ
(
`+n+1

2

)
(n− `)2

√
`!n!

(4.4.1)

where Γ(.) is the Gamma function. Differently from Eqs. 4.3.5-4.3.7 the sum mixing terms (W (`,n)
LG

with n 6= `) in Eq. 4.4.1 do not integrate to zero because of the φ2 term as part of the integrand

function.

The intensity distribution, |utot|2, normalized as Eq. 4.2.4 (see also Fig. 1) on a plane per-

pendicular to the propagation direction z, presents an azimuthal symmetry, at z = 0, with respect

to the axis defined by φ = 0. This stems from the fact that the product of the mixing terms of

the intensity are ≺ f(r) cos
[
φ(n − `)

]
with −π < φ < π, and so the mean value of φ is null,

namely, φ = 0. The effect of the Gouy term of Eq. 4.2.1 is a 0 ≤ ζ(z) < π/2 rotation of the total

intensity pattern, without affecting the field distribution, and so the intensity distribution at fixed z

keeps the azimuthal symmetry but with respect to the set of axis defined by φ
′

= φ + ζ(z) [7].

If one wants to calculate the integral of Eq. 4.4.1 for z > 0, it is mathematically convenient to

define the origin of the angular coordinate as the physical symmetry axis φ
′

= φ+ ζ(z) due to the
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Gouy effect of rotation. In this way, the product of the mixing terms of the total intensity results

∝ f(r) cos
[
φ
′
(n − `)

]
with −π < φ

′
< π and the mean value φ

′
is null. So, one can remove the

dependence on φ
′
, with the same result of Eq. 4.4.1, by calculating

√
〈φ′2〉 − 〈φ′〉2, which is a

clear measure of the standard deviation of the azimuthal spread angle. In other words a rigid

rotation of the intensity pattern, as the only effect of Gouy phase when z > 0, does not modify the

angular aperture Θ, as expected. From these argumentations, Eq. 4.4.1 is calculated at z = 0,

for convenience. Analogously to the definition of the variable s(z), the parameter Θ describes the

angular standard deviation within which the illuminated area is angularly confined. However, the

angular aperture is preserved during the beam propagation. It is also inversely dependent on the

number of superposed OAM modes N . The larger is N , the smaller is the angular aperture of

the resulting illuminated spot. In Fig. 4.5, the relationship between N and the angular aperture

of the spot is shown. As can be noticed, the parameter Θ decreases as N increases and it is

Figure 4.5: Graphic representation of the relationship between the angular aperture Θ and the
number of superimposed OAM modes N at several values of `min.

quite unaffected by the lowest order beam `min. This implies that the second term in Eq. 4.4.1

has a remarkable dependence on N while the factor (−1)(n−`) is the only quantity responsible

for the interference pattern between the mixing terms creating the angular confinement. In other

words, it is possible to control the angular aperture of a superposition of coherent, concordant
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and consecutive LG beams by acting only, (in a first approximation), on the number of modes N .

4.5 Field phase gradient

The phase embedded within the angular region described by Θ can be controlled by acting on the

superposition parameters `min and N . Fig. 4.6 reports an example of phase maps, plotted on a

plane with z = 0. The value of the total topological charge observed in the plots is equal to the

Figure 4.6: A) phase and B) intensity plots for N = 5 and `min = 1. C) phase and D) intensity
plots for N = 5 and `min = 3.

maximum number of OAM modes, `max, whereas the number of singularities is equal to N . The

location of the phase vortices in this field is obtained by finding the set of points (rs, φs) where the

following condition is satisfied [136, 137]:

arctan

(
=
(
Etot(r, φ)

)
<
(
Etot(r, φ)

)) = 0 (4.5.1)
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Table 4.1: Resuming table
N `min `max Θ β βm ∆φeff

2 5 99 72 91 1.3
4 9 12 96 30 32 3.2

15 18 96 20 20 4
2 9 72 40 52 1.8

8 9 16 69 22.5 25 2.9
15 22 68 16.4 17 5.2

where Etot(r, φ) is given by Eq. 4.2.4 and the index s gives the s-th singularity. One of the

vortex is always located at the center r = 0 and this singularity is of the order `min as can be

deduced from Eq. 4.2.2; for r 6= 0 the other singularities, hereafter called secondary singularities

[137], are present in a number of |`max − `min|. As a consequence, in the central zone, the

phase is distributed as the phase of a pure OAM of value `min whereas in the zone far from

the center (starting from a certain value of r ≡ r̃ that corresponds to maximum value of the set

rs i.e., the radial position of the secondary singularity, which depends on the particular choice

of the parameters N and `min) the whole phase is distributed as the phase of a pure OAM of

value `max. Given the definition of r̃ , it has been numerically verified that the maximum of the

illuminated area of the total beam lies on r > r̃, so the corresponding phase falls in the zone

where `max is dominant.

Considering the phase distribution, two parameters can be defined. The first one, called β,

identifies the angle where a variation of 360◦ of the phase profile is included. The second one,

on the other hand, define the effective phase variation within the restricted angular domain of

angular aperture Θ as ∆φeff = Θ/β. For r � r̃ the angular parameter β is given by 360◦/`max.

So, it is possible, with good accuracy, to predict the total phase variation within a fixed angle

when the intensity distribution is far from the optical axis. The above condition is fulfilled for large

values of `min (see Eqs. 4.3.6 or 4.3.7). In particular, as proved by numerical simulations, it

is fully satisfied just when `min > 2. On the contrary, in the case of `min = 1, 2 the expression

360◦/`max is no longer a good approximation for β. In fact, for these values of `min, the illuminated

spot is concentrated in a zone where r ≈ r̃. In this zone the phase variation is not equally

distributed and so the angle embedding the 360◦ phase variation, β , is not constant. Below,

some examples that show the effective phase variation embedded in the region with angular

aperture Θ are reported. In particular, N is fixed to 4 and 8 that in good approximation, as stated

above, is equivalent to fix the angular aperture of the spot in Θ; `min is changed. Table 4.1 reports

the cases for `min = 2, 9, 15. Numerical data confirm that the angular spot of light in Θ is quite

the same for different values of `min having fixed N . On the contrary, the most striking effect

obtained by varying `min, and so `max, is to concentrate the phase variation in the angular region

described by the parameter Θ as can be seen by considering the parameter β. In addition to
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β, another parameter is calculated, βn, which represents the angle embedding the 360◦ phase

variation at r = s(z) obtained from numerical calculations. The quantity ∆φeff = Θ/βn gives the

effective number of the phase variations of 360◦ inside the angular region delimited by Θ. From

the comparison between β and βn it is confirmed that 360◦/`max is not a good approximation for

low `min (= 2 in the reported examples) whereas for larger `min it is a meaningful quantity which

can be used for the prediction of the number of phase variation within a fixed angle Θ of interest.

Fig. 4.7 reports the phase embedded in Θ, measured at r = s(z) for the cases resumed in Table

4.1. Each line represents, for different `min, how many times the phase changes between 0◦ and

360◦ within the angular region Θ. The value of Θ sets the angular limits reported in abscissa.

Figure 4.7: Simulation of the phase variation embedded in the angular region Θ measured at
distance s from the center for three different values of `min. A) N = 4 and B) N = 8.

4.6 Conclusions

In this chapter it has been examined a method to control the field distribution generated by the

superposition of coherent, consecutive and concordant LG modes. This smart combination of

beams, weighted by a factorial normalization factor so that each mode carry the same power,

leads to the concentration of the EM field in a restricted angular region. To evaluate the geometry

66



4.6. CONCLUSIONS

of the total field, two parameters have been defined by means of the Wigner function: the field

radial divergence and the field azimuthal divergence. The first one quantify the radial position

of the field maximum size and depends both by the number of superimposed beams and by

the minimum topological charge `min. The second one, on the contrary, depends only by the

number of superimposed modes. Moreover, once the number of states to be superposed is fixed,

it is possible to control the number of 360◦ phase variations embedded within the field angular

aperture by acting on the lowest topological charge of the set.

The method seems to be an interesting solution to produce smaller OAM fields with respect

to single modes; its application may be particularly useful in long range OAM-based multiplexing

systems, where the size of receiving fields are critical with respect to antennas dimensions. How-

ever, to determine the real efficiency of this method it is necessary to provide a full comparison

with other techniques, like the MIMO ones. To answer this question, a complete analysis will be

presented in Chap. 6. Before concluding, note that the method can be used also to create a

custom field distribution, with particular constrain about its intensity size and its phase gradient.
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Chapter 5
High-order OAM beams

This chapter presents a novel technique, based on dielectric masks and conformal parabolic

antennas, to generate high-order vortex beams in the radio frequency domain. To study the main

aspects of the generation process, two experiments have been performed with a custom antenna

prototype, designed looking at the mathematical description of such beams. High-order modes,

in fact, present a more compact main lobe with respect to corresponding single modes and may

represent an interesting tool to improve the orthogonality exploitation on long range OAM-based

multiplexing links.
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5.1 Introduction

The previous chapter presented a method to reduce the size of an OAM field by means of proper

superpositions of LG beams. The method was designed to help the exploitation of OAM modes

orthogonality over long distances, when it is difficult to receive the whole transmitted fields due

to the small size of antennas (Chap. 3). Consecutive superpositions of LG beams may be a first

option to solve this problem, however, also other solutions, as high-order vortex beams, can be

adopted.

As will be presented in next section, these particular OAM beams are characterized by an

intensity profile with concentric rings and by interlaced spiral phase fronts. Moreover, their main

lobe, (the innermost ring), is more compact with respect to equivalent single modes carrying the

same OAM quantity. For this reason, high-order beams may represent a second interesting tool

to improve OAM orthogonality exploitation in long range links.

In this chapter, the structure of high-order vortex beams is examined by means of LG modes

with radial index p 6= 0 and a novel generation process for the radio frequency domain is ana-

lyzed. Up to now, in fact, this family of beams has been considered only in optics [138, 139, 140]

where they have been produced using either suitably modified spatial light modulators or spiral

phase plates [139]. Here, after a theoretical analysis, vortex beams with non-null radial index are

produced by means of dielectric masks, mounted upon either twisted parabolic reflectors or con-

ventional ones. Moreover, the produced far-field intensity patterns are compared with analytical

models and numerical simulations, thus illustrating the main aspects that influence the generation

process.

5.2 Laguerre-Gauss p-modes

As presented in the first chapter, the field of a LG beam is characterized by a symmetric circular

distribution and can be described, in a cylindrical reference system (ρ, φ, z), as:

up,`(ρ, φ, z) = A
1

w(z)

(√
2ρ

w(z)

)|`|
L|`|p

(
2ρ2

w(z)
2

)
·

· e−ρ
2/w(z)2e

−ikρ2
2R(z) ei

(
2p+|`|+1

)
ζ(z)e−i`φ,

(5.2.1)

where w(z) = w0

√(
1 + z2/z2

R

)
is the beam width, w0 is the beam waist, zR is the Rayleigh

distance, R(z) is the wavefront curvature radius, ζ(z) =arctan(z/zR) is the Gouy phase [32], and

L
|`|
p (.) is the generalized Laguerre polynomial [25]. The ` parameter, as just said, is responsible

for the amount of OAM carried by the field. On the other hand, the p one acts on the order of the

Laguerre polynomial regulating the field intensity distribution. The p parameter is the so called
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radial index because it determines the number of zeros of the Laguerre polynomial and so the

radial nodes in the field’s intensity, which appears to be composed by a series of concentric rings.

In fact, an LG beam with p 6= 0 is characterized by an intensity pattern with p concentric null rings

around the axis of propagation. Moreover, if ` 6= 0 there is also a central null due to the phase

singularity. Similarly, also the field phase distribution is characterized by adjacent concentric rings

Figure 5.1: Example of a high-order LG beam with ` = 1 and p = 3.

radially out of phase of π. This spacial behavior is induced by the Laguerre polynomial which

reverse its phase after each null. Due to their particular field structure, LG beams characterized

by p > 0 are also called high-order LG beams. An example can be observed in Fig. 5.1.

Among all parameters, the p one is the most interesting for squeezing the field size. To better

understand this fact, it may be useful to consider a practical example where two LG beams, with

same OAM and different radial index, are considered. More in detail, both beams carry the same

OAM quantity (` = 3) while p = 0 for the first beam and p = 2 for the second one. Looking at the

two field distributions, in a plane perpendicular to the propagation direction (z =cost.), it appears

that the main lobe of the p = 2 beam is narrower than the other one. This particular behavior, that

can be observed in Fig. 5.2, is caused by the different order of Laguerre-Gauss polynomial.

From Fig. 5.2, it is also cleat that the concentration effect is limited only to the main lobe

of the field. On the contrary, the total surface filled by the p = 2 beam is wider with respect to

the one filled by the p = 0 beam. For this reason, the use of high-order modes in a long range

system leads to a bigger energy waste with respect to traditional OAM modes (the fields spread

in bigger areas). However, in spite of that, a larger energy waste can be refunded by a higher

communication capacity due to the exploitation of modes orthogonality.
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Figure 5.2: Intensity distribution of A) ` = 3, p = 0 beam and B) ` = 3, p = 2 beam.

5.3 The generation process

High order vortex beams generation can be performed by using dielectric masks mounted either

on a standard parabolic reflector or on conformal ones. The phase structure ϕ(ρ, φ) of a p 6= 0 LG

mode, characterized by a π-phase discontinuity between each radial node, can be easily deduced

from Eq. 5.2.1. It results that:

ϕ(ρ, φ) = −`φ+ πθ
(
− L|`|p (2ρ2/w2

0)
)

(5.3.1)

where θ(x) is a unit-step function, taking the value −1 for x < 0, and 0 elsewhere.

A dielectric mask can be designed to play the role of inducing the second term on the right-

hand side of Eq. 5.3.1, whereas the first term can be imprinted either by a standard parabolic

antenna (` = 0) or by a twisted one (` 6= 0). Since the LG polynomial L|`|p (2ρ2/w2
0) reverses its

phase after each null, it is clear that the dielectric mask will be composed by concentric rings, as

illustrated by Fig. 5.3.

5.4 A prototype antenna design

To test this new method, it has been designed and built a p = 4 dielectric mask to convert an

input plane wave into the desired phase profile. The mask, designed to work at the frequency

of 17.2GHz, is a grating composed by concentric rings, drilled with a numerical-control milling

machine into a cylindrical layer of polyethylene (see Fig. 5.5). The mask design requires two

parameters to be fixed: the beam waist, w0, and the height, h, of the dielectric grating. The first

parameter is responsible for the beam size at the origin plane z = 0; it has to be chosen in such
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Figure 5.3: Antenna structure for the generation of high-order vortex beams.

a way that the mask can be illuminated completely. In this specific case, it has been chosen such

that the entire dielectric structure is contained within the mouth of a standard parabolic reflector

(360mm diameter). Thus, it has been set w0 = 50mm. This choice, while satisfying the strict

requirement for the dielectric mask to be limited in its lateral size (the outermost ring falls at a

distance of ≈ 120mm from the center), leads, however, to a distance between adjacent rings

comparable with wavelength, λ. Unfortunately, this could reduce the degree of paraxiality (App.

B) of the generated field, causing a mismatch between experimental and theoretical data. It is an

important aspect to be accounted during the data post-processing. On the other hand, the second

parameter h was taken in order to induce complete destructive interference in correspondence of

the p rings. To make this, it is necessary, for the phase delay of the fields emerging from two

consecutive rings, to be equal to π in order to produce a destructive interference. In fact, the

field propagation within the grating determines the mask behavior. More in details, the EM field

crosses a ring height in a time t equal to

t =
n

c
h, (5.4.1)

where c is the light speed and n the refraction index of the mask material; (c/n is the wave speed).

For this reason, the fields crossing a ring acquire a phase delay δΦ equal to:

δΦ = 2π
n

λ
h. (5.4.2)

Now, forcing a phase difference of π between two adjacent rings, (remember that one ring is

composed of dielectric material and the adjacent one is composed by air), it results that:

h =
1

2

λ

n− n0
. (5.4.3)
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Figure 5.4: Mask profiles for the generation of p = 2 beams (red), p = 4 beams (green) and p = 7
beams (blue). The profiles are obtained from Eq. 5.3.1 with w0 = 50mm, ` = 0.

Since a polyethylene substrate with n = 1.53 has been used, n0 = 1 and λ = 17mm, it results

h = 16.4mm. An example of the mask profile can be observed in Fig. 5.4 (green line), together

with the profiles of similar masks to generate p = 2 (red line) and p = 7 (blue line) beams. Finally,

the p = 4 mask has been mounted on the mouth of two antennas: a standard parabolic one and

a twisted ` = 1 one (Fig. 5.5).

Notice that this approach is completely different from the optical counterpart [139], where both

phase terms were implemented within a single dielectric mask.

5.5 Prototype antennas testing

To measure the generated fields, the prototype antennas have been mounted, once at time, on

a computer-controlled rotator, moving both in elevation and azimuth with a resolution of 0.2◦.

The transmitted sinusoidal test signal was received by a standard horn antenna, at a distance of

100m, connected to a Vector Network Analyzer (VNA). No signal post-processing was required.

Afterward, the measured spatial distributions of the generated fields have been compared with far-

field theoretical values. In particular, semi-analytical simulations have been performed, applying

the convolution theorem uin ∗ Tm [139, 141] between the closed-form expressions of both the

input gaussian field uin = exp(−i`φ) exp(−ρ2/win) and the mask transmission function Tm =

sign
(
−L|`|p (2ρ2/w2

0)
)
. For the gaussian input beam, it has been chosen the analytical expression

which best fit the parabola field, setting win = 130mm. This value entails that the impinging
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Figure 5.5: A) dielectric p = 4 mask, machined in polyethylene. B) the p = 4 mask on a standard
parabolic reflector mounted on a computer-controlled rotator. C) standard parabolic reflector. D)
twisted parabolic reflector.

gaussian field is entirely collected by the dielectric mask. The far field was then numerically

calculated by means of a standard fast Fourier transform (FFT) routine.

5.5.1 p = 4, ` = 0 beam

Figure 5.6: Measurement of S11 parameter for the ` = 0, p = 4 antenna (blue) and for the ` = 1,
p = 4 one (red).

First, using the VNA, the S11 parameter has been measured when the antenna radiates in
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free space. At the working frequency of 17.2GHz it results equal to −15dB, as shown by the

blue curve of Fig. 5.6. Afterward, the entire generated field distribution has been examined.

Fig. 5.7 reports both the numerical (see Fig. 5.7A and Fig. 5.7B) and experimental (Fig. 5.7C)

results for ` = 0 and p = 4 (u4,0). On the other hand, Fig. 5.8 shows a comparison between

profiles taken from analytical, numerical and experimental results. The experimental data have

been extracted from the map shown in Fig. 5.7C, along the white solid horizontal line passing

through the physical center of the generated field. For the case at hand, it has also been possible

Figure 5.7: Numerical simulations: A) input field intensity |uin|2 and B) phase pattern of the
dielectric mask for ` = 0, p = 4 mode. Dashed white circles represent the edge of the parabolic
reflector aperture. Experimental results: C) map of the generated intensity field. The horizontal
white line represents the locus of data extraction used for Fig. 5.8.

to perform a FEM simulation with a full vectorial method. In spite of the system being electrically

large, the complexity of the model can be dramatically reduced by taking into account the system

axial symmetry. The profiles given by the analytical description (i.e., u4,0, Eq. 5.2.1) and by the

FFT semi-analytical one are in good agreement near the beam center, while slight discrepancies

show up in the secondary rings, especially the outermost ones. This appears to be due to a

non-ideal modeling of the illumination field as a Gaussian beam, uin. A top-hat input beam would
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Figure 5.8: Comparison between intensity distribution of the analytic mode u4,0 (blue solid line),
the FFT semi-analytical approach (red solid line), the FEM simulation (green solid line), and the
experimental data (black marks). The experimental data are taken from Fig. 5.7 along the white
line; the coordinates were converted from spherical to Cartesian for having coherent units.

have lead to a better overlap with the analytical case[138]. Notice that a similar discrepancy

has been observed also at optical frequencies [139]. Comparison between the u4,0-based theory

and experimental data shows larger deviations in the amplitude distribution, especially out of the

central zone. This behavior is ascribed to three primary deviations from ideal conditions. The first

is the already mentioned insufficient degree of paraxiality of the beam radiated by the mask. In

fact, the vectorial structure of the field can significantly impair the destructive interference at the

edges of the p rings. This explains why the minima of the experimental field are not as deep as

those of the u4,0 beam in the central zone. The second is a non ideal illumination of the dielectric

mask due to the feeder. In fact, the field reflected by the parabola presents several diffraction

orders, which are quite far from the ideal condition of illumination. This effect becomes stronger

in non-central zones, where high-order scattered modes and the edge diffraction of the parabolic

reflector yield significant “spurious” peaks (the third and the fourth one, in particular), compared to

the analytical model. Still, despite the imperfect amplitude distribution, it is clear that the positions

of the minima are in good agreement with those of the analytical model. Finally, as for the third

source of discrepancy, let’s remind that transmission through the dielectric mask acts only on the

phase of the field. If the LG polynomial in Eq. (5.2.1) is examined, it is clear that p affects not

only the phase, but also the amplitude of the LG beams [137]. Hence, this phenomenon, although

overlooked so far, is present also in the optical experiments.

Finally, FEM simulation must be examined. The three central peaks agree well with the exper-

imental data, while the fourth and the fifth one are predicted much lower than the experimental
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results. This discrepancy can be explained by insufficient knowledge of details on the antenna

feeder. Indeed, while accurate information on the CAD of the dielectric mask and on the shape of

the primary reflector have been inserted in FEM simulation, there was an insufficient knowledge

of the geometric details of the secondary reflector and a simplified model has been adopted. For

this reason, the simulated feeder reproduces faithfully the illumination in the central zone, but is

not accurate enough far from the center. The FEM simulation fails in the prediction of the far-field

last two peaks.

5.5.2 p = 4, ` = 1 beam

A second experiment has been performed to produce a u4,1 beam; in this second case the p =

4 dielectric mask was mounted upon an ` = 1 twisted parabolic reflector. This time, the S11

parameter is equal to −18dB at the working frequency, as shown by the red curve of Fig. 5.6.

Fig. 5.9A shows the theoretically calculated intensity of the input field (uin) and Fig. 5.9B the

Figure 5.9: Numerical simulations: A) input field intensity |uin|2 and B) phase pattern for ` = 1, p =
4 mode. Dashed white circles represent the edge of the reflector aperture. Experimental results:
C) map of the generated intensity field. The horizontal solid white line represents the locus of data
extraction. The central zone of zero intensity confirms the presence of a phase singularity, typical
of an ` = 1 OAM beam.

78



5.5. PROTOTYPE ANTENNAS TESTING

cumulative phase pattern given by the contributions of both the twisted antenna and the dielectric

mask, Eq. (5.3.1). On the other hand, Fig. 5.9C reports the experimental map of the field

intensity in which is visible the central zone of zero intensity that is typical of an OAM beam. The

measured field distribution is less regular than in the p = 4, ` = 0 case. This can be explained

as a combination of low degree of paraxiality, and non-perfect uniform illumination. In fact, the

twisted parabolic reflector further enhances the number of diffracted orders and, at the same

time, this setup is more affected by misalignment errors between the dielectric mask and the

twisted reflector. In other words, for the ` = 1 mode the conditions are more severe with respect

to the ` = 0 case, as expected considering the more complicated phase distribution. Fig. 5.10

reports the comparison between theoretical, numerical and experimental results. In this case, due

to the complex non-symmetric geometry, it has not been possible to perform a FEM simulation.

A good match is found between the FFT and the u4,1 curve. Comparison between the intensity

Figure 5.10: Comparison between the intensity distributions of the analytic mode u4,1 (blue solid
line), FFT semi-analytical approach (red solid line), and experimental data (black marks). The
experimental data are taken from Fig. 5.9 along the white line; the coordinates were converted
from spherical to Cartesian for having coherent units.

of u4,1 and experimental result shows a good match in the central zone, but strong deviation for

the fourth and fifth rings. In particular, the positions of the minima agree with the analytical model

for the first three rings, but the last two are wider. Again, this behavior confirms that the effect of

diffraction becomes heavy in the non-central zones, and that it is the main cause of discrepancy

from the analytical solution. Similar effects are negligible in the optical domain, where the ratio

between the geometric features of the mask and the wavelength is much larger.
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5.6 Conclusions

LG beams with p 6= 0 may be interesting solutions to implement long range radio links based on

OAM multiplexing. In fact, their structure seems to be promising to reduce the size of received

fields. However, to verify the real efficiency of this idea, it will be presented a detailed study in

next chapter.

Here, the generation of high-order beams have been made using a new technique: dielectric

masks mounted either on parabolic reflectors or on traditional ones. From experiments, it has

been observed that the generated fields match well the theoretical expectations in the central

part of the beams, however, there are also some non-negligible and not-desired deviations in

the peripheries. Mismatching is due mainly to diffraction effects, linked to the antenna and to the

mask size with respect to the wavelength. A bigger source, exhibiting geometrical features several

times larger than λ, should lead to a much better results, but would also occupy a much larger

space region. Moreover, it has to be considered that the dielectric mask used in the experiments

only modulates the field phase and not the amplitude. On the contrary, the Laguerre Polynomial

within Eq. 5.2.1 modifies also the field intensity since
∣∣up,`(ρ, φ, z)∣∣ 6= 1. Therefore, the generated

beams can not be considered as LG ones but only as accurate approximated versions.

In conclusion, the generation of high-order vortex modes in the RF domain is feasible with the

proposed method but, in order to yield high-accuracy beams, the relation between source size

and operating wavelength must be carefully accounted for.
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Chapter 6
OAM waves and MIMO systems

This chapter examines a new OAM-based multiplexing scheme studying the possibility of dis-

tinguish different OAM modes when only a small portion of the field is received. The analysis,

performed using MIMO theory and a mathematical model describing the propagation of OAM

beams, leads to a quantitative evaluation of OAM-based systems features. Moreover, the ef-

ficiency of the solutions proposed in the two previous chapters is examined. In the end, the

communication capacities of OAM-based and MIMO-based multiplexing systems are compared

under equal constraints on the antennas size.
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6.1 Introduction

As already mentioned, the orthogonality property is one of the most interesting characteristics of

OAM waves. It provides an additional degree of identification for EM fields and can be very useful,

for telecommunications, to implement multiplexing systems and to better exploit the electromag-

netic spectrum. However, to exploit the natural orthogonality of OAM modes, it is fundamental to

consider the whole field distribution of an EM field [7]. In fact, as explained in Chap. 1, it is neces-

sary to perform a closed line integral around the field propagation axis. The same procedure can

not be applied on a local scale, except in few very peculiar cases [47]. While the full reception

requirement can be easily satisfied for short range Line of Sight (LOS) communication systems,

(see Chap. 2), it can be hardly achieved in long range LOS systems, as observed in Chap. 3. To

overcome this problem, two proposals have been advanced: the first concerns the use of OAM

modes superpositions to reduce the field dimensions (Chap. 4) and the second considers high or-

der OAM modes, (Chap. 5). Nonetheless, some crucial aspects need to be clarified, for example

the maximum length of an OAM-based radio link, as limited by diffraction, or the performances of

OAM-based systems with respect to equivalent MIMO ones.

For all these reasons, this chapter will extensively study the orthogonality exploitation prob-

lem, with particular attention to the requirement of receiving the whole field. It will examine the

possibility of distinguish different OAM modes when only a small portion of wave is received and

it will draw a quantitative analysis of OAM based communication systems features. The analysis

will be performed considering the MIMO formalism and looking, at the same time, at the physical

structure of OAM waves. Within this study, OAM-based systems and conventional MIMO ones

will be compared, under equal constraints on the size of the antennas and in a reflection-free

environment.

To this purpose, a new parameter, called phase slope or phase gradient, will be defined to

assess the capability of an antenna system to resolve overlapping beams (and so to distinguish

different channels). Analytical expressions of the phase slope will be derived for a point source,

for Laguerre-Gauss OAM beams, for coherent superpositions of two or more OAM modes and

for a general field with OAM. The phase slopes of OAM-carrying fields will finally be compared

with those obtained with conventional MIMO systems and proper conclusions will be drawn. The

whole analysis stems on intrinsic properties of the transmitted field distributions, regardless of

the system internal arrangement like, for example, the characteristics of antennas. Moreover, it

complements and broadens the formal study made by Edfors [12], which was restricted only to

circular arrays.
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6.2 A new reception scheme

As explained in Chap. 1, the most popular example of OAM-carrying field is a Laguerre-Gauss

beam. In cylindrical coordinates (ρ, φ, z), assuming that the state of polarization of the beam is

uniform and represented by a constant unit vector â, the electric field can be expressed as:

Ep,`(ρ, φ, z) =â

√
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π(p+ |`|)!
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(6.2.1)

where all the parameters keep the same meaning explained in Chap. 1. As schematically illus-

trated in Fig. 6.1, for a topological charge ` 6= 0, a finite beam waist w0, and a radial index p = 0,

the radiation pattern is “doughnut” shaped: the radiated power density vanishes on axis, increases

radially up to a maximum, at an angle θM , and then decreases monotonically to zero. Changes for

a radial index p 6= 0 have been discussed in Chap. 5, and are not relevant to the present purpose.

The phase of the field, along a circular path perpendicular to the axis and centered on it, makes

an integer number ` of 2π rad turns.

Figure 6.1: Schematic representation of the doughnut-shaped radiation pattern of the power den-
sity of a LG beam with ` = 6.

When OAM modes are used in a long range communication systems implemented with an-

tennas of practical diameter, the receiving antenna falls in the doughnut hole, where the available

power density decreases like z−2
(
|`|+1

)
, due to the

( √
2ρ

w(z)

)|`|
field term [142], (as can be observed

from Eq. 6.2.1); too fast for medium- and long-distance applications. In order to compete with

standard radio systems, it is necessary not to waste power. For this reason, an interesting idea
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Figure 6.2: Off-axis placement of a general Rx not to waste power. Background colors represent
field phase: its azimuthal gradient at the center of the Rx area is horizontal, and can be used as
approximation of phase variation over the entire Rx area.

consists in trading orthogonality for power, and place receiver (Rx) close to the doughnut peak

(angle θM from z axis), where the power density decay follows the classic z−2 law, (the so-called

Friis formula [19]). To reach this purpose, a planar array of Nr identical elements can be used as

Rx antenna,. They must be placed in a region whose center, as seen from the center of trans-

mitter (Tx), is at an angle θ ≈ θM with respect to the z-axis, and whose oblong shape follows the

local curvature of the radiation peak (maximum power density), as shown schematically in 6.2. If

the link length is large enough, the local curvature is negligible, and one can use a simple linear

array, (like in a 1D MIMO setting).

Having disregarded the natural isolation offered by OAM modes, the receiver must implement

a different strategy to discriminate different values of `. The field amplitudes experienced by the

Nr elements are essentially equal. At this stage, the only variable that can be considered for

channel de-multiplexing is the field phase. It can be used a reception approach identical to the

one adopted by MIMO systems where the increase in capacity is limited by the mutual correlation

of the signals available at the Rx antennas, which in turn depends on the phase gradient of the

field. So, to assess the relative merits of this new option, it is necessary to evaluate the ability of

OAM systems to “squeeze” more phase information (phase gradient) into a given spatial length,

or, conversely, to minimize array length for a given phase difference. Considering the similarities

with the behavior of a generic MIMO system, this method inevitably leads to a fair comparison

between OAM and MIMO approaches.

6.3 The phase slope parameter

To quantify the ability of a generic transmitting system to induce a phase gradient into a given

spatial length, it is useful to introduce a new parameter called linear phase slope. It is defined, at

an observation point ~P , as the derivative of field phase Ψ(ρ, φ, z) with respect to a curvilinear co-
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ordinate of unit metric coefficient, q, defined on a circle centered on the beam axis and orthogonal

to it:

L(P) =
∂Ψ(ρ, φ, z)

dq
(6.3.1)

The linear phase slope relates to the length of an array required to experience a given phase shift

from one end to the other; the relationship between linear phase slope and antenna size will then

assess the Rx performance as a space-division de-multiplexer.

When the local curvature of the region occupied by Rx is negligible, then, with a suitable choice

of the reference system, q can be replaced by a cartesian coordinate, x; as will be done several

times (Fig. 6.2). When dealing with a field whose phase is a function of two spatial coordinates,

the concept of phase slope can be generalized, and a phase gradient can be defined, (see the

next section).

6.3.1 Importance of the phase slope parameter

To stress the importance of the phase slope parameter, it is useful to examine a practical example

based on MIMO formalism, (App. C). As a proof of concept, consider a set of N arbitrary chan-

nels. Let L(n), (n = 1, . . . , N), denote the phase slope induced by the n-th channel at a given

observation point, along a given direction, x (1 D case). The phase factors observed at a set of

M receiving points, s(m), (m = 1, ...,M), aligned along a Rx axis, can be organized as an M ×N
channel matrix: H =

{
eiφ(m,n) = eis(m)L(n)

}
. Whatever the receiving positions s(m), the matrix

rows differ from one another only because of L(n). Now, consider a MIMO receiver. In its simple

zero-forcing solution, it tries to recover each channel, interference-free, recombining the received

signals through H+, the pseudo-inverse [105] of H.

When two channels have the same phase slope, it can be shown by properties of the Singular

Value Decomposition of H [143], that the pseudo-inverse is unable to satisfy H+H = I, where I

is the identity matrix. Off-diagonal terms appear, and this entails inability to resolve two (or more)

channels.

In case of two phase slopes very close to each other but not exactly equal, the pseudo-inverse

matrix formally exhibits H+H = I , but noise enhancement arises instead: H+ can be computed

via SVD, but the involved channels yield (at least) one singular value λi close to zero. The input

noise power is thus amplified by a factor |λi|−2, that drastically reduces the available signal-to-

noise ratio (SNR).

This reasoning shows that providing significantly different phase slopes is a major target, in

the design of a Tx for spatial-multiplexing, regardless of the Rx array conformation.

Clearly, the concept of phase slope has a practical meaning only when applied to iso-frequency

channels. The dominant parameter for assessing the discriminability of channels is, in such a

case, the difference of phase slopes. Indeed, it is obvious that a common phase slope can always
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be factored out from H, leaving a “core” matrix where only differences appear in the phase factors

of the various elements. Therefore, a fair parameter in the comparison between systems is, for

instance, the overall size of a Tx array, (or of a Tx antenna), required in order to achieve a given

difference of phase slopes. In the following, for simplicity, when dealing with arrays, each element

will be supposed to be negligibly small with respect to the array size, in order to neglect the

elemental radiation pattern.

6.4 Phase slope of a point source

An ideal point source (isotropic radiator) is the basic ingredient for designing a general communi-

cation system: its uniform radiation pattern highlights the role of geometrical phase delay as the

foremost factor affecting the channel matrix. The simplest way to use it is as element of two paral-

Figure 6.3: Linear phase slopes LA and LB at the observation point ~P = xP x̂ + zẑ generated by
two point sources (A and B), in a standard MIMO configuration with spacing 2s.

lel one-dimensional linear arrays, Tx and Rx, although the forthcoming reasoning and conclusions

can be extended to a 2D placement too. For this reason, it is interesting to calculate the phase

slope along the Rx array axis, x, at a distance z from the center of Tx, the z axis being orthogonal

to the x one. Let x = s for the transmitting point source, x = xP for the receiving element under

86



6.5. PHASE GRADIENT OF A LAGUERRE-GAUSS BEAM

consideration (the observation point), x = 0 at the centers of both arrays, as shown in Fig. 6.3.

Clearly, by applying Pythagoras theorem,

Ψ(xP ) = −k
√

(s− xP )
2

+ z2 = −kz

√
1 +

(
s− xP
z

)2

(6.4.1)

If Rx is very far from Tx so that s−xPz � 1, (as in long range systems), the following approximation

holds:

Ψ(xP ) ≈ −kz − k (s− xP )
2

2z
(6.4.2)

The linear phase slope of Eq. 6.3.1 can be computed neglecting the curvature of the curvilinear

coordinate and assuming q ≈ x; as a consequence, the linear phase slope at midpoint, xP = 0,

reads:

LMIMO =
∂Ψ

dq

∣∣∣∣
q=0

= k
(s− xP )

z

∣∣∣∣
xP=0

= k
s

z
(6.4.3)

which depends linearly on s. This confirms that in conventional MIMO systems the phase slope

at Rx increases if the Tx antenna spacing increases. Hence, to achieve a given total phase

shift, a bigger Tx enables a smaller Rx. Incidentally, this remark confirms that the phase slope

in conventional MIMO systems is a purely geometrical effect, due to the relative placements of

array elements, and irrespective of properties of the individual antennas, as long as their radiation

pattern is approximately constant over the whole receiver.

6.5 Phase gradient of a Laguerre-Gauss beam

As mentioned before, the LG beams here examined are characterized by an electric field uniformly

polarized, so that it is proportional to the scalar field of Eq. 6.2.1, which satisfies the wave equation

in the paraxial approximation. The in-plane components of the phase gradient, in the far field,

can be computed in cylindrical coordinates from the argument of Eq. 6.2.1. However, the axial

symmetry of the beam can be exploited: it is sufficient to evaluate only the x, y components of

the phase gradient on the −y axis (corresponding to φ = −π/2 according to Fig. 6.1). It is

straightforward to derive, from Eq. 6.2.1, the phase slope for a generic point identified by the θ

angle (Fig. 6.4):

∂∠LGp,`(~P )

∂x

∣∣∣∣∣
x=0;y=−z tan θ

=
1

ρ

∂∠LGp,`(~P )

∂φ

∣∣∣∣∣
ρ=z tan θ

= − `

z tan θ
(6.5.1)

∂∠LGp,`(~P )

∂y

∣∣∣∣∣
x=0;y=−z tan θ

= − ∂∠LGp,`(~P )

∂ρ

∣∣∣∣∣
ρ=z tan θ

= k tan θ, (6.5.2)
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Figure 6.4: Schematic representation of the doughnut-shaped radiation pattern of a single ` = 6
LG beam generated by an antenna of 2RA diameter.

where ∠ represents the argument operator and, being in far field, w(z) ≈ 2z
kw0

when zR � z.

The value of θ which corresponds to the doughnut maximum, θM , is simple to compute for a

single-ringed OAM beam (radial index p = 0) from Eq. (3) in [142]:

θM =

√
2 |`|
kw0

. (6.5.3)

The final expression can then be obtained letting θ = θM in the previous equations. This step

is left for the next subsection, where it fits as a particular case of a wider problem, and will be

accompanied by additional comments which apply also to superpositions of LG beams.

6.6 Phase slope of a superposition of concordant and con-
secutive Laguerre-Gauss beams

The linear momentum radiation pattern of a pure LG beam, sketched in Fig. 6.4, has an intrinsic

drawback: in the far field power spreads uniformly over an annular radiation lobe, whose cross

section is much wider than any practical receiving antenna. This entails a power budget that can

be significantly worse than in ordinary radio links. To mitigate this effect, a coherent superposition

of LG beams has been proposed in Chap. 4, which involves N = |`max| − |`min|+ 1 consecutive

LG modes, from `min to `max all with the same sign. The N modes carry equal powers and

have equal beam waists, w0. This yields a much better confined main radiation lobe, while, at the

same time, the field phase variations on a transverse plane are essentially those of the highest-

order mode involved in the superposition, `max. An example is shown in Fig. 6.5 and explains

why the jargon name for such a beam is “smile”. In Chap. 4, a quantity called azimuthal phase

slope, Aps = ∂Ψ
dφ , has been defined, where Ψ is the argument of the (uniformly polarized, hence
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Figure 6.5: Magnitude (left) and phase (right) of a coherent superposition of ` = 1, ` = 2 and
` = 3 LG beams with same beam waist (w0 = 11cm) and equal unitary power. The 3-dB contour
(black) is also overlayed on the phase plot as reference.

scalar) electric field, and estimated to be, on average in the main lobe, Aps ≈ `max, which reflects

the fact that Ψ would make `max complete (from 0 to 2π) turns while the observation point goes

around a circular path, φ ∈ [0; 2π]. To transform this azimuthal phase slope into a linear one,

it is necessary to consider the radial coordinate of the observation point - quite likely, placed at

the field amplitude peak. An exact expression for the coordinates of the maximum intensity is,

unfortunately, not available; it would require the roots of a high-degree polynomial. However, it

has been shown in Chap. 4 that the following expression is a good approximation for the radius

of a circle close to the peak:

s(z) = w(z)

√
N + 1

2
+
∣∣`min∣∣ ≈ 2z

kw0

√
N + 2|`min|+ 1

2
(6.6.1)

This yields the following linear phase slope (from 6.3.1), as a function of the beam waist radius

shared by all the superimposed modes, w0:

Lsuper =
2πA

2πs(z)
≈ kw0`max

2z
√

N+2|`min|+1
2

(6.6.2)

By Love’s equivalence theorem, [19], the total field on the origin z = 0 plane can be used as

a continuous equivalent distribution of electric sources radiating the same far field for z > 0.

Assuming that the field source (Tx antenna) has a radius RA equal to the spot size of the field

located at z = 0,

RA = s(0) = w0

√
N + 2|`min|+ 1

2
, (6.6.3)
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then w0 can be expressed as a function of RA, and replace into Eq. 6.6.2. The final result is:

|Lsuper| ≈
kRA
z

|`min|+N − 1

N + 2|`min|+ 1
≤ kRA

z
(6.6.4)

where the last inequality becomes a good approximation (as an equality) when |`min| is much

smaller than N . So, the linear phase slope has an upper bound that is proportional to the source

size RA, and independent of the OAM characteristics (`min and N ). Notice that this result holds

also in the case of a single LG beam, i.e. for N = 1, `min = `max, with w0 as the beam waist.

6.7 Phase slope of a generic OAM beam

As introduced in the first chapter, there exist several type of paraxial OAM beams, in addition to

LG ones, that can be analytically described. They are all considered in the Circular Beams (CiBs)

expression [39, 144], that is the most general solution with OAM of the paraxial wave equation. In

fact, by properly setting the CiBs parameters, one can determine the specific analytical expression

for a particular beam type as: the standard [145] or elegant [146] Laguerre Gauss beams, Bessel

Gauss beams [147], optical vortex beams [51] and others [39].

However, because of the completeness and the bi-orthogonality of LG beams [6] with respect

to both ` and p parameters, a generic field carrying an OAM quantity equal to `, in a cylindrical

reference system, can be represented by a superposition of normalized LG modes as [144]:

E`(ρ, φ, z) = A(ρ, φ, z) exp (−i`φ) =

∞∑
p=0

apLGp,`(ρ, φ, z) (6.7.1)

where ap are complex amplitude factors and each LG beam is described by Eq. 6.2.1. Moreover,

for simplicity but without loss of generality, the ap coefficients can be assumed to be normalized

such that
∑∞
p=0 |ap|2 = 1.

As for the previous section, it is not possible to determine, analytically, the radial position rmax
of the field maximum intensity. However, as discussed in Chap. 4, a good estimation of rmax can

be obtained calculating the field occupancy size s(z) as:

s(z) =

∫ ∞
0

∫ 2π

0

ρ2|E`(ρ, φ, z)|2ρdρdφ =

∫ ∞
0

∫ 2π

0

ρ2

∣∣∣∣ ∞∑
p=0

apLGp,`(ρ, φ, z)

∣∣∣∣2ρdρdφ (6.7.2)

that with some calculations leads to:

s(z) =

√
w2(z)

2

[
1 +

∣∣`∣∣+ Φ−<
(
e2iζ(z)β

)]
(6.7.3)

with

Φ = 2

∞∑
p=0

p
∣∣ap∣∣2 (6.7.4)
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and

β = 2

∞∑
p=0

√
2p
(
|`|+ p

)
apa
∗
p+1 (6.7.5)

Hence, considering Eq. 6.7.3 and the fact that the field phase is characterized only by the exp (i`φ)

term (which describes ` turns from 0 to 2π around the beam propagation axis), the phase slope

near the field peak can be expressed as:

Lgen =
2π`

2πs(z)
=

√
2πw0`

zλ
√

1 + |`|+ Φ + <(β)
(6.7.6)

However, to complete the phase slope calculation, it is necessary to link the beam waist w0 with

the antenna size RA. Unfortunately, in this case, E`(ρ, φ, z) is a completely general field and it

can not be assumed that its minimum size smin is equal to s(0), as for the consecutive LG beams

superpositions in the previous section. For this reason, first of all, it is necessary to minimize Eq.

6.7.3 with respect to z. After some calculations, it can be found that:

RA = smin =
w0√

2

√√√√(1 + |`|+ Φ
)2 − ∣∣β∣∣2

1 +
∣∣`∣∣+ Φ + <(β)

(6.7.7)

Hence, the phase slope can be expressed as:

Lgen =
2π`

2πs(z)
=
kRA
z

`√(
1 + |`|+ Φ

)2 − ∣∣β∣∣2 (6.7.8)

where the square root term can be expressed as:

√(
1 + |`|+ Φ

)2 − ∣∣β∣∣2 =

√[(
1 + |`|+ Φ

)
+
∣∣β∣∣][(1 + |`|+ Φ

)
−
∣∣β∣∣] (6.7.9)

Now, considering that β = 2
∑∞
p=0

√
2p
(
|`|+ p

)
apa
∗
p+1,

∑∞
p=0 |ap|2 = 1 and using the triangle

inequality [148], it can be proven that√(
1 + |`|+ Φ

)2 − ∣∣β∣∣2 ≥ 1 + |`| (6.7.10)

For this reason, the final expression of the phase slope is equal to:

Lgen ≤
kRA
z

`(
1 + |`|

) ≤ kRA
z

(6.7.11)

As can be observed, also in this case the phase slope does not depend by the OAM value carried

by the field but only by the transmitting antenna size. Moreover, the same result can be obtained

also considering non paraxial beams that are characterized by a greater divergence rate with

respect to paraxial ones.
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6.8 Comparison

In their simplest form, Eq. 6.4.3, 6.6.4 and 6.7.11 state that, in order to achieve a certain phase

slope, the only parameter to be modified is the transmitting antenna size, regardless the field

carries OAM or not. More in detail, looking at the examples previously introduced, the MIMO

placement in Fig. 6.3 requires a spacing equal to the diameter of a circular OAM antenna, which

can be implemented, for example, with a circular array. Circular OAM antennas, however, involve

a 2D distribution, whereas the considered MIMO array is 1D. So, comparison seems to be in favor

of the latter but, on the other hand, many more OAM channels can be radiated by the 2D structure

and the comparison becomes more complicated. General 2D distributions allows for one more

direction along which phase gradients can exist, but this is subject to the same constraints and

the overall phase-squeezing capability of such an OAM system still equates that of a 2D MIMO

setting.

For all these reasons, the capabilities of the two communication approaches (OAM and MIMO)

are confirmed to be equal, also using coherent superpositions of LG beams, which had been

postulated to be a tool for improving performances of OAM systems thanks to their reduced source

size. The same conclusion applies also to higher order OAM modes, as proven in the last section

by examining general OAM fields.

These results perfectly agree with a previous investigation performed by Edfors et al. [12]

which was restricted to circular arrays. They developed their formal study by considering a 2D

MIMO distribution with circular arrays (both in Tx and Rx) and proving that the MIMO eigenmodes

coincide with simple superpositions of OAM-carrying modes, i.e. the two approaches are equiv-

alent. The comparison performed in this chapter, on the other hand, investigates general OAM

antennas and allows to consider also one-dimensional source distributions. Moreover, it is inde-

pendent of the antennas configuration.

6.9 Conclusions

To summarize, an OAM-based MIMO radio system is equivalent to a conventional MIMO one,

under the viewpoint of channel spatial multiplexing. In fact, the capability of “squeezing” phase

information into small space regions, where to place the receivers, is essentially the same for the

two approaches and only depends by antennas size. These results, however, are restricted to line

of sight reflection free communication systems and well apply to long range point-to-point links.

In conclusion, the choice between OAM and conventional MIMO appears to be essentially a

matter of signal processing complexity, when present-day detectors sensitive to power density, i.e.

linear momentum of the EM field are used. The performances of OAM systems may be improved,

in the future, studying for new antennas sensitive only to angular momentum.
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Chapter 7
Opposite-sign OAM modes
superpositions

This chapter examines opposite-sign OAM modes superpositions and their application to telecom-

munication systems. Opposite sign superpositions, in fact, are characterized by simpler and more

regular field distributions, with respect to single OAM modes, and can simplify both transmission

and reception of an OAM-based multiplexing link. To test these characteristics, various outdoor

experiments in a real urban environment are performed, together with a theoretical comparison

between OAM-based and MIMO-based communication systems.
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7.1 Introduction

Previous chapters examined how OAM fields can be applied to long range radio communications

in order to implement multiplexing systems. The analysis identified the main advantages of this

application and also the most critical aspects, like the partial orthogonality exploitation when only

a small portion of OAM field is received. Moreover, it has been shown that OAM based systems

has the same communication capacity of MIMO ones; the main differences between the two

approaches only rely on antennas configuration and on the intrinsic orthogonality of OAM modes

that can be exploited directly at physical layer, without digital post processing.

As previously observed, the full reception of single OAM modes over long distances is not a

simple task, mainly for two reasons: the large size of fields due to diffraction and the spiral phase

distributions. To simplify this last problem, it will be examined, in this chapter, a new approach

to OAM modes transmission. It relies on the dramatic simplification of the field phase distribution

in space that is obtained if one radiates, instead of one single wave characterized by an integer

OAM value, two superimposed waves with equal amplitudes and opposite values of their OAMs.

The two counter-rotating helices, both propagating through ẑ in a cylindrical reference system

(ρ, φ, z), generate a “standing wave" in the azimuthal direction. Different OAM values can then

be discriminated simply by counting the number of peaks (and/or nulls) around a closed path

concatenated with the propagation axis z - e.g., a circle lying on a constant-z plane [8].

The theoretical equivalence, in terms of capacity, between this approach and the use of indi-

vidual OAM modes, has been already discussed both in Chap. 6 and in [12]. Still, it has been

considered that this approach was worth an experiment - to the best of today knowledge, un-

precedented - since it has some potential advantages. First of all, it releases the receiver from the

burden of accurate phase measurements. Second, a further benefit can be exploited if a circular

antenna array is used as the radiating element. In fact, in the single-OAM-mode approach, signals

feeding the individual antennas must obey strict phase requirements; hence, the bandwidth of the

array is limited by that of the phase shifters encompassed in its feeding network. In the “plus

and minus `” configuration one phase shift of 180◦ is enough and, as well known, this can be a

geometry-based built-in property of suitable microwave junctions, which can increase significantly

the array bandwidth. A third potential benefit may stem from the fact that the field of a standing

wave vanishes identically over |`| longitudinal planes (i.e., planes passing through the propagation

axis). If the antennas are designed so that one of these planes coincides with a discontinuity in

the medium, (typically, the ground), propagation may be immune to reflection on this plane.

In the following, it will be reviewed the basic features about the superposition of two OAM

modes with equal amplitudes, equal absolute values, but opposite signs of topological charge.

Their properties will be outlined using, once again, the Laguerre-Gauss beams. Then, it will be

presented the criteria adopted in the design of a series of experiments performed at the unlicensed
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Figure 7.1: Top view of the experimental communication link performed in Cologno Monzese. The
link length is about 100m. Note that the experiment has been performed in an urban environment.

frequency of 17.2GHz, on an outdoor link (see Fig. 7.1), about 100m long, on the premises of

SIAE Microelettronica S.p.A. in Cologno Monzese, Italy. Finally, the experimental results will be

presented together with a comparative analysis with state-of-the-art MIMO systems.

7.2 Opposite sign superpositions properties

As written above, probably the simplest way to describe the basic properties of OAM-carrying EM

waves is through Laguerre-Gauss (LG) beams. From previous chapters, it is known that the field

of such beams can be described as:

E(ρ, φ, z)p,` =
A

w(z)

(√
2ρ

w(z)

)|`|
L|`|p

(
2ρ2

w(z)

)
e−i`φ

· e−
ρ2

w2(z) e
−ikρ2
2R(z) ei(2p+|`|+1)ξ(z)

(7.2.1)
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where all the parameters keep the same meaning previously described and the term exp(−i`φ)

characterizes the OAM quantity carried by the field. This latter term is also contained in the

mathematical description of other fields, different from LG beams but carrying OAM, as observed

in Chap. 6. From now on, for simplicity, only LG beams will be considered but this does not entail

any loss of generality.

Figure 7.2: Examples of superpositions of opposite-sign OAM modes. First column: intensity
distributions of the electric field. Second column: phase distributions. Third column: shape of
the phase front. Intensities and phases are evaluated on z = 0 plane of the cylindrical reference
system previously introduced.

Let’s now focus on the superposition (either sum or difference) of two LG beams whose OAM

values are equal to +` and −`, respectively, while all their other parameters are equal. Two ex-

amples, for different values of `, are shown in Fig. 7.2 where the first column shows intensity

distributions of the electric field; the second one shows phase distributions on a plane perpendic-

ular to the propagation axis, and the third one shows sketches of the shape of the phase front.

The resulting polarized component of electric field ETOT = E+` ± E−` can be expressed, using
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Euler’s rule, as:

ETOT (ρ, φ, z) =
2A

w(z)

(√
2ρ

w(z)

)|`|
L|`|p

(
2ρ2

w(z)

)(
cos(`φ)

i sin(`φ)

)
· e−

ρ2

w2(z) e
−ikρ2
2R(z) ei(2p+|`|+1)ξ(z)

(7.2.2)

This equation shows that, owing to well-known features of the cosine and sine functions, the

superposition field has the following properties:

• it consists always of an even number of 2|`| lobes of equal azimuthal width, separated by

2|`| field radial nodes;

• within each lobe the field phase is constant, (evaluated on a spherical surface centered in

(x,y,z)=0 and with radius equal to R(z));

• the phase difference between adjacent lobes is always equal to 180◦.

These new fields form a complete orthogonal basis for ` from 0 to ∞. Like conventional LG

modes, their orthogonality can be exploited for channel multiplexing; the difference with respect

to [8, 56], or Chap. 3 consists in that each channel is now associated with a combination of two

OAM states of equal |`|. From now on, for simplicity, the field resulting from such superpositions

will be referred as the |`|-th one, specifying, whenever necessary, if it is originated by the cosine

or by the sine term.

It is evident that such fields are much simpler, in terms of phase distribution, than the “parent"

ones. If suitably exploited, this simplification can be advantageous because phase detection at

microwave frequencies is, in general, more demanding than intensity detection. Moreover, special

attention must be addressed to the case where sources and detectors are arranged in uniform

circular arrays because of their versatility; in this case the advantages of the “plus and minus

` combination” are most evident [12]. Indeed, to radiate a field with a uniquely defined OAM,

equal to `, the currents feeding the array elements must satisfy two conditions: they must be all

equal in intensity and the incremental phase shift between two adjacent elements must equal

∆φ = 2π`/Nant, where Nant is the number of antennas in the array, which must satisfy:

Nant ≥ 2`+ 1 (7.2.3)

to ensure an acceptable sampling of the generated field [66].

Although the intrinsic benefits of the superpositions are known, it can be useful to recall them

briefly:

• for a circular array to radiate a superposition mode, its feeding network does not require

any phase shifter. On the contrary, to generate a single +` OAM mode, the feed signal for
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the n-th antenna requires a factor e−i`φn (φn being the angular position of that antenna),

i.e. one phase shifter per antenna. To realize the (+`, −`) superposition, the only phase

shift that is needed is of 180◦: at least in principle, it is enough to reverse the signal polarity.

A practical solution can be to insert a λ/2 - long guiding element (whose price, though, is

to limit the tuning bandwidth of the setup) or to use other devices, like couplers or splitters

[149]. Clearly, attenuators are needed, since the feed signal for each antenna must be

proportional to cos(`φn) or to sin(`φn), but a network without phase shifters is more robust

and less expensive;

• one circular array - provided its antennas are numerous enough - can be easily implemented

to radiate simultaneously two or more superposition modes, corresponding to two or more

values of |`|. The various feeding signals can be simply summed at the terminals of each

array element. Conversely, simultaneous radiation of two or more single +` OAM modes re-

quires, for each array element, as many phase shifters as the OAM modes, or, alternatively,

two or more concentric circular arrays, one for each mode - a highly unpractical solution;

• the tidy shape of the fields is beneficial at the receiver. In particular, it is simple to identify

how to align the receiving antennas. Furthermore, in a full duplex link, due to its symmetry,

the feed network which connects the antennas to the radio is identical both at transmitting

and receiving side. (If the link is full duplex, each array act as transmitter and need a network

composed by attenuators and guiding elements to generate the proper field distributions.

On the contrary, if the link is half duplex, only λ/2 - long guiding element are required in the

receiving array network to correctly combine the contributions sampled by the antennas; no

attenuators are needed. Finally, only for simple special cases in which the arrays antenna

number allows to avoid the use of attenuators, the feeding network of both receiving and

transmitting arrays are identical, also in the full duplex configuration).

7.3 Experimental Setup

From now on, for simplicity, only the sums of LG modes and so the cosine functions will be

considered, unless the contrary is explicitly stated. Starting from what has been exposed in the

previous section, it has been planned a set of experiments whose aim was a preliminary test of this

channel multiplexing scheme at microwave frequencies. Therefore, two different double channel

half duplex links have been built. The links are based on the following OAM modes configurations:

|`| = 1 (synthesized with two and four antennas) and ` = 0 for the first one and |`| = 2 and ` = 0

for the second one.
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7.3.1 Array design: theoretical background

Propagation of an ideal LG beam is schematically illustrated in Fig. 7.3A, where the field travels

from left to right focusing at the z = 0 plane. Notice that the transmitting and the receiving set-

ups are placed on the opposite sides of the beam waist plane, z = 0. The first problem to be

considered is how to generate a reasonable approximation of such a field using a single-ring

circular array with a finite number of antennas, and how to detect it with another identical array.

Also the radius of the arrays was a point of major practical concern. So,

• it has been supposed to use directional antennas, e.g. parabolic ones;

• it has been tried to reproduce the focusing effect that a LG beam exhibits on the l.h. side of

its waist plane z = 0, by tilting slightly the parabolic antennas of the transmitting array;

• the distance between the transmitting (Tx) and receiving (Rx) arraysD has been set equal to

twice the Rayleigh range, zr[31]. Since zr represents the region where the beam divergence

is minimal, this choice is believed to make the whole system as compact as possible. At

the same time, it provides a simple, straightforward rule for the antenna tilts: owing to LG

beams properties, the axes of the transmitting parabolas must converge at the center of the

receiving array, and vice-versa[150]

The antennas of the Tx and Rx arrays should be placed, radially, where the field intensity

reaches its theoretical peak. The field maximum intensity position can be found by calculating the

zeros of the derivative of Eq. 7.2.2 with respect to the ρ coordinate. It is simple to derive, with

straightforward algebra, the radius of the arrays:

rarr =

√
`
2Dλ

π
(7.3.1)

Hence, the optimum array radius depends on the link length and on the chosen OAM value. As

the distance between the available sites is about 100m, and the tests were to be performed at the

unlicensed frequency of 17.2GHz, the resulting theoretical array radius for the |`| = 1 experiment

is r|`|=1 = 0.52m, while for the |`| = 2 it is r|`|=2 = 0.73m. The trade-offs imposed by practical

constraints will be pointed out in the following. Clearly, the channel multiplexing experiments

become more meaningful if the conventional ` = 0 mode is transmitted over the same path, at the

same time. To do this, it has been decided to use a pair of dedicated parabolic antennas, placed

at the centers of the two arrays. Alternatively, one could use the arrays themselves, with all their

elements fed in phase. The power budget for the ` = 0 mode link will be lower, (theoretically, by

12dB if only one dedicated element is used). Nonetheless, since there were no power-limits in this

experiment, the first approach was preferred because it greatly simplifies the feeding networks,

and avoids signal pre- or post-processing for the ` = 0 mode.
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Figure 7.3: A) propagation of a Laguerre-Gauss beam; the green area represents the Rayleigh
range. B) scheme of the communication link and sketch of the desired field distribution. C)
photograph of the actual array.

7.3.2 Experiment design: practical trade-offs

Following the criteria described above, two identical arrays consisting each of 4 parabolic anten-

nas (diameter equal to 360mm) have been built and mounted on a cross-shaped steel structure

(see part (C) of Fig. 7.3). The array radius (length of the cross arm) was 0.95m, significantly

different from the ones calculated in the previous sub-section. In fact, technical and infrastructural

constraints in the horizontal arm of the cross did not allow to implement the optimum values. Sim-

ilarly, it has been necessary to use the same array radius for both experiments. Consequently, the

following results can be looked at as a test of robustness to system impairments.

The signal feeding networks, schematically shown in in Fig. 7.4, consist of passive elements,

namely, flexible waveguides, 2-way splitters, and attenuators. Special attention was paid to the

length of the feeding waveguides. Branch length differences larger than λ were carefully avoided,

to prevent digital modulation inter-symbol interference. The maximum allowed branch length dif-

ference was of λ/2, required for signal phase inversion. As signal source, for each channel, com-

mercially available outdoor transmitting/receiving radio units manufactured by SIAE Microelettron-

ica, (ALFOplus series [118]), have been employed. They are completely settable in all parameters
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Figure 7.4: Connection schemes: A) transmitting and receiving |`| = 1 with two antennas; B)
transmitting and receiving |`| = 1 with four antennas, C) transmitting and receiving |`| = 2 with
four antennas. In all schemes, for simplicity, the central antenna dedicated to the ` = 0 mode is
omitted. Red lines represent waveguides connections while the green elements are the two-way
splitter/combiner.

of interest (transmitted power, QAM constellation scheme, carrier frequency, channel bandwidth,

etc.).

Notice that, while the sampling rule of Eq. 7.2.3 seems to indicate that generating the |`| = 2

state would require at least 5 antennas, the experimental array consists of only 4. This apparent

paradox is easy to resolve: the fifth antenna would be essential to discriminate the ` = +2 from

the ` = −2 mode, but for their superposition 4 antennas are enough. In fact, it is not possible

to distinguish the exp(i2φ) function from the exp(−i2φ) one when only four sampling points are

used. On the contrary, 4 points are enough to reproduce the behavior of the cos(2φ) function.

Similarly, also 2 antennas are enough to generate the |`| = 1 field. This statement is confirmed

by the data reported below.
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7.3.3 Experiment simulations

The previous sub-sections pointed out why there are discrepancies between the theoretical opti-

mum design of the experimental set-up, and its practical layout. Consequently, numerical simu-

lations of the field distributions radiated by the actual arrays are highly recommended as bench-

marks for the experimental data. All the simulations of |`| = 1 (with two and four antennas) and

|`| = 2 modes were made with the Method of Moments (MoM). Field intensities and phases were

calculated on four planar surfaces of suitable size, orthogonal to the direction of propagation and

located, respectively, at 25, 50, 75 and 100m from the transmitting array. The fields at the receiver

distance (100m) are to be compared with predictions based on LG beam analytical theories.

The results shown in Fig. 7.5 confirm the basic expectations previously exposed, i.e. the

proper number of lobes, separated by nulls and with phase differences of 180◦. Still, the agree-

ment with LG beam theory is only qualitative, as shown, for example, by the presence of sec-

ondary lobes, which appear to be due to the fact that these arrays sample LG beams in a too

gross way. Simulations indicate also that the size and the precise location of the main lobes

at the receiver do not coincide with LG-based theoretical expectations. There are at least two

non-mutually-exclusive explanations for these discrepancies. The first is the already mentioned

different size of the array, with respect to the optimum one. The second one can be identified an-

alyzing the simulated field plots at intermediate distances, along the link. They do not exhibit any

indication of the focusing at mid path shown in Fig. 7.3A. This discrepancy has been interpreted

as an indication that the parabolic antennas composing the array are not numerous enough to

emulate a wavefront of a LG beam. Finally, notice that for |`| = 1, if one sticks - as made in these

simulations - to the design criteria described in the previous section, then the receiving antennas

turn out to be, roughly, on the top of a secondary lobe, not on the main one. This is expected

to entail a slight deterioration of the power budget. Nonetheless, it has been decided to proceed

with the experiment, given that its main purpose, (to demonstrate OAM-based space-division

multiplexing), was compatible with this deteriorated power budget.

7.4 Results

Before starting the communication tests, the received electric fields have been mapped, to com-

pare them with simulations. Each intensity was sampled along a vertical line passing through

the center of the receiving array. A typical example of these measurements, (intensity distribution

of the |`| = 1 field generated with two vertical antennas, as in Fig. 7.4A), is shown in Fig. 7.6.

Comparing this with the simulation data extracted from Fig. 7.5A, a very good matching can be

observed.

After repeating this operation with the other transmission modes, and checking that the align-
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Figure 7.5: Electric field distributions of various OAM modes superpositions calculated on a 4m x
4m planar surface centered on the receiving array position, 100m from the transmitting array. A)
field of |`| = 1 synthesized with two antennas; B) field of |`| = 1 synthesized with four antennas;
C) field of |`| = 2 synthesized with four antennas. The main lobes of each field magnitude dis-
tribution, depicted in the left column, are encircled with dashed lines. On the contrary, the array
configurations used in the simulations are depicted in transparency over the phase distributions
of the right column.
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Figure 7.6: Simulated (blue dashed line) and measured (red dots) |`| = 1 field along a vertical line
at the center of the receiving array. The |`| = 1 mode is generated with two antennas.

ment of the receiving array is correct, the transmission tests over the three link configurations

described in the previous sections started according to the following procedure:

1. implement the feeding networks of the arrays according to the desired value of |`|;

2. set the configurable radio units to transmit their simplest modulation format (4-QAM) and

minimum bandwidth (B = 4MHz), this configuration clearly being the most robust;

3. set the transmitted powers as to equalize the received powers for the two simultaneously

transmitted modes. This operation is essential, given that the two modes are radiated by a

different number of antennas and, furthermore, the radii of the Tx and Rx arrays (see the

previous sections) do not correspond to the points of field maximum intensity, given by Eq.

7.3.1;

4. check the equality between the measured and the calculated link budgets;

5. check, with a Vector Network Analyzer (VNA), that the outputs at the terminals of all receiv-

ing antennas have the expected intensities and phases. More precisely, check the 180◦.

phase shifts, and equal intensities;

6. record the Signal to Noise and Interference Ratio (SNIR) of each channel and the relative

modulation scheme;
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7. go back to 2), and repeat all the previous points, increasing gradually the complexity of the

modulation scheme and the signal bandwidth. The constellation schemes are: 4 - 16 - 32 -

64 - 128 - 256 - 512 - 1024-QAM; the available bandwidths are 7 - 14 - 28 - 56 MHz.

Typical examples of the collected data are shown in Figs. 7.7 and 7.8. Fig. 7.7 reports an

Figure 7.7: SNIR of the |`| = 1 channel for a transmitted signal with bandwidth from 7 to 56 MHz.

example of the SNIR behavior for the double link based on the |`| = 1 (with 2 antennas) and ` = 0

OAM modes. In particular, it depicts the SNIR variation of the |`| = 1 channel for a transmitted

signal with four different bandwidth. The values are between 24 and 36 dB, and the maximum

reached modulation scheme is 256-QAM. As can be observed, the SNIR values decreases as

the signal bandwidth increase. Notice that these results refer to the first test, in which the antenna

feed signal intensities and phases were carefully controlled; conversely, a careful equalization of

the feeding waveguide lengths was overlooked. The residual length unbalance was responsible

for inter-symbol interference at the receiving side, which deteriorated the reception quality, and

limited the reachable SNIR level. After equalizing more carefully the waveguide lengths, it was

possible to push the modulation schemes to their highest values. An example is reported in Fig.

7.8, which shows the SNIR behavior for the double link made with the |`| = 2 and ` = 0 OAM

modes. It shows an increase in SNIR up to about 35dB; moreover, the maximum modulation

scheme, achieved with error-free performance, improved up to 1024-QAM. The same behavior

was found for the SNIR in a double link based on the OAM modes ` = 0 and |`| = 1 synthesized

with four antennas.
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Figure 7.8: SNIR of the half-duplex double-channel link based on the |`| = 2 and ` = 0 OAM
modes. Transmitted signal bandwidth: 7 and 14 MHz. Inset: examples of constellation schemes;
from left to right: 16-QAM, 32-QAM and 64-QAM.

7.5 Comparison with theoretical models

A theoretical analysis of ideal performances of the setups previously described will now be pre-

sented. All the setups are assumed to keep the same Tx and Rx antenna configuration, over

the same distance. The mathematical model, used to make the performances evaluation, has

been derived using the classical MIMO formalism based on linear algebra and on the ray trac-

ing characterization of the communication channel. The approach is the same adopted in [12]:

different link configurations are compared with the same Single Input Single Output (SISO) link,

used as reference. In this way it is possible to find the configuration that gives the best perfor-

mances with respect to the same reference. The comparison can be based on various metrics

parameters, for example: the overall system capacity, the Signal to Noise and Interference Ratio

(SNIR) of each channel, the power gain of each channel, etc. In particular, in [12] the comparison

parameter is the system capacity; on the contrary, here it will be considered the SNIR. Let’s now

switch to the results obtained from the comparative study; more details and a full description of

the mathematical model can be found in App. C.

The results report the SNIR variation ∆SNIR of each channel with respect to a common SISO

link characterized by a Signal to Noise Ratio of 30dB. Firstly, it has been examined the OAM-

based system, where each data stream is associated with an OAM mode. In particular, as in

the experiments, the ` = 0 mode was associated to a single antenna and not to the whole array.
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Next, the evaluation has been repeated for a conventional MIMO system with the same channels

number and antenna configuration. In this case, the mathematical model has been configured to

implement a Channel State Information (CSI) MIMO, both at the transmitter and at the receiver

[105]. This choice means that the benchmark for the OAM-based system is the best performing

MIMO system, perfectly adapted to the antennas configuration. From theory, it is well known that a

similar MIMO scheme can support more channels, theoretically, as many as the antennas. But, in

spite of this, the examined MIMO configurations have been restricted to the same channel number

as the OAM ones, given that comparison between the systems is based on channels SNIR and

not on the overall capacity. The calculation results are reported in Table 7.1.

Table 7.1: ∆SNIR of the OAM based links and of the MIMO based ones.
Array radius Link channel Antennas per channel ∆SNIR

r = 0.52m |`| = 1 2 4.3dB

` = 0 1 0dB

r = 0.52m |`| = 1 4 4.3dB

` = 0 1 0dB

r = 0.52m MIMO-ch1 3 7.8dB

MIMO-ch2 3 4.3dB

r = 0.73m |`| = 2 4 8.5dB

` = 0 1 0dB

r = 0.73m MIMO-ch1 5 10dB

MIMO-ch2 5 8.5dB

First of all, considering only the OAM links, it is clear that the ∆SNIR of the ` = 0 channels is

always equal to zero. This confirms the fairness of the adopted mathematical model, since each

` = 0 channels is identical to the reference one. Moreover, the ∆SNIR for the |`| = 1 channels does

not depend on the number of antennas involved in the mode generation, (the equivalence between

2- and 4-element |`| = 1 arrangement can also be mathematically proven for an arbitrary common

radius r). Second, observe that the ∆SNIR values for the |`| = 1 and |`| = 2 channels are quite

different. This is caused by the fact that the ideal array sizes are calculated with an ideal model of

electromagnetic propagation. Remember that, as illustrated by numerical simulations (Fig. 7.5)

and measurements (Fig. 7.6), the receiving fields are quite different from ideal assumptions, so

the receiving antennas are not placed exactly on the fields maximum leading to a degradation of

the link budgets.

In the end, it is straightforward to notice that the theoretical ∆SNIR values for the OAM-based

systems and for the MIMO ones are comparable. However, the MIMO systems exhibit slightly

better values because of two factors. First, the inner structure of a CSI MIMO can fully adapt
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to better exploit the link infrastructure. Second, each MIMO channel exploits all the antennas of

the array, while the ` = 0 mode does not. However, the price paid by a CSI MIMO is a more

complicated feed network structure, when compared to the OAM approach implemented in a

given technology (hardware or, more typically, software).

7.6 Conclusions

The main task of the work reported in this chapter was to test, experimentally, whether suit-

able superpositions of opposite-sign orbital angular momentum modes can yield any advantage,

compared to single valued OAM modes, for space division multiplexing in medium range radio

communications. The basic aim was to simplify the system, in particular for what concerns phase

detection. To this purpose, an experimental link has been designed and tested, performing also

numerical simulations. Finally, for the sake of completeness, the performances of the examined

system have been compared with those of a conventional MIMO one by means of a theoretical

analysis. Considering all the data that have been collected and the results obtained from exper-

iments it is possible to make the following considerations. First, the experimental results confirm

that OAM-carrying EM waves can indeed be used to achieve radio channel spatial multiplexing,

over medium-range distances (about 100m) in a typical urban environment. The comparison with

MIMO configurations shows that the communication performances, in terms of SNIR, are very

similar to those of the best possible MIMO systems, essentially reconfirming a prediction of [12]

exposed in Chap. 1. In fact, the theoretical SNIR in the MIMO configuration is slightly better, but

only when the system is optimized with respect to the link dimensions and if losses in the antenna

feed networks are neglected. A complex network is expected to have more losses with respect to

a simple one.

In summary, the experiments demonstrate that suitably combined OAM-carrying waves can be

a valid tool for implementing a communication system with performances comparable with state-

of-the-art solutions. In particular, the combinations tested in this work may yield other advantages,

which encourage further works. The simple structure of the transmitting and receiving arrays, the

simple and highly symmetrical distributions of the generated EM fields, the presence in them of

nulls that can be exploited to prevent harmful reflections, and the physical mutual orthogonality of

the different OAM modes, are attractive hints, as they might help reducing the complexity of the

antenna array networks and the load of numerical post-processing, which characterize conven-

tional MIMO systems.
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Chapter 8
Short range OAM-based
communications

This chapter examines the application of OAM waves to short range multiplexing systems by

studying a radio link composed by circular arrays of patch antennas. The link is analyzed both

theoretically and experimentally, in order to determine its communication performances with re-

spect to antennas alignment. Moreover, a new application of OAM modes is considered: the

enhancement of the communication security level directly at the physical layer.
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8.1 Introduction

OAM waves are particularly interesting for communication systems because of their natural or-

thogonality. They can be used to implement multiplexing systems where different information

channels, on the same frequency, are distinguished directly at the physical layer, without any dig-

ital post processing. However, as exposed in previous chapters, it is clear that the use of such

waves in long range links is quite complicated: there are several problems in orthogonality ex-

ploitation when dealing with large field distributions. Moreover, the performances of OAM-based

systems and MIMO-based ones have the same upper limit which only depends by the transmit-

ting antennas size. Therefore, the use of OAM waves in long range links appears to be not so

advantageous with respect to other techniques just implemented in today commercial systems.

On the other hand, OAM waves may be a powerful resource for short range communication

systems (characterized by a distance lower than the Fraunhofer one [151]), where the received

fields present smaller dimensions and can be completely received with practical antennas. Here,

OAM modes can be used to implement multi-channel high-rate data links with low complexity

processing that can be adopted, for example, in wireless communications within data centers

or within server farms. The study of such applications, however, is fairly recent. Some authors

started with theoretical analysis, looking in particular at the system performances and limitations

[81, 152]; other authors performed communication experiments exploiting optical techniques at

millimeter wavelengths [8].

In this context, this chapter analyzes a short-range OAM based communication system imple-

mented by means of circular arrays composed by patch antennas. Circular arrays have already

been considered in literature but only as OAM generators [2, 71]; this is the first experimental test

in which patch arrays are used bilaterally for OAM-based communication purposes. In the end,

the chapter also examines a new application of OAM waves that allows to enhance the communi-

cation security level directly on the physical layer.

8.2 Circular arrays background

As explained in Chap. 1, OAM waves can be generated and detected by several devices [73,

117, 153, 154]. However, among all, circular antenna arrays are particularly interesting because

of their versatility.

To generate an OAM mode with topological charge equal to ±`, the antennas are fed with the

same signal amplitude, but with phase delays such that the phase is incremented by ±2π` over

a complete turn (i.e., 2π radians). In other words, there is a phase shift between neighboring

antennas of 2π|`|/Nant rad, where Nant is the number of (equally spaced) antennas in the circular

array, either clockwise (-`) or counter-clockwise (+`). Moreover, that generation of an OAM mode
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of order |`| requires a proper number of antennas, Nant ≥ 2|`|+ 1 [66], otherwise the beam phase

distribution would be under-sampled, according to Nyquist theorem. Also, using circular arrays

it is possible to control the angular direction of the main radiation lobe, and the secondary lobes

distribution, acting on the array radius [67].

Circular arrays composed by elementary dipoles [66], patches [68, 72], and Vivaldi antennas

[70], have been simulated before, for OAM generation. A patch array prototype has also been

designed, at the frequency of 2.5GHz [69], but according to the literature, it was not tested in a

communication system.

8.3 Experimental setup design

In the experimental setup, two circular arrays are used for generating and receiving OAM modes.

Each array is composed by 9 patch antennas. One patch, placed at the center, generates or

receives the ` = 0 mode, whereas eight patches, equally spaced around a circle, are designed

for the ` = ±1 modes. An overview of the system is shown in Fig. 8.1. Each patch is fed through

a coaxial cable, linked with a SMA connector. The cable lengths introduce the proper phase

delays of the feeding signal, to generate the desired OAM mode. The cables are connected to

Figure 8.1: Overview of the experimental setup. From left to right: Vector Network Analyzer (VNA),
receiving array and transmitting array with their Beam Forming Networks (BFN). Transmitting array
is mounted on the Computer Controlled Rotator (CCR). Left and right insets: Wilkinson power
divider and the array structure, respectively.

the outputs of a Wilkinson power divider, which splits evenly the input signal. The set of cables

and the Wilkinson power divider form the so-called beam forming network (BFN). To generate the

` = ±1 modes, the coaxial cables connected to the patches of the circular array are tailored to

introduce a relative phase delay of 45◦ between consecutive antennas.

The entire array was designed and optimized, by means of a FEM code, to operate at fre-
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quency a of 5.75 GHz. The patches are 19.58mm wide and 13.07mm high. Patches are realized

Figure 8.2: A) example of S11 measurement of a single patch. At the resonance frequency of
5.72GHz S11 = −30.3dB. B) example of mutual-coupling measurement (S12) between the central
patch of the array and the one on its left. At the working frequency of 5.72GHz S12 = −30.1dB.

on a ceramic copper substrate (Isola IS680-345) with a thickness of 0.75mm and dielectric con-

stant ε = 3.45. The connector pin feed is centered on the non-resonant side of the patch, at

3.57mm from the lower edge. The patches have been characterized by using a Vector Network

Analyzer (VNA) Agilent PNA-N5222A, measuring the proper S-parameters. S11 measurements

allowed to observe that the patch resonant frequency is at 5.75 GHz ± 30 MHz. Moreover, the S11

values at the working frequency are all below −15dB, thus proving a good match of the 50 Ω line

impedance. A measurement example is reported in Fig. 8.2A.

As briefly reported, eight patches, dedicated to the generation of the ` = ±1 OAM modes,

are equally angularly placed along a circumference with a radius of 40mm. With this choice, the

patch mutual-coupling value (Sij where i 6= j are patch indexes) is predicted to be lower than

−20dB. Measurements confirmed that the designed array satisfies this constraint, as required. An

example is reported in Fig. 8.2B where a mutual-coupling diagram is shown.

A detailed list of the cables parameters are reported in Table 8.1. First column labels the i-th

cable, i = 1, ..., 8. Second and third columns contain modulus and phase of the S21 parameter,

respectively, describing the input-output relation of each cable. The fourth column reports the

phase delay difference between two consecutive - i-th and (i + 1)-th - cables. Phase differences

are equal to 45◦ ± 1◦. This result is, indeed, suitable for the generation of ` = ±1 OAM modes.

As already mentioned, the second component of the BFN is the Wilkinson unit, composed of

an 8-lines power splitter (see inset of Fig. 8.1). In the BFN at the transmission (Tx) side, the i-th

cable is connected with the i-th divider output line. The same is done to realize the BFN at the

reception (Rx) side. As a first step, the Wilkinson unit was designed and optimized by means of

FEM simulations at the same working frequency, 5.75 GHz. Then, the structure was built on the
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Table 8.1: A cable set characterization.

Cable ID |S21|[dB] ∠S21[◦] ∆∠S21[◦]

1 0.41 117 44
2 0.43 161 46
3 0.43 -153 45
4 0.40 -108 45
5 0.42 -63 44
6 0.43 -19 46
7 0.41 27 45
8 0.41 72 45

same laminate used to build the patches. To realize a characteristic impedance of 50 Ω, the input-

output lines of the divider are 1.7mm wide; the connectors used are SMA. Again, using the VNA

the S-parameters have been measured. The resulting amplitude of the reflection coefficient at

the input port of the Wilkinson dividers, S99, is lower than −18dB for a 100MHz bandwidth around

the working frequency. Table 8.2 reports the measured Si9 parameters, with i = 1, ..., 8 labeling

the i-th divider output line. Second and third columns of the table refer to the Tx divider, fourth

and fifth columns to the Rx one. The results show that the Wilkinson systems divide (recombine)

Table 8.2: Characterization of two Wilkinson power divider.

OUT |Si9|[dB] ∠Si9[◦] |Si9|[dB] ∠Si9[◦]

1 -11.4 140 -11.0 141
2 -11.6 141 -11.1 140
3 -11.8 140 -11.4 139
4 -11.5 142 -11.2 141
5 -11.4 143 -10.9 140
6 -11.3 144 -10.9 141
7 -11.0 144 -11.0 139
8 -11.0 143 -11.2 138

evenly the transmitted (received) signal, both in amplitude and phase, with tolerances of ±0.4dB

and ±3◦, respectively.

8.4 Experimental results

The patch arrays just described have been employed to perform several experiments. First of all,

the generation of ` = ±1 OAM fields has been tested and then a communication link at short

range, 0.15m, has been implemented. The distance of 0.15m has been chosen in order to have

a practical setup, easily to be managed in laboratory. However, by properly rescaling the size

of antennas, it is possible to design short range OAM-based communication systems on higher
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distances. For example, with antennas of 1m diameter it is possible to reach distances up to 50m.

8.4.1 Field maps

The first experiments consisted in generating the ` = 1 and ` = −1 modes by means of the patch

arrays described in the previous section. One array at a time was mounted as transmitter on a

computer controlled rotator (PRO.SIS.TEL. PST-CS9), moving along a spherical surface both in

elevation and azimuth with a resolution of 0.2◦. On the receiving side, a single patch antenna

was placed at 0.15m distance, to probe the generated field. In fact, after 0.15m the generated

OAM doughnut intensities have the same diameter of the designed circular arrays (80mm) and so

this is an optimal distance for the communication tests to be performed. The input of the BFN at

the Tx side was connected to the first port of the VNA, set to measure the S21 parameter at the

frequency of 5.75GHz, and the probing patch to the second port. The VNA was set to transmit

Figure 8.3: Electric field generated by a 8 patches circular array configured to produce a ` =
+1 OAM beam. A) measurement and C) simulation of the normalized intensity distribution. B)
measurement and D) simulation of the phase distribution.

a dummy signal at 0dBm power. All the measurements were performed in a typical laboratory

environment, and the sampled data were collected into 2D maps. The experimental results were

then compared with numerical FEM based simulations. Two examples of simulated and measured
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Figure 8.4: Electric field generated by a 8 patches circular array configured to produce a ` =
−1 OAM beam. A) measurement and C) simulation of the normalized intensity distribution. B)
measurement and D) simulation of the phase distribution.

maps, of ` = 1 and a ` = −1 beam, are reported in Fig. 8.3 and 8.4, respectively. Azimuth and

elevation values reported on the map axis correspond to the coordinates of the CCR on which

the Tx array was mounted. So, the center of the map corresponds to the configuration where the

transmitting and receiving antennas are aligned.

A good match between the expected fields and the measured ones was found. In fact, the ex-

perimental fields are characterized by a well defined doughnut distribution and the beams phase

show the characteristic vortex shape with the central singularity. Vortices turn clockwise or coun-

terclockwise, according to the negative or positive OAM value, by convention. From experimental

results, the radiation pattern maximum gain is approximately equal to 10.5dBi both for the ` = 1

and the ` = −1 modes, in good agreement with FEM simulations, predicting about 11dBi.

On the other hand, also the OAM content carried by the experimental fields has been calcu-

lated. To this purpose, it has been used the spiral spectrum algorithm [45], which consists of

projecting the EM field on helical harmonics, (exp (i`φ) terms), similarly to a Fourier series. The

spectra of the measured fields are shown in Fig. 8.5.

As can be observed, the fundamental azimuthal harmonics carry 90% and 85% of total power,
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Figure 8.5: Spiral spectrum decompositions of the OAM field generated by circular arrays. A)
spectrum of the ` = +1 field shown in Fig. 8.3; B) spectrum of the ` = −1 field shown in Fig. 8.4.
The fundamental harmonic, in both cases, carries 90% and 82% of total fields energy, respectively.

for ` = 1 and ` = −1 , respectively. Spurious harmonics are present, due to field imperfections;

still, such spectra confirm the good quality of the generated OAM modes.

8.4.2 OAM waves synthesis robustness

A second series of experiments tested the dependence of the generated OAM fields on the num-

ber of radiating patch antennas. First, it has been sampled and observed an ` = 1 field generated

by eight radiating elements. In subsequent steps, the patch antennas were switched off one at a

time, disconnecting them from their feeding cables, down to only one connected antenna. In order

to prevent impedance mismatch at the Wilkinson output, the disconnected cables were closed on

50Ω dummy loads.

Fig. 8.6 reports some significant examples of field distributions, both in amplitude and phase,

generated by array configurations with even numbers of patches.

The most important aspect to be stressed is that the phase singularity is present only when the

sampling rule Nant > 2|`| + 1 is satisfied. When the antenna number, Nant, does not satisfy the

condition for generating an ` = +1 mode (see Fig. 8.6E-8.6F), the phase singularity disappears.

8.4.3 OAM-based communication

This section examines the experimental results of a communication system which exploits the

mutual orthogonality of OAM states.

However, before continuing, it is useful to recall, in terms of geometrical properties, how the

orthogonality plays a role in the OAM communication. When an OAM antenna (in this case, an

array and its BFN) is used on the reception side, it behaves as an inverse phase plate, because

the propagation direction is reversed (Chap. 2). In particular, this Rx OAM antenna imparts to
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Figure 8.6: Normalized A), C), E) intensity and B), D), F) phase distributions of an ` = +1 OAM
beam generated by arrays composed by 8, 4 and 2 patches, respectively. The patch positions are
shown on the maps by superimposed gray rectangles.

the i-th received field a phase delay exp(∓i|`|φn), φn being the angular position of the n-th patch,

with n = 1, ..., 8. This phase is the opposite of what it would impart if used in transmission. Hence,

an incoming field with left-handed (right-handed) topological charge is sampled in a right-handed

(left-handed) way by the Rx array elements. In other words, a transmitting ` = +1 antenna

receives like a ` = −1 one. The signal at the output of the Rx antenna sums the topological

charge of the impinging beam to the topological charge of the Rx antenna in the reception mode.
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Based on this, high output powers are expected when the Tx and Rx antennas are identical, much

lower powers in all other cases.

To test such an OAM-based communication scheme, a system was assembled with the same

ingredients used for the maps that were presented in the previous section. The Tx array was

mounted on the CCR, while the Rx one was kept fixed, at 0.15m from Tx. The VNA, connected

to the input and output ports of the BFN of the Tx and Rx sides, respectively, measured the S21

parameter, both in amplitude and phase in order to evaluate the channel gain for each position of

the Tx array. The resulting data were reported on 2D maps.

In the first test, a transmitting ` = +1 antenna communicates with an identical receiving one

(` = −1 in reception mode, according to the change of propagation direction). In this case,

intensity and phase distributions of Fig. 8.7 and Fig. 8.8 both resemble a standard (i.e., non-

OAM) ` = 0 field. These results prove that indeed two arrays of patch antennas designed for the

Figure 8.7: Normalized A) intensity and B) phase distributions of the electric field produced by a
` = +1 wave received by means of a ` = −1 circular array. As expected, the topological charge
of the ` = +1 wave is reset to zero by the receiving array: `wave + `Rx = +1− 1 = 0.

same OAM topological charge can efficiently communicate with each other.

As a second test, the Tx array set to produce a ` = +1 operated in pair with an opposite one,

i.e., a patch array with BFN set to produce a ` = −1, acting in reception mode as an ` = +1,

as stated above. The received twisted field is transformed into an ` = +2 beam, as shown in

Fig. 8.9. The split of singularities, visible in Fig. 8.9, is due to imprecision in the experimental

setup, as confirmed by a vast literature dealing with generation of high-order OAM modes [155].

In this experimental setup, such deviations are mainly due to inaccuracies of the arrays and of

their feeding lines. In fact, the feeding signals are affected by errors in amplitude and phase, as

reported in Table 8.1-8.2 in the previous section. Even if these errors are very small, nonetheless

the field patterns generated/recombined by the arrays are not perfectly balanced.
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Figure 8.8: Normalized A) intensity and B) phase distributions of the electric field produced by a
` = −1 wave received by means of a ` = +1 circular array. As expected, the topological charge
of the ` = −1 wave is reset to zero by the receiving array: `wave + `Rx = −1 + 1 = 0.

Figure 8.9: Normalized A) intensity and B) phase distributions of the electric field produced by
a ` = 1 wave received by a ` = +1 circular array. An increase of the topological charge of the
transmitted field is observed: `wave + `Rx = +1 + 1 = +2.

8.4.4 Tolerance to non-ideal position

The fourth series of experiments investigates the sensitivity of OAM-based communications to

lateral shift and to angular tilt between the transmitting and the receiving arrays. For this purpose,

two tests are developed. First, the system tolerance to a lateral shift of the transmitting array is

tested, (see Fig. 8.10A). For different shifts, with respect to the perfect alignment, the powers

of ` = 0 and ` = 1 modes, transmitted one at time and received by an ` = 0 antenna are

measured. In such a way, it is examined the relation between antennas alignment and modal

isolation. For simplicity, these two powers are identified as P00 and P10, respectively, where

the fist index identifies the topological charge of the transmitting antenna, and the second one

identifies that of the receiving one. The ` = 1 mode was generated by 8 patch antennas, with the

proper BFN, while the central patch antenna generated the standard ` = 0 beam. The ` = 0 and
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Figure 8.10: Outline of the Tx array movements: A) translation and B) tilt. d represents the dis-
tance between Tx and Rx arrays while dy and α represent translation and tilt offsets, respectively.

the ` = 1 antennas were connected alternatively, with a switch, to the first port of the VNA. The

two modes were received by a single patch antenna, connected to the second port of the VNA,

set to measure the S21 parameter. Tx and Rx antennas were positioned face to face at a distance

equal to 0.15m. The Rx array was kept fixed, while the Tx one could move along a ruler parallel

to the Rx array (see Fig. 8.11). At each translation step along the ruler, acting on the switch at

Figure 8.11: Experimental setup for the evaluation of the tolerance with respect to a lateral shift
of the Tx array. The ruler, used to measure the translation shift, is visible on the bottom side.

Tx side, it has been transmitted once the ` = 0 mode, once the ` = +1 one. So, the receiving
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antenna probed, alternately, powers from the two transmitted modes. The ratio P00/P10 is shown

in Fig. 8.12 (red dotted line) as a function of the lateral shift.

The entire procedure was then repeated after replacing the receiving single antenna with an

` = 1 array. In this case, P11/P01 was calculated, whose values vs. position are shown by the blue

dotted line of Fig. 8.12. Both the red and the blue lines in Fig. 8.12 are characterized by a single

Figure 8.12: Measured and simulated power ratio as function of translated position dy. Blue
lines: P00/P10. Red lines: P11/P01. Dashed lines show simulated results while dotted lines show
experimental ones.

central peak, that corresponds to perfect alignment between Tx and Rx arrays. This confirms that

alignment is very important for modal isolation. The maximum of ` = 1 channel is higher than the

` = 0 one. This is due to the different number of active antennas (8 for the ` = 1 mode, only one

for the ` = 0 mode). Both lines present steep edges: a little translation, with respect to perfect

alignment, is sufficient to cause a strong degradation in power ratios. In particular, with these

experimental conditions, a 1cm shift is sufficient to significantly enhance modal interference, with

a drop of about 10dB in the power ratios.

For the sake of completeness, some simulations of these communication experiments have

been performed by means of a numerical MIMO-based model [105] (App. C). Simulation have

been performed taking into account phase errors on the patch feeding signals, reported in Table

8.1-8.2. Simulated results are given in Fig. 8.12: P00/P10 is the red dashed line, P11/P01 the

blue dashed line. A good match between measurements and simulations is observed: the curve

behavior, the peak positions, the minimum and inflection points coincide with good approximation.

On the contrary, a small discrepancy is observed about the peak values. This can be explained

121



CHAPTER 8. SHORT RANGE OAM-BASED COMMUNICATIONS

by the mathematical model applied for simulations. In fact, the simulated arrays are composed by

elementary point sources and by loss-less BFN’s, thus neglecting the dissipation of real BFN, and

coupling between patches.

A second set of experimental tests was performed in order to evaluate the sensitivity of the

OAM-based communication system to angular tilt between Tx and Rx arrays, (see Fig. 8.10B).

Fig. 8.13 shows the Tx antenna, connected to the switch, mounted on the CCR. The antenna

radiated alternatively the ` = 0 mode and the ` = +1 one, depending on the switch setting. Again,

Figure 8.13: Experimental setup for the evaluation of the tolerance with respect to an angular tilt
of the Tx array. Tx array is fixed on a CCR. These two devices share the same rotation axis.

the power ratios P00/P10 and P11/P01 are calculated, as functions of the tilt angle of the Tx array.

The results are shown by the red and the blue dotted lines, respectively, in Fig. 8.14. Again, the

central peak corresponds to perfect alignment. A tilting angle of 4◦ is sufficient to cause a drop of

about 10dB in power ratio, for both lines.

Also this case presents strong similarities and some difference between simulated and mea-

sured power ratios. The main differences concern the slope of the curves, especially near the

peaks, and their maximum values. These differences are ascribed to imperfect alignment be-

tween the axis of the CCR and that of the Tx array, which was mounted manually. Moreover,

mechanical impairments of this low-cost setup could have caused additional small misalignment

during the measurements. As in the previous case, simulations assumed arrays composed by
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Figure 8.14: Measured and simulated power ratio as function of angularly tilted position α. Blue
lines: P00/P10. Red lines: P11/P01. Dashed lines show simulated results while dotted lines show
experimental ones.

elementary point sources, and loss-less BFNs. So, once again, the lower level of experimental

curves is not surprising. Also, notice that the peaks of experimental power ratio are at different

angular positions. This can be attributed to phase errors introduced by the BFN, as confirmed by

simulated curves obtained introducing little random deviations in the matrices that describe the

BFN behavior. Therefore, in conclusion, both simulations and experimental data show that in a

communication system based on OAM modes the alignment between Tx and Rx antennas is of

paramount importance. Moreover, special attention has to be paid also to the BFN of Tx and Rx

antennas, in order to avoid unwanted inaccuracies.

8.5 OAM-based communication: a security application

The results presented in the previous section show how deeply the relative position between the

Rx and Tx array affect the performances of a Line Of Sight (LOS) OAM-based link. In order to

exploit OAM mode orthogonality, the Tx and Rx array planes must be aligned (Fig. 8.12, 8.14) and

at a proper distance, such that the Rx array efficiently collects the main doughnut-shaped lobe of

the emitted radiation. Deviations from this optimal configuration deteriorate communication rather

drastically by means of mutual interference.

On one side, these geometrical constraints limit the applicability of an OAM-based communi-

cation, in terms of physical space suitable for receiving, but, on the other hand, this feature can
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be of major interest in terms of security, for those applications where it is crucial that information

exchanged between Tx and Rx cannot be intercepted by a third party, like exchange of personal

data, electronic payments, etc. For an OAM-based communication link, the physical space where

the signal can be intercepted can be much smaller than for a conventional system. To stress this

point, an example can be helpful, where:

• Tx and Rx antennas are circular arrays, each comprising 9 linearly polarized patch anten-

nas. As in the setup previously examined, one central patch is equipped for ` = 0 mode,

and 8 patches, placed along a circle, are for the ` = ±1 ones;

• mutual coupling between patches of the same array is neglected;

• the system operation frequency is f0 = 5.75GHz;

• the array radius is equal to R = 0.05m;

• BFNs are loss-less and designed to transmit/receive simultaneously 3 signals, carried by

the ` = −1, ` = 0 and ` = +1 OAM modes;

• the three signals are transmitted with equal powers;

• the Tx and Rx arrays face each other, aligned at a distance d = 0.15m; (notice that d is

smaller than the array Fraunhofer length: dF = 2R2/λ = 0.87m, thus allowing OAM channel

multiplexing [12]). Distance d has been calculated with the mathematical model described

in the App. C, and imposing, for the three channels, a SNIR equal to 25dB;

• each of the three channels supports a digital modulation whose bit error rate is zero until

the channel SNIR is larger than 15dB.

As previously discussed, a misalignment between Tx and Rx antennas causes a degradation of

OAM modes orthogonality, and consequently an enhancement of channel cross-talk. To quantify

this, the mathematical model described in Appendix C can be adopted to calculate the channel

SNIR at different positions of the Rx array, while the Tx one is fixed. Numerical simulations allow

then to determine the spatial boundaries within which all 3 channels can be received without

errors.

The first simulation aims at studying the effects on the SNIR of a lateral shift between the array

centers (similarly to Fig. 8.10A). Each position of the Rx array is identified by two parameters, the

lateral displacement dy and the distance d from the Tx array. From the simulation results, a

receiving map can be drawn. As shown in Fig. 8.15A, all 3 channels can be received only within a

limited area - red lines - around the perfect alignment position. In the yellow zone and in the green

one, on the contrary, at most two channels can be correctly received. As previously suggested,

this peculiar behavior can be exploited to enhance security: if the transmitted information is split

124



8.5. OAM-BASED COMMUNICATION: A SECURITY APPLICATION

Figure 8.15: Maps of reception zones for A), C) multi-channels OAM based communication sys-
tem and for B), D) single channel traditional ones. Vertical axis reports the distance between Tx
and Rx arrays. Horizontal axis indicates A), B) lateral shift or C), D) angular tilt between Rx and Tx
array. Red areas indicates physical space where the Rx array receives three channels. In yellow
and green areas at most two channels can be correctly received.

over the three channels, it becomes very difficult to catch and reconstruct the whole data stream

exchanged between Tx and Rx. The only way for an eavesdropper to intercept all the information

is to stay very close to the legitimate Rx and almost perfectly aligned.

To better appreciate the advantage of OAM-based communications in terms of security, it is

useful to study the behavior of an equivalent conventional system, with the same antenna struc-

ture, but based on a single channel over an ` = 0 mode. The results obtained from simulations are

collected in the map shown in Fig. 8.15B. This map consist only of two zones, only one channel

being present in the communication process. The red zone, where information can be received

correctly, is much larger than in the previous case. Comparing the two maps of Fig. 8.15A and B,
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it is clear that the second configuration is more vulnerable to eavesdropping.

To complete this study, it is interesting to repeat the two aforementioned simulations in the

presence of an angular tilt of the Rx array. The position of the Rx array is now identified by a tilt

angle α, and by its distance d from the Tx array. The results are collected in the maps of Fig.

8.15C and Fig. 8.15D for the OAM-based system and for the conventional one, respectively. As

expected, also in this second configuration the OAM-based system is characterized by a smaller

reception volume, with respect to the traditional one. In fact, the tilt misalignment prevents the

Rx array from correctly recognizing the transmitted OAM modes, with a consequent increase of

channel cross-talk.

8.6 Conclusions

This chapter examined line of sight short range communications based on OAM modes. In par-

ticular, it studied a near field communication link, composed by circular arrays of patch antennas,

that transmit and receive OAM fields with topological charge ` = −1, 0,+1 at the frequency of

5.75GHz. By means of simulations and experiments, it evaluated the link communication per-

formances with respect to Tx and Rx antennas alignment. The results proved that, also in a

short range context, the natural orthogonality of OAM modes can assure a high channel isolation,

provided the Tx and Rx OAM-antennas are well aligned. These results strengthen the idea that

OAM modes are valuable tools in order to develop new multi-channel high-rate data links with low

complexity processing, as already suggested by [91].

In addition to that, it has been examined a new application of OAM modes. As proved by

numerical simulations, OAM fields can be used to increase the security level of communications,

preventing non-authorized interceptions much more efficiently that conventional systems com-

parable in size and physical complexity. Up to now, the potential of this new application has

been confirmed by numerical simulations which clearly underlined the security enhancement of

OAM-based systems. However, the mathematical model used in numerical simulations has been

validated by experimental results.

For all these reasons, OAM waves represents a promising tool to improve different short range

communication characteristics directly at the physical layer, without digital post processing.
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The aim of this thesis was to study the application of OAM waves to radio communication systems,

with particular attention to long range and short range line-of-sight links. In fact, since OAM waves

form a complete orthogonal set, they represent an interesting tool to implement new multiplexing

systems where several channels, associated to different OAM modes, can be transmitted on the

same frequency.

The study of this topic started with the experimental verification of OAM waves orthogonality in

the radio domain. Afterward, long range multiplexing systems have been considered and different

line-of-sight radio links have been tested in urban environments. The experiments, however,

showed that orthogonality can not be naturally exploited when only a small portion of field is

received. For this reason, different techniques have been proposed to solve this issue, like the

superposition of fields with consecutive and opposite values of OAM or higher order OAM modes.

Also partial reception schemes, where different OAM waves are distinguished by means of MIMO

systems, have been considered and, later, used to compare the communication performances

of OAM-based systems with respect to MIMO ones. In the end, the application of OAM waves

to short range communication systems has been evaluated since, in such configurations, the

orthogonality can be naturally exploited. In particular, it has been examined how OAM modes can

be used to enhance the communication security level and to prevent non-authorized interceptions.

Looking at the main results described in the thesis, it is possible to draw two main conclusions

about the application of OAM waves in line-of-sight communications. First of all, a generic spatial

multiplexing system presents the same performances whether it is based on OAM waves or on

MIMO techniques. In other words, the use of OAM modes in a generic communication link do

not allow to reach higher data rates with respect to current MIMO technology. Second, in order to

take advantage of OAM modes natural orthogonality and to avoid the requirement of digital post

processing, it is fundamental to properly align both the transmitting and the receiving antennas

and to ensure that the whole electromagnetic field is received. This latter feature represents

a strong constrain to a profitable application of OAM waves because, even though OAM fields
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are naturally orthogonal, they represent a less versatile solution with respect to modern MIMO

techniques.

In conclusion, as suggested by several results presented in the thesis, OAM waves may be

an interesting tool only when applied to short range communication systems. Here, they can be

employed to implement static high-rate low-power consumption data links that can be used, for

example, within data centers or server farms. Moreover, they can represent a promising solution

also for future applications in which high security communications are required.
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Appendix A
Angular spectrum representation

It is well known, from linear algebra, that there exist several ways to represent a vector in space.

In particular, the representation depends on the chosen reference system in which the vector is

inserted. In other words, the same vector can be expressed in different ways depending on the

base that is used. The same concept can be applied also to EM fields that can be represented

using an appropriate sum of waves belonging to a complete orthogonal set.

The method that will be examined in this appendix is the so called angular spectrum repre-

sentation that consist in expressing an EM field by sum of plane and evanescent waves [19, 141].

This technique is particularly useful for two reasons: the simple expression of the plane wave set

and its simplicity to describe generic fields.

The angular spectrum of a generic electric field E(r, t) = E(r)e−iωt, propagating along ẑ in an

isotropic, homogeneous, linear and source-free Cartesian space r = (x, y, z), can be calculated,

considering the field distribution in a z-constant plane as:

Ẽ(kx, ky, z) =
1

2π

∫ ∞
−∞

∫ ∞
−∞

E(x, y, z)e−i(kxx+kyy)dxdy (A.0.1)

where ω is the field frequency and kx and ky are the so called spatial frequencies or reciprocal

coordinates. From Eq. A.0.1 it is clear that the angular spectrum calculation can be viewed as

a 2D Fourier Transform (FT) where the Fourier harmonics are represented by plane waves with

different wave-vectors: kx and ky. Reminding the properties of FT, the inverse process is:

E(x, y, z) =
1

2π

∫ ∞
−∞

∫ ∞
−∞

Ẽ(kx, ky, z)e
i(kxx+kyy)dkxdky (A.0.2)

Since E(r) is an EM wave, it has to satisfy Helmholtz equation (∇2+K2)E(r) = 0, withK = ω
√
µε

its wave-number. This leads to a new expression for the field angular spectrum:

Ẽ(kx, ky, z) = Ẽ(kx, ky, 0)e±ikzz (A.0.3)
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where the parameter kz is defined as:

kz =
√
K2 − k2

x − k2
y (A.0.4)

Eq. A.0.3 describes the propagation along ẑ of each plane wave of the spectrum only by means

of the e±ikzz factor. Moreover, each wave direction can overlap with the positive direction of the

ẑ axis or with the negative one, as stated by the ± sign. Eq. A.0.3 is a valuable tool because

it allows to calculate the field spectrum at a generic z-plane only by means of the distribution at

the z = 0 one. On the other hand, Eq. A.0.4 states also that there are no restrictions on the kz
parameter: it can be either real or imaginary. Depending on its value, determined by kx and ky,

the angular spectrum is composed by plane or evanescent waves.

A.0.1 Angular spectrum of paraxial waves

Paraxiality is a particular property of EM fields concerning their propagation: it states that the

longitudinal field components varies slowly than the transversal ones. In other words, a paraxial

beam is characterized by a very weak diffraction rate. Considering its angular spectrum, it will

be composed by plane waves with a k = (kx, ky, kz) wave vector almost parallel to the field

propagation direction. In other words, the vector components kx and ky are very small with

respect to |k| and kz can be approximated as:

kz =
√
K2 − k2

x − k2
y ≈ K −

k2
x + k2

y

2K
(A.0.5)

For all these reasons, the angular spectrum of a paraxial field is always composed by propagating

waves and not by evanescent ones.

A.1 Angular spectrum of a Gaussian beam

The angular spectrum decomposition can be very useful to describe generic electromagnetic

fields. As example, a Gaussian beam within a Cartesian reference system (x, y, z) will be exam-

ined. For simplicity, the field time dependence exp(iωt) is omitted.

The beam electric field components, in the z > 0 space, can be expressed as [156]:

Ex(r) =

∫ +∞

−∞

∫ +∞

−∞
Ax(kx, ky) exp

[
i(kxx+ kyy + kzz)

]
dkxdky, (A.1.1)

Ey(r) =

∫ +∞

−∞

∫ +∞

−∞
Ay(kx, ky) exp

[
i(kxx+ kyy + kzz)

]
dkxdky, (A.1.2)

Ez(r) = −
∫ +∞

−∞

∫ +∞

−∞

[
kx
kz
Ax(kx, ky) +

ky
kz
Ay(kx, ky)

]
exp

[
i(kxx+ kyy + kzz)

]
dkxdky, (A.1.3)
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where the z-axis is taken to be the propagation direction and Eq. A.1.3 has been determined

combining Maxwell divergence equation 1.2.2 in a space free of charges with Eq. A.1.1 and

A.1.2. The field wave vector square magnitude is equal to K2 =
(
ω
√
µε
)2

= k2
x + k2

y + k2
z with:

kz =
√(

K2 − k2
x − k2

y

)
(A.1.4)

for propagating waves and

kz = i
√(

k2
x + k2

y −K2
)

(A.1.5)

for evanescent ones.

To find the coefficients Ax and Ay it can be used Eq. A.0.3 together with a boundary problem

approach. First of all, it is necessary to determine an Ansaz for the electric field at origin plane

z = 0: it is reasonably to assume that its distribution is Gaussian, polarized along x̂ and equal to:

Ex(x, y, 0) = E0x exp

(
− ρ2

2w2
0

)
, (A.1.6)

where E0x is the field magnitude factor and w0 is a parameter called beam waist accounting for

the beam radius. Using the inverse Fourier transform, Ax(kx, ky, 0) can be determined as

Ax(kx, ky, 0) = E0x
w2

0

2π
exp

(
− k2w2

0/2
)
, (A.1.7)

where k2 = k2
x + k2

y. Now, since a Gaussian beam is invariant under rotations around the z-

axis, cylindrical coordinates can be employed rather than Cartesian ones. Replacing dkxdky

with kdkdθ, performing the angular integration and introducing the zeroth and first-order Bessel

function of the first kind, the desired field components can be derived:

Ex(r) = E0x

∫ ∞
0

w2
0 exp

(
− k2w2

0/2
)

exp
(
ikzz

)
J0

(
kρ
)
kdk, (A.1.8)

Ez(r) = −iE0x sin θ

∫ ∞
0

k2w2
0

kz
exp

(
− k2w2

0/2
)

exp
(
ikzz

)
J1

(
kρ
)
dk, (A.1.9)

with sin(θ) = x/ρ. As can be noticed, the field y-component is no longer present due to polar-

ization assumption and the z-one is different from zero in order to satisfy the divergence Maxwell

equations in a space free of charges.

A.1.1 Contributions of Evanescent and Propagating Waves

To determine the contribution of evanescent and propagating waves on the field just derived in

Eq. A.1.8 and A.1.9 it is necessary to separate the integration performed over k as
∫ k0

0
+
∫∞
k0

with

k0 = K. In fact, the first and the second integrations correspond to propagating and evanescent
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waves, respectively. To avoid the paradox that occurs at k = k0, which is equivalent to kz = 0, the

integration must be performed over the normal component of the wave vector:

Ex(r) =

[ ∫ k0

0

−
∫ i∞

0

]
E0xw

2
0 exp

(
− k2w2

0/2
)

exp
(
ikzz

)
J0

(
kρ
)
kzdkz, (A.1.10)

Ez(r) =

[ ∫ k0

0

−
∫ i∞

0

]
E0xw

2
0 exp

(
− k2w2

0/2
)

exp
(
ikzz

)
J1

(
kρ
)
kdkz, (A.1.11)

In a more detailed form, Eqs. (A.1.10) and (A.1.11) become

Ex,pro(r) = E0x

∫ k0

0

w2
0 exp

[
− (k2

0 − k2
z)w2

0/2

]
exp

(
ikzz

)
J0

(√
k2

0 − k2
zρ

)
kzdkz, (A.1.12)

Ex,eva(r) = E0x

∫ ∞
0

w2
0 exp

[
− (k2

0 + α2)w2
0/2

]
exp

(
iαz
)
J0

(√
k2

0 + α2ρ

)
αdα, (A.1.13)

Ez,pro(r) = E0x

∫ k0

0

w2
0 exp

[
− (k2

0 − k2
z)w2

0/2

]
exp

(
ikzz

)
J1

(√
k2

0 − k2
zρ

)√
k2

0 − k2
zdkz, (A.1.14)

Ez,eva(r) = −iE0x

∫ ∞
0

w2
0 exp

[
− (k2

0 + α2)w2
0/2

]
exp

(
iαz
)
J1

(√
k2

0 + α2ρ

)√
k2

0 + α2dα,

(A.1.15)

where the subscript eva and pro mean that the integration corresponds to the evanescent and

propagating waves, respectively. One can immediately note, from Eq. A.1.13 and A.1.15, that the

integration that represents the evanescent waves is real for the x component and imaginary for

the z one. The integrations represented by Eqs. A.1.12 - A.1.15 can be inconvenient to perform.

However, with the use of some smart mathematical tools, they can be written as an infinite sum of

terms. In particular they result to be a power series of the λ/(2πw0). A more detailed mathematical

description can be find in [156].

Since Eq. A.1.12 - A.1.15 are mathematically complicated, the amount of propagated and

evanescent waves can be observed with the help of graphics. In Fig. A.1, A.2, A.3 the module

of the field components are represented both for propagating (Eq. A.1.12 and A.1.14) and for

evanescent contributions, (Eq. A.1.13 and A.1.15), for three particular configuration of λ and w0.

First, w0 < λ is examined. Looking very close to the field origin at z = 5λ (see Fig. A.1) it

results that the maximum peak of the z-component is ≈ 2.4% with respect to the x-one and the

evanescent contribution are relevant with respect to the total field. However, when moving far from

origin on the z-axis, (at z = 50λ in Fig. A.2), the ratio between the maximum peaks of x- and the

z-components is still quite the same (≈ 2.6%) that in Fig. A.1 but the evanescent contribution are

negligible. On the contrary, if w0 = λ as in Fig. A.3 the contribution of the evanescent field is

definitely negligible, just at few λ of distance together with the z-component of the electric field.

From this example it is clear that the contribution of evanescent waves is completely negligible,

in general, when the beam size at the origin is greater than the wavelength, w0 & λ. On the
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Figure A.1: Intensity of total components A.1.10, A.1.11 (top) and evanescent components A.1.13,
A.1.15 (down) of electric field at z = 5λ and w0 = 0.5λ

Figure A.2: Intensity of total components A.1.10,A.1.11 (top) and evanescent components A.1.13,
A.1.15 (down) of electric field at z = 50λ and w0 = 0.5λ
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Figure A.3: Intensity of total components A.1.10, A.1.11 (top) and evanescent components A.1.13,
A.1.15 (down) of electric field at z = 5λ and w0 = λ

contrary, even the z-component of the electric field have an important role in the far field zone

when the beam is generated by a sub-wavelength aperture. In the end, remembering the previous

section, it appears that a paraxial Gaussian beam can be generated only from an aperture greater

than λ.

The same behavior can be observed also for the main lobe of electromagnetic fields generated

by circular arrays: when the array diameter is greater than λ the contribution of evanescent waves

is negligible. On the contrary, when the diameter is smaller than λ, the contribution of evanescent

waves is fundamental in the angular field representation. For this reason, to generate a field with

a paraxial main lobe by using a circular array it is mandatory to choose an array diameter greater

than λ.
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Appendix B
The paraxiality estimator

In this appendix it will be examined a quantity called degree of paraxiality operator or paraxiality

estimator P, which allows to determine if a generic EM field is paraxial [157, 158].

A generic monochromatic time independent electric field E(r), in a Cartesian reference system

r = (x, y, z), propagating along ẑ, fulfills the vector Helmholtz Equation (HE):

∇2E(r) + k2E(r) = 0 (B.0.1)

where k is the wave vector magnitude. Assuming that E(r) is paraxial, it can be written as

E(r) = A(r)eikz (B.0.2)

where
∣∣∂2
zA(r)

∣∣ � |2ik∂zA(r)| as stated from the paraxial approximation. Therefore, Eq. B.0.1

simplifies into the Paraxial Equation (PE):

∇2
tA + 2ik∂zA = 0, (B.0.3)

with the Laplacian operator broken up into its transversal and longitudinal components. If the

paraxial approximation is fulfilled, Eqs. B.0.1 and B.0.3 are physically equivalent. However, from

a mathematical point of view, they present different propagation invariants, i.e. different quantities

that remain constant during propagation.

To find the propagation invariant of Eq. B.0.1 it is useful to assume that an electric field Eh, with

a finite intensity distribution (limx,y→±∞Eh = 0), is a solution of Eq. B.0.1. After some algebraic

manipulations and integrating over a transverse plane z = const., it results that:

∂

∂z

[∫ +∞

−∞
Im {E∗h · ∂zEh} dxdy

]
= 0, (B.0.4)

Therefore
∫ +∞
−∞ Im {E∗h · ∂zEh} dxdy is a propagation invariant of Eq. B.0.1. In addition, the elec-

tromagnetic power carried by the field and crossing the infinite plane z = const. can be determined
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from Eq. B.0.4 as:

WHE = εω

∫ +∞
−∞ Im {E∗h · ∂zEh} dxdy

2k2
(B.0.5)

For this reason,
∫ +∞
−∞ Im {E∗h · ∂zEh} dxdy is also called HE-power invariant.

On the other hand, to find the propagation invariant of Eq. B.0.3, it is useful to assume that an

electric field Ep, with a finite intensity distribution (limx,y→±∞Ep = 0), is a solution of Eq. B.0.3.

After some algebraic manipulations and integrating over a transverse plane z = const. it results

that:
∂

∂z

[∫ +∞

−∞
Ep ·E∗pkdxdy

]
= 0, (B.0.6)

so that
∫ +∞
−∞ Ep · E∗pkdxdy is and invariant of Eq. B.0.3. Similarly to the previous case, the

electromagnetic power crossing an infinite plane z = const., can be calculated from Eq B.0.6 as:

WPE = εω

∫ +∞
−∞ Ep ·E∗pkdxdy

2k2
(B.0.7)

and
∫ +∞
−∞ Ep ·E∗pkdxdy is also called PE-power invariant.

It is now interesting to examine the ratio between the above power invariants when a paraxial

field is considered. Keeping a field E(r) expressed as product of magnitude and phase, E(r) =

Ψ̄(r)eiφ(r), it results that the ratio WHE/WPE is equal to:∫ +∞
−∞ Im {E∗h · ∂zEh} dxdy∫ +∞
−∞ Ep ·E∗pkdxdy

=

∫ +∞
−∞ Ψ2

h(k + ∂zφh)dxdy∫ +∞
−∞ Ψ2

pkdxdy
. (B.0.8)

It is immediate to notice that if the paraxial approximation fulfils ⇔ k � |∂zφh| ⇔ Ψ̄h
∼= Ψ̄p then

the HE and the PE solutions are physically equivalent. Under such condition, the ratio of Eq. B.0.8

is almost equal to 1. Otherwise, if |∂zφh| is not much less than k, (i.e. the field is not paraxial),

then Ψ̄h � Ψ̄p and the ratio of Eq. B.0.8 is different from 1. This behavior is caused by the fast

oscillations of the non paraxial field that are not completely described by eikz term but only by the

eiφ(r)one.

The above analysis suggests that Eq. B.0.8 is the base by which to define an efficient paraxi-

ality estimator P as

P =

∫ +∞
−∞ Im {E∗ · ∂zE} dxdy∫ +∞
−∞ E ·E∗kdxdy

. (B.0.9)

Eq. B.0.9 can lead to some problems when trying to explicitly compute such integral energy flows.

In particular, the partial derivation in z could sometimes represent a waist in terms of computa-

tional power. For this reason, it is possible to invoke Parseval theorem and find an equivalent,

much easier, expression for P which can be written as:

P =

∫ +∞
−∞ Im {ε̄∗ · ∂z ε̄} dudv∫ +∞
−∞ ε̄ · ε̄∗kdudv

. (B.0.10)
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where ε̄(u, v) = F−1
(
E(r)

)
is the vectorial plane-wave spectrum for the electric field E on z =

const. plane, (see App. A).

Concluding, P represents the paraxiality degree of an EM beam. It is clear that 0 < P < 1

always holds. For a fully non-paraxial field, the denominator in Eq. B.0.9 is much larger than

the numerator and P vanishes. On the contrary, P = 1 for a completely paraxial field, since the

two integrals in Eq. B.0.9 tend to coincide. In all intermediate situations, the field will be partially

paraxial.
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Appendix C
MIMO mathematical model

In this appendix the mathematical model used to describe MIMO systems of Chap. 7 and 8 will be

examined. The model consists in a description of MIMO behavior by means of linear algebra and

by a characterization of the communication channel through the ray tracing method. The reader

interested in a full description of all these tools can refer to [105].

A generic communication system based on spatial multiplexing, (Fig. C.1), consists of the

following elements: input data streams, precoder, transmitting (Tx) array, communication channel,

receiving (Rx) array, postcoder, and output data streams. Input and output data can be described

with column vectors, respectively x ∈ CNs and y ∈ CNs , where Ns is the number of independent

streams. The precoder, whose purpose is to map the input data streams onto the set of Tx

antennas, determines the physical power fed into each Tx element. It can be modeled with a

matrix P ∈ CNTx×Ns where NTx is the number of transmitting antennas. Also the communication

Figure C.1: Scheme of a generic multiplexing communication system

channel, i.e. the mathematical model of the physical medium where the EM waves propagate, can

be described by a matrix H ∈ CNTx×NRx , where NRx is the number of receiving antennas. This
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matrix is the core of the system; its (m,n)-elements characterize the relationship between the m-

th antenna belonging to the Tx array and the n-th one of the Rx array. When modeling conventional

MIMO systems, the elements of H are often assumed to be random variables, depending on

the environment. Here, for simplicity, we assume that H is fully deterministic, and calculate its

elements using the ray tracing method [105]. In other words, each antenna is modeled as a point

source and the propagation factor between each antenna pair is calculated. Keeping in mind Friis

equation, each element of H is equal to:

hm,n =
λ

4πdm,n
exp (ikdm,n) (C.0.1)

where dm,n is the distance between the m-th and the n-th antennas of the Rx and Tx systems

respectively while k = 2π/λ is the wave-number. However, this model can be improved with a

more accurate calculation of H. Instead of considering the antennas as ideal isotropic sources it

is possible to account for their gains, as depicted in Fig. C.2. In such a way, Eq. C.0.1 become:

Figure C.2: Calculation of the H matrix using the ray tracing method and accounting for the
antennas directivity. The yellow bubbles represent the antennas radiation pattern while the purple
dashed line represents the ray connecting the i-th antenna belonging to the Tx array and the j-th
one of the Rx array.

hm,n = GTXGRX
λ

4πdm,n
exp (ikdm,n) (C.0.2)

Finally the postcoder, which processes (linearly) the signals from the receiving antenna and pro-

vides the output data streams, can also be described by a matrix, Q ∈ CNS×NRx .
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All these elements together yield the overall system equation:

y = QHPx + yn (C.0.3)

where yn is the vector of additive white noise to be accounted at the receiver input. If the system

was ideal, yn would be equal to zero, and the product of Q,H, and P would yield a unitary matrix;

in such a case, perfect reception of the transmitted signals can be done and y = x. In other words,

an ideal system is characterize by having Q = (HP)−1. This condition, clearly, is unrealistic.

In practice, one has to monitor the quality of each output stream evaluating, for each channel,

the Signal to Noise and Interference Ratio (SNIR). The SNIR calculation of the i-th data stream

can be expressed as:

SNIR =
Pst

Pint + Pn
(C.0.4)

where Pst is the i-th data stream received power, and Pint and Pn are, the interference powers

due to other data streams and to noise, respectively.

To determine the SNIR value of each data stream one can simply measure the powers required

by Eq. C.0.4 and compute the ratio. On the contrary, an alternative and more interesting way can

be followed. In fact, it is possible to calculate the SNIR values as a variation, ∆SNIR, with respect

to the Signal to Noise Ratio SNIR0 of a Single Input Single Output (SISO) reference system. Pay

attention that to exploit this trick it is important that both the examined and the reference links have

the same length. Moreover, each data stream have to be transmitted with the same RF power

Pstr. To calculate the i-th ∆SNIR, consider the structure of the matrix product QHP = K, and its

role on the system behavior:
y1

y2

...
yNs

 =


k11 k12 · · · k1Ns

k21 k22 · · · k2Ns
...

...
. . .

...
kNs1 kNs2 · · · kNsNs



x1

x2

...
xNs

 (C.0.5)

As can be observed , the power gain of the i-th data stream is equal to k2
ii, while the interference

power gain for the same stream is
∑
j 6=i(kij)

2. To evaluate the noise power, on the contrary, it is

necessary to account for two preliminary assumptions. First, assume that the noise input point is

located in correspondence of the receiving antennas, (as for the reference SISO link). Second,

assume that the noise contributions at different antennas are mutually uncorrelated and of equal

powers σ2. Examining the postcoder matrix Q, the input-output relation for the noise is:
yn1

yn2

...
ynNs

 =


q11 q12 · · · q1Ns

q21 q22 · · · q2Ns
...

...
. . .

...
qNs1 qNs2 · · · qNsNs



σ1

σ2

...
σNs

 (C.0.6)

Consequently, the noise power gain for the i-th data stream will be
∑Ns
j=1(qij)

2. Hence, the re-

ceived power associated to the i-th data stream is equal to Ps = Pstrk
2
ii. On the contrary, the
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interference power is Pi = Pstr
∑
j 6=i k

2
ij and the noise power Pn = σ2

∑Ns
j=1 q

2
ij . Combining these

quantities in Eq. C.0.4 and remembering that the SNR0 of the reference SISO system is equal to

SNR0 = Pstr/σ
2 it results that, for the i-th data stream, ∆SNIR is equal to:

∆SNIRdB = 10Log10

(
k2
ii

SNIR0

∑
j 6=i k

2
ij +

∑Ns
j=1 q

2
ij

)
(C.0.7)

In the end, before concluding, let’s point out what is meant as Channel State Information (CSI)

MIMO. A CSI MIMO is a system where both the transmitter and the receiver are supposed to

know the communication channel structure. In other words, both Tx and Rx know the structure

of the H matrix. In such a way, it is possible to calculate the best configurations of P and Q

matrices in order to have the best exploitation of the antennas configuration. To make this, it

is sufficient to calculate the so-called Singular Value Decomposition [159] (SVD) of the channel

matrix: H = UΣVH and to take the U matrix as the precoder. The U matrix, in fact, contains

the natural radiation modes of the system that guarantee the lowest level of interference at the

receiver. The postcoder matrix, on the contrary, must be taken equal to U = (HP)−1 = (HU)−1.

In such a way, it is possible to have a perfect reception, without data stream mutual interference,

since it results that: y = QHPx + yn = Ix + yn.
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