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ABSTRACT

This paper presents cosmological results based on full-mission Planck observations of temperature and polarization anisotropies of the cosmic
microwave background (CMB) radiation. Our results are in very good agreement with the 2013 analysis of the Planck nominal-mission
temperature data, but with increased precision. The temperature and polarization power spectra are consistent with the standard spatially-flat
6-parameter ⇤CDM cosmology with a power-law spectrum of adiabatic scalar perturbations (denoted “base ⇤CDM” in this paper). From the
Planck temperature data combined with Planck lensing, for this cosmology we find a Hubble constant, H0 = (67.8 ± 0.9) km s�1Mpc�1, a matter
density parameter ⌦m = 0.308 ± 0.012, and a tilted scalar spectral index with ns = 0.968 ± 0.006, consistent with the 2013 analysis. Note that
in this abstract we quote 68% confidence limits on measured parameters and 95% upper limits on other parameters. We present the first results
of polarization measurements with the Low Frequency Instrument at large angular scales. Combined with the Planck temperature and lensing
data, these measurements give a reionization optical depth of ⌧ = 0.066 ± 0.016, corresponding to a reionization redshift of zre = 8.8+1.7

�1.4. These
results are consistent with those from WMAP polarization measurements cleaned for dust emission using 353-GHz polarization maps from
the High Frequency Instrument. We find no evidence for any departure from base ⇤CDM in the neutrino sector of the theory; for example,
combining Planck observations with other astrophysical data we find Ne↵ = 3.15 ± 0.23 for the e↵ective number of relativistic degrees of
freedom, consistent with the value Ne↵ = 3.046 of the Standard Model of particle physics. The sum of neutrino masses is constrained toP

m⌫ < 0.23 eV. The spatial curvature of our Universe is found to be very close to zero, with |⌦K | < 0.005. Adding a tensor component as
a single-parameter extension to base ⇤CDM we find an upper limit on the tensor-to-scalar ratio of r0.002 < 0.11, consistent with the Planck
2013 results and consistent with the B-mode polarization constraints from a joint analysis of BICEP2, Keck Array, and Planck (BKP) data.
Adding the BKP B-mode data to our analysis leads to a tighter constraint of r0.002 < 0.09 and disfavours inflationary models with a V(�) / �2

potential. The addition of Planck polarization data leads to strong constraints on deviations from a purely adiabatic spectrum of fluctuations.
We find no evidence for any contribution from isocurvature perturbations or from cosmic defects. Combining Planck data with other astro-
physical data, including Type Ia supernovae, the equation of state of dark energy is constrained to w = �1.006±0.045, consistent with the expected
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value for a cosmological constant. The standard big bang nucleosynthesis predictions for the helium and deuterium abundances for the best-fit
Planck base ⇤CDM cosmology are in excellent agreement with observations. We also constraints on annihilating dark matter and on possible
deviations from the standard recombination history. In neither case do we find no evidence for new physics. The Planck results for base ⇤CDM
are in good agreement with baryon acoustic oscillation data and with the JLA sample of Type Ia supernovae. However, as in the 2013 analysis, the
amplitude of the fluctuation spectrum is found to be higher than inferred from some analyses of rich cluster counts and weak gravitational lensing.
We show that these tensions cannot easily be resolved with simple modifications of the base ⇤CDM cosmology. Apart from these tensions, the
base ⇤CDM cosmology provides an excellent description of the Planck CMB observations and many other astrophysical data sets.

Key words cosmology: observations – cosmology: theory – cosmic background radiation – cosmological parameters

1. Introduction

The cosmic microwave background (CMB) radiation o↵ers an
extremely powerful way of testing the origin of fluctuations and
of constraining the matter content, geometry, and late-time evo-
lution of the Universe. Following the discovery of anisotropies
in the CMB by the COBE satellite (Smoot et al. 1992), ground-
based, sub-orbital experiments and notably the Wilkinson Mi-
crowave Anisotropy Probe (WMAP) satellite (Bennett et al.
2003, 2013) have mapped the CMB anisotropies with increas-
ingly high precision, providing a wealth of new information on
cosmology.

Planck1 is the third-generation space mission, follow-
ing COBE and WMAP, dedicated to measurements of the
CMB anisotropies. The first cosmological results from Planck
were reported in a series of papers (for an overview see
Planck Collaboration I 2014, and references therein) together
with a public release of the first 15.5 months of temperature
data (which we will refer to as the nominal mission data). Con-
straints on cosmological parameters from Planck were reported
in Planck Collaboration XVI (2014)2. The Planck 2013 analy-
sis showed that the temperature power spectrum from Planck
was remarkably consistent with a spatially flat ⇤CDM cos-
mology specified by six parameters, which we will refer to
as the base ⇤CDM model. However, the cosmological param-
eters of this model were found to be in tension, typically at
the 2�3� level, with some other astronomical measurements,
most notably direct estimates of the Hubble constant (Riess et al.
2011), the matter density determined from distant supernovae
(Conley et al. 2011; Rest et al. 2014), and estimates of the am-
plitude of the fluctuation spectrum from weak gravitational
lensing (Heymans et al. 2013; Mandelbaum et al. 2013) and the
abundance of rich clusters of galaxies (Planck Collaboration XX
2014; Benson et al. 2013; Hasselfield et al. 2013b). As reported
in the revised version of PCP13, and discussed further in Sect. 5,
some of these tensions have been resolved with the acquisition of
more astrophysical data, while other new tensions have emerged.

The primary goal of this paper is to present the results from
the full Planck mission, including a first analysis of the Planck
polarization data. In addition, this paper introduces some refine-
ments in data analysis and addresses the e↵ects of small in-
strumental systematics discovered (or better understood) since
PCP13 appeared.

1 Planck (http://www.esa.int/Planck) is a project of the Euro-
pean Space Agency (ESA) with instruments provided by two scientific
consortia funded by ESA member states and led by Principal Investi-
gators from France and Italy, telescope reflectors provided through a
collaboration between ESA and a scientific consortium led and funded
by Denmark, and additional contributions from NASA (USA).
2 This paper refers extensively to the earlier 2013 Planck cosmolog-
ical parameters paper and CMB power spectra and likelihood paper
(Planck Collaboration XVI 2014; Planck Collaboration XV 2014). To
simplify the presentation, these papers will henceforth be referred to as
PCP13 and PPL13, respectively.

The Planck 2013 data were not entirely free of systematic
e↵ects. The Planck instruments and analysis chains are com-
plex and our understanding of systematics has improved since
PCP13. The most important of these was the incomplete removal
of line-like features in the power spectrum of the time-ordered
data, caused by interference of the 4-K cooler electronics with
the bolometer readout electronics. This resulted in correlated
systematics across detectors, leading to a small “dip” in the
power spectra at multipoles ` ⇡ 1800 at 217 GHz, which is most
noticeable in the first sky survey. Various tests were presented
in PCP13 that suggested that this systematic caused only small
shifts to cosmological parameters. Further analyses, based on the
full mission data from the HFI (29 months, 4.8 sky surveys) are
consistent with this conclusion (see Sect. 3). In addition, we dis-
covered a minor error in the beam transfer functions applied to
the 2013 217-GHz spectra, which had negligible impact on the
scientific results. Another feature of the Planck data, not fully
understood at the time of the 2013 data release, was a 2.6%
calibration o↵set (in power) between Planck and WMAP (re-
ported in PCP13, see also Planck Collaboration XXXI 2014).
As discussed in Appendix A of PCP13, the 2013 Planck and
WMAP power spectra agree to high precision if this multiplica-
tive factor is taken into account and it has no significant im-
pact on cosmological parameters apart from a rescaling of the
amplitude of the primordial fluctuation spectrum. The reasons
for the 2013 calibration o↵sets are now largely understood and
in the 2015 release the calibrations of both Planck instruments
and WMAP are consistent to within about 0.3% in power (see
Planck Collaboration I 2016, for further details). In addition, the
Planck beams have been characterized more accurately in the
2015 data release and there have been minor modifications to
the low-level data processing.

The layout of this paper is as follows. Section 2 summarizes
a number of small changes to the parameter estimation method-
ology since PCP13. The full mission temperature and polariza-
tion power spectra are presented in Sect. 3. The first subsection
(Sect. 3.1) discusses the changes in the cosmological parameters
of the base ⇤CDM cosmology compared to those presented in
2013. Section 3.2 presents an assessment of the impact of fore-
ground cleaning (using the 545-GHz maps) on the cosmological
parameters of the base ⇤CDM model. The power spectra and
associated likelihoods are presented in Sect. 3.3. This subsec-
tion also discusses the internal consistency of the Planck TT ,
T E, and EE spectra. The agreement of T E and EE with the TT
spectra provides an important additional test of the accuracy of
our foreground corrections to the TT spectra at high multipoles.

PCP13 used the WMAP polarization likelihood at low mul-
tipoles to constrain the reionization optical depth parameter ⌧.
The 2015 analysis replaces the WMAP likelihood with polar-
ization data from the Planck Low Frequency Instrument (LFI,
Planck Collaboration II 2016). The impact of this change on ⌧ is
discussed in Sect. 3.4, which also presents an alternative (and
competitive) constraint on ⌧ based on combining the Planck
TT spectrum with the power spectrum of the lensing potential
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measured by Planck. We also compare the LFI polarization
constraints with the WMAP polarization data cleaned with the
Planck HFI 353-GHz maps.

Section 4 compares the Planck power spectra with the power
spectra from high-resolution ground-based CMB data from the
Atacama Cosmology Telescope (ACT, Das et al. 2014) and the
South Pole Telescope (SPT, George et al. 2015). This section
applies a Gibbs sampling technique to sample over foreground
and other “nuisance” parameters to recover the underlying
CMB power spectrum at high multipoles (Dunkley et al. 2013;
Calabrese et al. 2013). Unlike PCP13, in which we combined the
likelihoods of the high-resolution experiments with the Planck
temperature likelihood, in this paper we use the high-resolution
experiments mainly to check the consistency of the “damping
tail” in the Planck power spectrum at multipoles >⇠ 2000.

Section 5 introduces additional data, including
the Planck lensing likelihood (described in detail in
Planck Collaboration XV 2016) and other astrophysical
data sets. As in PCP13, we are highly selective in the astro-
physical data sets that we combine with Planck. As mentioned
above, the main purpose of this paper is to describe what the
Planck data have to say about cosmology. It is not our purpose
to present an exhaustive discussion of what happens when the
Planck data are combined with a wide range of astrophysical
data. This can be done by others, using the publicly released
Planck likelihood. Nevertheless, some cosmological parameter
combinations are highly degenerate using CMB power spectrum
measurements alone, the most severe being the “geometrical
degeneracy” that opens up when spatial curvature is allowed
to vary. Baryon acoustic oscillation (BAO) measurements are a
particularly important astrophysical data set. Since BAO surveys
involve a simple geometrical measurement, these data are less
prone to systematic errors than most other astrophysical data.
As in PCP13, BAO measurements are used as a primary astro-
physical data set in combination with Planck to break parameter
degeneracies. It is worth mentioning explicitly our approach to
interpreting tensions between Planck and other astrophysical
data sets. Tensions may be indicators of new physics beyond
that assumed in the base ⇤CDM model. However, they may also
be caused by systematic errors in the data. Our primary goal
is to report whether the Planck data support any evidence for
new physics. If evidence for new physics is driven primarily by
astrophysical data, but not by Planck, then the emphasis must
necessarily shift to establishing whether the astrophysical data
are free of systematics. This type of assessment is beyond the
scope of this paper, but sets a course for future research.

Extensions to the base ⇤CDM cosmology are discussed in
Sect. 6, which explores a large grid of possibilities. In addition
to these models, we also explore constraints on big bang nu-
cleosynthesis, dark matter annihilation, cosmic defects, and de-
partures from the standard recombination history. As in PCP13,
we find no convincing evidence for a departure from the base
⇤CDM model. As far as we can tell, a simple inflationary model
with a slightly tilted, purely adiabatic, scalar fluctuation spec-
trum fits the Planck data and most other precision astrophys-
ical data. There are some “anomalies” in this picture, includ-
ing the poor fit to the CMB temperature fluctuation spectrum
at low multipoles, as reported by WMAP (Bennett et al. 2003)
and in PCP13, suggestions of departures from statistical isotropy
at low multipoles (as reviewed in Planck Collaboration XXIII
2014; Planck Collaboration XVI 2016), and hints of a discrep-
ancy with the amplitude of the matter fluctuation spectrum at
low redshifts (see Sect. 5.5). However, none of these anomalies
are of decisive statistical significance at this stage.

One of the most interesting developments since the ap-
pearance of PCP13 was the detection by the BICEP2 team
of a B-mode polarization anisotropy (BICEP2 Collaboration
2014), apparently in conflict with the 95% upper limit
on the tensor-to-scalar ratio, r0.002 < 0.113, reported in
PCP13. Clearly, the detection of B-mode signal from pri-
mordial gravitational waves would have profound conse-
quences for cosmology and inflationary theory. However,
a number of studies, in particular an analysis of Planck
353-GHz polarization data, suggested that polarized dust emis-
sion might contribute a significant part of the BICEP2 sig-
nal (Planck Collaboration Int. XXX 2016; Mortonson & Seljak
2014; Flauger et al. 2014). The situation is now clearer following
the joint analysis of BICEP2, Keck Array, and Planck data
(BICEP2/Keck Array and Planck Collaborations 2015, hereafter
BKP); this increases the signal-to-noise ratio on polarized dust
emission primarily by directly cross-correlating the BICEP2 and
Keck Array data at 150 GHz with the Planck polarization data
at 353 GHz. The results of BKP give a 95% upper limit on the
tensor-to-scalar ratio of r0.05 < 0.12, with no statistically signif-
icant evidence for a primordial gravitational wave signal. Sec-
tion 6.2 presents a brief discussion of this result and how it fits
in with the indirect constraints on r derived from the Planck 2015
data.

Our conclusions are summarized in Sect. 7.

2. Model, parameters, and methodology
The notation, definitions and methodology used in this paper
largely follow those described in PCP13, and so will not be re-
peated here. For completeness, we list some derived parameters
of interest in Sect. 2.2. We have made a small number of modi-
fications to the methodology, as described in Sect. 2.1. We have
also made some minor changes to the model of unresolved fore-
grounds and nuisance parameters used in the high-` likelihood.
These are described in detail in Planck Collaboration XI (2016),
but to make this paper more self-contained, these changes are
summarized in Sect. 2.3.

2.1. Theoretical model

We adopt the same general methodology as described in PCP13,
with small modifications. Our main results are now based on the
lensed CMB power spectra computed with the updated January
2015 version of the camb4 Boltzmann code (Lewis et al. 2000),
and parameter constraints are based on the January 2015 version
of CosmoMC (Lewis & Bridle 2002; Lewis 2013). Changes in
our physical modelling are as follows.

• For each model in which the fraction of baryonic mass in he-
lium YP is not varied independently of other parameters, it is
now set from the big bang nucleosynthesis (BBN) prediction
by interpolation from a recent fitting formula based on re-
sults from the PArthENoPE BBN code (Pisanti et al. 2008).
We now use a fixed fiducial neutron decay constant of ⌧n =
880.3 s, and also account for the small di↵erence between the
mass-fraction ratio YP and the nucleon-based fraction YBBN

P .

3 The subscript on r refers to the pivot scale in Mpc�1 used to define
the tensor-to-scalar ratio. For Planck we usually quote r0.002, since a
pivot scale of 0.002 Mpc�1 is close to the scale at which there is some
sensitivity to tensor modes in the large-angle temperature power spec-
trum. For a scalar spectrum with no running and a scalar spectral index
of ns = 0.965, r0.05 ⇡ 1.12r0.002 for small r. For r ⇡ 0.1, assuming the
inflationary consistency relation, we have instead r0.05 ⇡ 1.08r0.002.
4
http://camb.info
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These modifications result in changes of about 1% to the in-
ferred value of YP compared to PCP13, giving best-fit values
YP ⇡ 0.2453 (YBBN

P ⇡ 0.2467) in ⇤CDM. See Sect. 6.5 for
a detailed discussion of the impact of uncertainties arising
from variations of ⌧n and nuclear reaction rates; however,
these uncertainties have minimal impact on our main results.
Section 6.5 also corrects a small error arising from how the
di↵erence between Ne↵ = 3.046 and Ne↵ = 3 was handled in
the BBN fitting formula.
• We have corrected a missing source term in the dark energy

modelling for w , �1. The correction of this error has very
little impact on our science results, since it is only important
for values of w far from �1.
• To model the small-scale matter power spectrum, we use the
halofit approach (Smith et al. 2003), with the updates of
Takahashi et al. (2012), as in PCP13, but with revised fitting
parameters for massive neutrino models5. We also now in-
clude the halofit corrections when calculating the lensed
CMB power spectra.

As in PCP13 we adopt a Bayesian framework for testing theo-
retical models. Tests using the “profile likelihood” method, de-
scribed in Planck Collaboration Int. XVI (2014), show excellent
agreement for the mean values of the cosmological parameters
and their errors, for both the base ⇤CDM model and its Ne↵ ex-
tension. Tests have also been carried out using the class Boltz-
mann code (Lesgourgues 2011) and the Monte PythonMCMC
code (Audren et al. 2013) in place of camb and CosmoMC, respec-
tively. Again, for flat models we find excellent agreement with
the baseline choices used in this paper.

2.2. Derived parameters

Our base parameters are defined as in PCP13, and we also
calculate the same derived parameters. In addition we now
compute:

• the helium nucleon fraction defined by YBBN
P ⌘ 4nHe/nb;

• where standard BBN is assumed, the mid-value deuterium
ratio predicted by BBN, yDP ⌘ 105nD/nH, using a fit from
the PArthENoPE BBN code (Pisanti et al. 2008);
• the comoving wavenumber of the perturbation mode that

entered the Hubble radius at matter-radiation equality zeq,
where this redshift is calculated approximating all neutrinos
as relativistic at that time, i.e., keq ⌘ a(zeq)H(zeq);
• the comoving angular diameter distance to last scattering,

DA(z⇤);
• the angular scale of the sound horizon at matter-radiation

equality, ✓s,eq ⌘ rs(zeq)/DA(z⇤), where rs is the sound hori-
zon and z⇤ is the redshift of last scattering;
• the amplitude of the CMB power spectrum D` ⌘ `(` +

1)C`/2⇡ in µK2, for ` = 40, 220, 810, 1520, and 2000;
• the primordial spectral index of the curvature perturbations

at wavenumber k = 0.002 Mpc�1, ns,0.002 (as in PCP13, our
default pivot scale is k = 0.05 Mpc�1, so that ns ⌘ ns,0.05);
• parameter combinations close to those probed by galaxy and

CMB lensing (and other external data), specifically �8⌦
0.5
m

and �8⌦
0.25
m ;

• various quantities reported by BAO and redshift-space
distortion measurements, as described in Sects. 5.2
and 5.5.1.

5 Results for neutrino models with galaxy and CMB lensing alone use
the camb Jan 2015 version of halofit to avoid problems at large ⌦m;
other results use the previous (April 2014) halofit version.

2.3. Changes to the foreground model

Unresolved foregrounds contribute to the temperature power
spectrum and must be modelled to extract accurate cosmologi-
cal parameters. PPL13 and PCP13 used a parametric approach
to modelling foregrounds, similar to the approach adopted in
the analysis of the SPT and ACT experiments (Reichardt et al.
2012; Dunkley et al. 2013). The unresolved foregrounds are de-
scribed by a set of power spectrum templates together with nui-
sance parameters, which are sampled via MCMC along with the
cosmological parameters6. The components of the extragalactic
foreground model consist of:

• the shot noise from Poisson fluctuations in the number den-
sity of point sources;
• the power due to clustering of point sources (loosely referred

to as the CIB component);
• a thermal Sunyaev-Zeldovich (tSZ) component;
• a kinetic Sunyaev-Zeldovich (kSZ) component;
• the cross-correlation between tSZ and CIB.

In addition, the likelihood includes a number of other nuisance
parameters, such as relative calibrations between frequencies,
and beam eigenmode amplitudes. We use the same templates for
the tSZ, kSZ, and tSZ/CIB cross-correlation as in the 2013 pa-
pers. However, we have made a number of changes to the CIB
modelling and the priors adopted for the SZ e↵ects, which we
now describe in detail.

2.3.1. CIB

In the 2013 papers, the CIB anisotropies were modelled as a
power law:

D
⌫1⇥⌫2
` = ACIB

⌫1⇥⌫2

 
`

3000

!�CIB

· (1)

Planck data alone provide a constraint on ACIB
217⇥217 and very weak

constraints on the CIB amplitudes at lower frequencies. PCP13
reported typical values of ACIB

217⇥217 = (29 ± 6) µK2 and �CIB =
0.40 ± 0.15, fitted over the range 500  `  2500. The addition
of the ACT and SPT data (“highL”) led to solutions with steeper
values of �CIB, closer to 0.8, suggesting that the CIB component
was not well fit by a power law.

Planck results on the CIB, using H i as a tracer of Galac-
tic dust, are discussed in detail in Planck Collaboration XXX
(2014). In that paper, a model with 1-halo and 2-halo contri-
butions was developed that provides an accurate description of
the Planck and IRAS CIB spectra from 217 GHz through to
3000 GHz. At high multipoles, ` >⇠ 3000, the halo-model spectra
are reasonably well approximated by power laws, with a slope
�CIB ⇡ 0.8 (though see Sect. 4). At multipoles in the range
500 <⇠ ` <⇠ 2000, corresponding to the transition from the 2-halo
term dominating the clustering power to the 1-halo term domi-
nating, the Planck Collaboration XXX (2014) templates have a
shallower slope, consistent with the results of PCP13. The am-
plitudes of these templates at ` = 3000 are

ACIB
217⇥217 = 63.6 µK2, ACIB

143⇥217 = 19.1, µK2,

ACIB
143⇥143 = 5.9 µK2, ACIB

100⇥100 = 1.4 µK2. (2)

6 Our treatment of Galactic dust emission also di↵ers from that used in
PPL13 and PCP13. Here we describe changes to the extragalactic model
and our treatment of errors in the Planck absolute calibration, deferring
a discussion of Galactic dust modelling in temperature and polarization
to Sect. 3.
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Note that in PCP13, the CIB amplitude of the 143⇥217 spectrum
was characterized by a correlation coe�cient

ACIB
143⇥217 = rCIB

143⇥217

q
ACIB

217⇥217ACIB
143⇥143. (3)

The combined Planck+highL solutions in PCP13 always give a
high correlation coe�cient with a 95% lower limit of rCIB

143⇥217
>⇠

0.85, consistent with the model of Eq. (2), which has rCIB
143⇥217 ⇡

1. In the 2015 analysis, we use the Planck Collaboration XXX
(2014) templates, fixing the relative amplitudes at 100 ⇥ 100,
143⇥143, and 143⇥217 to the amplitude of the 217⇥217 spec-
trum. Thus, the CIB model used in this paper is specified by only
one amplitude, ACIB

217⇥ 217, which is assigned a uniform prior in the
range 0�200 µK2.

In PCP13 we solved for the CIB amplitudes at the CMB
e↵ective frequencies of 217 and 143 GHz, and so we included
colour corrections in the amplitudes ACIB

217⇥ 217 and ACIB
143⇥143 (there

was no CIB component in the 100 ⇥ 100 spectrum). In the 2015
Planck analysis, we do not include a colour term since we de-
fine ACIB

217⇥ 217 to be the actual CIB amplitude measured in the
Planck 217-GHz band. This is higher by a factor of about 1.33
compared to the amplitude at the CMB e↵ective frequency of the
Planck 217-GHz band. This should be borne in mind by readers
comparing 2015 and 2013 CIB amplitudes measured by Planck.

2.3.2. Thermal and kinetic SZ amplitudes
In the 2013 papers we assumed template shapes for the thermal
(tSZ) and kinetic (kSZ) spectra characterized by two amplitudes,
AtSZ and AkSZ, defined in equations (26) and (27) of PCP13.
These amplitudes were assigned uniform priors in the range
0�10 (µK)2 . We used the Trac et al. (2011) kSZ template spec-
trum and the ✏ = 0.5 tSZ template from Efstathiou & Migliaccio
(2012). We adopt the same templates for the 2015 Planck
analysis, since, for example, the tSZ template is actually a
good match to the results from the recent numerical simula-
tions of McCarthy et al. (2014). In addition, we previously in-
cluded a template from Addison et al. (2012) to model the cross-
correlation between the CIB and tSZ emission from clusters of
galaxies. The amplitude of this template was characterized by
a dimensionless correlation coe�cient, ⇠tSZ⇥CIB, which was as-
signed a uniform prior in the range 0�1. The three parameters
AtSZ, AkSZ, and ⇠tSZ⇥CIB, are not well constrained by Planck
alone. Even when combined with ACT and SPT, the three param-
eters are highly correlated with each other. Marginalizing over
⇠tSZ⇥CIB, Reichardt et al. (2012) find that SPT spectra constrain
the linear combination

AkSZ + 1.55 AtSZ = (9.2 ± 1.3) µK2. (4)

The slight di↵erences in the coe�cients compared to the formula
given in Reichardt et al. (2012) come from the di↵erent e↵ec-
tive frequencies used to define the Planck amplitudes AkSZ and
AtSZ. An investigation of the 2013 Planck+highL solutions show
a similar degeneracy direction, which is almost independent of
cosmology, even for extensions to the base ⇤CDM model:

ASZ = AkSZ + 1.6 AtSZ = (9.4 ± 1.4) µK2 (5)

for Planck+WP+highL, which is very close to the degener-
acy direction (Eq. (4)) measured by SPT. In the 2015 Planck
analysis, we impose a conservative Gaussian prior for ASZ, as
defined in Eq. (5), with a mean of 9.5 µK2 and a dispersion
3 µK2 (i.e., somewhat broader than the dispersion measured by
Reichardt et al. 2012). The purpose of imposing this prior on ASZ

is to prevent the parameters AkSZ and AtSZ from wandering into
unphysical regions of parameter space when using Planck data
alone. We retain the uniform prior of [0,1] for ⇠tSZ⇥CIB. As this
paper was being written, results from the complete 2540 deg2

SPT-SZ survey area appeared (George et al. 2015). These are
consistent with Eq. (5) and in addition constrain the correla-
tion parameter to low values, ⇠tSZ⇥CIB = 0.113+0.057

�0.054. The looser
priors on these parameters adopted in this paper are, however,
su�cient to eliminate any significant sensitivity of cosmolog-
ical parameters derived from Planck to the modelling of the
SZ components.

2.3.3. Absolute Planck calibration
In PCP13, we treated the calibrations of the 100 and 217-GHz
channels relative to 143 GHz as nuisance parameters. This was
an approximate way of dealing with small di↵erences in rela-
tive calibrations between di↵erent detectors at high multipoles,
caused by bolometer time-transfer function corrections and in-
termediate and far sidelobes of the Planck beams. In other words,
we approximated these e↵ects as a purely multiplicative correc-
tion to the power spectra over the multipole range ` = 50–2500.
The absolute calibration of the 2013 Planck power spectra was
therefore fixed, by construction, to the absolute calibration of
the 143-5 bolometer. Any error in the absolute calibration of
this reference bolometer was not propagated into errors on cos-
mological parameters. For the 2015 Planck likelihoods we use
an identical relative calibration scheme between 100, 143, and
217 GHz, but we now include an absolute calibration parame-
ter yp, at the map level, for the 143-GHz reference frequency.
We adopt a Gaussian prior on yp centred on unity with a (con-
servative) dispersion of 0.25%. This overall calibration uncer-
tainty is then propagated through to cosmological parameters
such as As and �8. A discussion of the consistency of the abso-
lute calibrations across the nine Planck frequency bands is given
in Planck Collaboration I (2016).

3. Constraints on the parameters of the base ⇤CDM
cosmology from Planck

3.1. Changes in the base ⇤CDM parameters compared

to the 2013 data release

The principal conclusion of PCP13 was the excellent agreement
of the base ⇤CDM model with the temperature power spectra
measured by Planck. In this subsection, we compare the param-
eters of the base ⇤CDM model reported in PCP13 with those
measured from the full-mission 2015 data. Here we restrict the
comparison to the high multipole temperature (TT ) likelihood
(plus low-` polarization), postponing a discussion of the T E and
EE likelihood blocks to Sect. 3.2. The main di↵erences between
the 2013 and 2015 analyses are as follows.

(1) There have been a number of changes to the low-level Planck
data processing, as discussed in Planck Collaboration II
(2016) and Planck Collaboration VII (2016). These include:
changes to the filtering applied to remove “4-K” cooler
lines from the time-ordered data (TOD); changes to the
deglitching algorithm used to correct the TOD for cos-
mic ray hits; improved absolute calibration based on the
spacecraft orbital dipole and more accurate models of
the beams, accounting for the intermediate and far side-
lobes. These revisions largely eliminate the calibration
di↵erence between Planck-2013 and WMAP reported in
PCP13 and Planck Collaboration XXXI (2014), leading to
upward shifts of the HFI and LFI Planck power spectra
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Table 1. Parameters of the base ⇤CDM cosmology (as defined in PCP13) determined from the publicly released nominal-mission CamSpec
DetSet likelihood [2013N(DS)] and the 2013 full-mission CamSpec DetSet and cross-yearly (Y1⇥Y2) likelihoods with the extended sky coverage
[2013F(DS) and 2013F(CY)].

[1] Parameter [2] 2013N(DS) [3] 2013F(DS) [4] 2013F(CY) [5] 2015F(CHM) [6] 2015F(CHM) (Plik) ([2]–[6])/�[6] ([5]–[6])/�[5]

100✓MC . . . . . . . . . 1.04131 ± 0.00063 1.04126 ± 0.00047 1.04121 ± 0.00048 1.04094 ± 0.00048 1.04086 ± 0.00048 0.71 0.17
⌦bh2 . . . . . . . . . . . 0.02205 ± 0.00028 0.02234 ± 0.00023 0.02230 ± 0.00023 0.02225 ± 0.00023 0.02222 ± 0.00023 �0.61 0.13
⌦ch2 . . . . . . . . . . . 0.1199 ± 0.0027 0.1189 ± 0.0022 0.1188 ± 0.0022 0.1194 ± 0.0022 0.1199 ± 0.0022 0.00 �0.23
H0 . . . . . . . . . . . . 67.3 ± 1.2 67.8 ± 1.0 67.8 ± 1.0 67.48 ± 0.98 67.26 ± 0.98 0.03 0.22
ns . . . . . . . . . . . . 0.9603 ± 0.0073 0.9665 ± 0.0062 0.9655 ± 0.0062 0.9682 ± 0.0062 0.9652 ± 0.0062 �0.67 0.48
⌦m . . . . . . . . . . . . 0.315 ± 0.017 0.308 ± 0.013 0.308 ± 0.013 0.313 ± 0.013 0.316 ± 0.014 �0.06 �0.23
�8 . . . . . . . . . . . . 0.829 ± 0.012 0.831 ± 0.011 0.828 ± 0.012 0.829 ± 0.015 0.830 ± 0.015 �0.08 �0.07
⌧ . . . . . . . . . . . . . 0.089 ± 0.013 0.096 ± 0.013 0.094 ± 0.013 0.079 ± 0.019 0.078 ± 0.019 0.85 0.05
109Ase�2⌧ . . . . . . . . 1.836 ± 0.013 1.833 ± 0.011 1.831 ± 0.011 1.875 ± 0.014 1.881 ± 0.014 �3.46 �0.42

Notes. These three likelihoods are combined with the WMAP polarization likelihood to constrain ⌧. The column labelled 2015F(CHM) lists
parameters for a CamSpec cross-half-mission likelihood constructed from the 2015 maps using similar sky coverage to the 2013F(CY) likelihood
(but greater sky coverage at 217 GHz and di↵erent point source masks, as discussed in the text). The column labelled 2015F(CHM) (Plik) lists
parameters for the Plik cross-half-mission likelihood that uses identical sky coverage to the CamSpec likelihood. The 2015 temperature likelihoods
are combined with the Planck lowP likelihood to constrain ⌧. The last two columns list the deviations of the Plik parameters from those of the
nominal-mission and the CamSpec 2015(CHM) likelihoods. To help refer to specific columns, we have numbered the first six explicitly. The high-`
likelihoods used here include only TT spectra. H0 is given in the usual units of km s�1 Mpc�1.

of approximately 2.0% and 1.7%, respectively. In addi-
tion, the mapmaking used for 2015 data processing utilizes
“polarization destriping” for the polarized HFI detectors
(Planck Collaboration VIII 2016).

(2) The 2013 papers used WMAP polarization measurements
(Bennett et al. 2013) at multipoles `  23 to constrain the
optical depth parameter ⌧; this likelihood was denoted “WP”
in the 2013 papers. In the 2015 analysis, the WMAP polar-
ization likelihood is replaced by a Planck polarization likeli-
hood constructed from low-resolution maps of Q and U po-
larization measured by LFI at 70 GHz, foreground cleaned
using the LFI 30-GHz and HFI 353-GHz maps as polarized
synchrotron and dust templates, respectively, as described
in Planck Collaboration XI (2016). After a comprehensive
analysis of survey-to-survey null tests, we found possible
low-level residual systematics in Surveys 2 and 4, likely re-
lated to the unfavourable alignment of the CMB dipole in
those two surveys (for details see Planck Collaboration II
2016). We therefore conservatively use only six of the
eight LFI 70-GHz full-sky surveys, excluding Surveys 2 and
4, The foreground-cleaned LFI 70-GHz polarization maps
are used over 46% of the sky, together with the temper-
ature map from the Commander component-separation al-
gorithm over 94% of the sky (see Planck Collaboration IX
2016, for further details), to form a low-` Planck tempera-
ture+polarization pixel-based likelihood that extends up to
multipole ` = 29. Use of the polarization information in
this likelihood is denoted as “lowP” in this paper The op-
tical depth inferred from the lowP likelihood combined with
the Planck TT likelihood is typically ⌧ ⇡ 0.07, and is about
1� lower than the typical values of ⌧ ⇡ 0.09 inferred from
the WMAP polarization likelihood (see Sect. 3.4) used in the
2013 papers. As discussed in Sect. 3.4 (and in more detail in
Planck Collaboration XI 2016) the LFI 70-GHz and WMAP
polarization maps are consistent when both are cleaned with
the HFI 353-GHz polarization maps7.

7 Throughout this paper, we adopt the following labels for likelihoods:
(i) Planck TT denotes the combination of the TT likelihood at multi-
poles ` � 30 and a low-` temperature-only likelihood based on the CMB
map recovered with Commander; (ii) Planck TT+lowP further includes
the Planck polarization data in the low-` likelihood, as described in the
main text; (iii) labels such as Planck TE+lowP denote the T E likelihood
at ` � 30 plus the polarization-only component of the map-based low-`

(3) In the 2013 papers, the Planck temperature likelihood was a
hybrid: over the multipole range `=2�49, the likelihood was
based on the Commander algorithm applied to 87% of the sky
computed using a Blackwell-Rao estimator for the likelihood
at higher multipoles (`=50–2500) was constructed from
cross-spectra over the frequency range 100�217 GHz us-
ing the CamSpec software (Planck Collaboration XV 2014),
which is based on the methodology developed in Efstathiou
(2004, 2006). At each of the Planck HFI frequencies, the
sky is observed by a number of detectors. For example, at
217 GHz the sky is observed by four unpolarized spider-web
bolometers (SWBs) and eight polarization sensitive bolome-
ters (PSBs). The TOD from the 12 bolometers can be com-
bined to produce a single map at 217 GHz for any given pe-
riod of time. Thus, we can produce 217-GHz maps for in-
dividual sky surveys (denoted S1, S2, S3, etc.), or by year
(Y1, Y2), or split by half-mission (HM1, HM2). We can also
produce a temperature map from each SWB and a temper-
ature and polarization map from quadruplets of PSBs. For
example, at 217 GHz we produce four temperature and two
temperature+polarization maps. We refer to these maps as
detectors-set maps (or “DetSets” for short); note that the Det-
Set maps can also be produced for any arbitrary time pe-
riod. The high multipole likelihood used in the 2013 papers
was computed by cross-correlating HFI DetSet maps for the
“nominal” Planck mission extending over 15.5 months8. For
the 2015 papers we use the full-mission Planck data, extend-
ing over 29 months for the HFI and 48 months for the LFI. In
the Planck 2015 analysis, we have produced cross-year and
cross-half-mission likelihoods in addition to a DetSet like-
lihood. The baseline 2015 Planck temperature-polarization
likelihood is also a hybrid, matching the high-multipole like-
lihood at ` = 30 to the Planck pixel-based likelihood at lower
multipoles.

(4) The sky coverage used in the 2013 CamSpec likelihood was
intentionally conservative, retaining e↵ectively 49% of the

Planck likelihood; and (iv) Planck TT,TE,EE+lowP denotes the combi-
nation of the likelihood at ` � 30 using TT , T E, and EE spectra and the
low-` temperature+polarization likelihood. We make occasional use of
combinations of the polarization likelihoods at ` � 30 and the temper-
ature+polarization data at low-`, which we denote with labels such as
Planck TE+lowT,P.
8 Although we analysed a Planck full-mission temperature likelihood
extensively, prior to the release of the 2013 papers.
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sky at 100 GHz and 31% of the sky at 143 and 217 GHz9.
This was done to ensure that on the first exposure of
Planck cosmological results to the community, corrections
for Galactic dust emission were demonstrably small and had
negligible impact on cosmological parameters. In the 2015
analysis we make more aggressive use of the sky at each
of these frequencies. We have also tuned the point-source
masks to each frequency, rather than using a single point-
source mask constructed from the union of the point source
catalogues at 100, 143, 217, and 353 GHz. This results in
many fewer point source holes in the 2015 analysis com-
pared to the 2013 analysis.

(5) Most of the results in this paper are derived from a revised
Plik likelihood, based on cross-half-mission spectra. The
Plik likelihood has been modified since 2013 so that it is
now similar to the CamSpec likelihood used in PCP13. Both
likelihoods use similar approximations to compute the co-
variance matrices. The main di↵erence is in the treatment
of Galactic dust corrections in the analysis of the polariza-
tion spectra. The two likelihoods have been written inde-
pendently and give similar (but not identical) results, as dis-
cussed further below. The Plik likelihood is discussed in
Planck Collaboration XI (2016). The CamSpec likelihood is
discussed in a separate paper (Efstathiou et al., in prep.).

(6) We have made minor changes to the foreground modelling
and to the priors on some of the foreground parameters, as
discussed in Sect. 2.3 and Planck Collaboration XI (2016).
Given these changes to data processing, mission length,
sky coverage, etc., it is reasonable to ask whether the base
⇤CDM parameters have changed significantly compared to
the 2013 numbers. In fact, the parameter shifts are relatively
small. The situation is summarized in Table 1. The second
column of this table lists the Planck+WP parameters, as
given in table 5 of PCP13. Since these numbers are based
on the 2013 processing of the nominal mission and com-
puted via a DetSet CamSpec likelihood, the column is la-
belled 2013N(DS). We now make a number of specific re-
marks about these comparisons.

(1) 4-K cooler line systematics. After the submission of PCP13
we found strong evidence that a residual in the 217 ⇥ 217
DetSet spectrum at ` ⇡ 1800 was a systematic caused
by electromagnetic interference between the Joule-Thomson
4-K cooler electronics and the bolometer readout electron-
ics. This interference leads to a set of time-variable narrow
lines in the power spectrum of the TOD. The data processing
pipelines apply a filter to remove these lines; however, the
filtering failed to reduce their impact on the power spectra to
negligible levels. Incomplete removal of the 4-K cooler lines
a↵ects primarily the 217 ⇥ 217 PSB⇥PSB cross-spectrum in
Survey 1. The presence of this systematic was reported in the
revised versions of 2013 Planck papers. Using simulations
and also comparison with the 2013 full-mission likelihood
(in which the 217⇥217 power spectrum “dip” is strongly di-
luted by the additional sky surveys) we assessed that the 4-K
line systematic was causing shifts in cosmological parame-
ters of less than 0.5�10. Column 3 in Table 1 lists the DetSet
parameters for the full-mission 2013 data. This full-mission

9 These quantities are explicitly the apodized e↵ective f e↵
sky, calculated

as the average of the square of the apodized mask values (see Eq. (10)).
10 The revised version of PCP13 also reported an error in the ordering
of the beam-transfer functions applied to some of the 2013 217 ⇥ 217
DetSet cross-spectra, leading to an o↵set of a few (µK)2 in the coadded
217 ⇥ 217 spectrum. As discussed in PCP13, this o↵set is largely ab-

likelihood uses more extensive sky coverage than the nom-
inal mission likelihood (e↵ectively 39% of sky at 217 GHz,
55% of sky at 143 GHz, and 63% of sky at 100 GHz); other-
wise the methodology and foreground model are identical to
the CamSpec likelihood described in PPL13. The parameter
shifts are relatively small and consistent with the improve-
ment in signal-to-noise of the full-mission spectra and the
systematic shifts caused by the 217 ⇥ 217 dip in the nominal
mission (for example, raising H0 and ns, as discussed in ap-
pendix C4 of PCP13).

(2) DetSets versus cross-surveys. In a reanalysis of the pub-
licly released Planck maps, Spergel et al. (2015) constructed
cross-survey (S1 ⇥ S2) likelihoods and found cosmological
parameters for the base ⇤CDM model that were close to
(within approximately 1�) the nominal mission parameters
listed in Table 1. The Spergel et al. (2015) analysis di↵ers
substantially in sky coverage and foreground modelling com-
pared to the 2013 Planck analysis and so it is encouraging
that they find no major di↵erences with the results presented
by the Planck collaboration. On the other hand, they did
not identify the reasons for the roughly 1� parameter shifts.
They argue that foreground modelling and the `= 1800 dip in
the 217 ⇥ 217 DetSet spectrum can contribute towards some
of the di↵erences but cannot produce 1� shifts, in agreement
with the conclusions of PCP13. The 2013F(DS) likelihood
disfavours the Spergel et al. (2015) cosmology (with param-
eters listed in their Table 3) by ��2 = 11, i.e., by about
2�, and almost all of the ��2 is contributed by the multi-
pole range 1000�1500, so the parameter shifts are not driven
by cotemporal systematics resulting in correlated noise bi-
ases at high multipoles. However, as discussed in PPL13 and
Planck Collaboration XI (2016), low-level correlated noise
in the DetSet spectra a↵ects all HFI channels at high mul-
tipoles where the spectra are noise dominated. The impact
of this correlated noise on cosmological parameters is rel-
atively small. This is illustrated by Col. 4 of Table 1 (la-
belled “2013F(CY)”), which lists the parameters of a 2013
CamSpec cross-year likelihood using the same sky cover-
age and foreground model as the DetSet likelihood used for
Col. 3. The parameters from these two likelihoods are in
good agreement (better than 0.2�), illustrating that cotem-
poral systematics in the DetSets are at su�ciently low levels
that there is very little e↵ect on cosmological parameters.
Nevertheless, in the 2015 likelihood analysis we apply cor-
rections for correlated noise to the DetSet cross-spectra, as
discussed in Planck Collaboration XI (2016), and typically
find agreement in cosmological parameters between Det-
Set, cross-year, and cross-half-mission likelihoods to better
than 0.5� accuracy for a fixed likelihood code (and to better
than 0.2� accuracy for base ⇤CDM).

(3) 2015 versus 2013 processing. Column 5 (labelled
“2015F(CHM)”) lists the parameters computed from
the CamSpec cross-half-mission likelihood using the HFI
2015 data with revised absolute calibration and beam-
transfer functions. We also replace the WP likelihood of
the 2013 analysis with the Planck lowP likelihood. The
2015F(CHM) likelihood uses slightly more sky coverage
(60%) at 217 GHz, compared to the 2013F(CY) likelihood
and also uses revised point source masks. Despite these
changes, the base ⇤CDM parameters derived from the 2015
CamSpec likelihood are within ⇡0.4� of the 2013F(CY)

sorbed by the foreground model and has negligible impact on the 2013
cosmological parameters.
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Fig. 1. Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency-averaged temperature
spectrum computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters determined from the MCMC
analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander component-
separation algorithm, computed over 94% of the sky. The best-fit base ⇤CDM theoretical spectrum fitted to the Planck TT+lowP likelihood is
plotted in the upper panel. Residuals with respect to this model are shown in the lower panel. The error bars show ±1� uncertainties.

parameters, with the exception of ✓MC, which is lower by
0.67�, ⌧, which is lower by 1�, and Ase�2⌧, which is higher
by about 4� . The change in ⌧ simply reflects the preference
for a lower value of ⌧ from the Planck LFI polarization
data compared to the WMAP polarization likelihood in the
form delivered by the WMAP team (see Sect. 3.4 for further
discussion). The large upward shift in Ase�2⌧ reflects the
change in the absolute calibration of the HFI. As noted in
Sect. 2.3, the 2013 analysis did not propagate an error on
the Planck absolute calibration through to cosmological
parameters. Coincidentally, the changes to the absolute
calibration compensate for the downward change in ⌧ and
variations in the other cosmological parameters to keep
the parameter �8 largely unchanged from the 2013 value.
This will be important when we come to discuss possible
tensions between the amplitude of the matter fluctuations at
low redshift estimated from various astrophysical data sets
and the Planck CMB values for the base ⇤CDM cosmology
(see Sect. 5.6).

(4) Likelihoods. Constructing a high-multipole likelihood for
Planck, particularly with T E and EE spectra, is complicated
and di�cult to check at the sub-� level against numerical
simulations because the simulations cannot model the fore-
grounds, noise properties, and low-level data processing of
the real Planck data to su�ciently high accuracy. Within the
Planck collaboration, we have tested the sensitivity of the

results to the likelihood methodology by developing several
independent analysis pipelines. Some of these are described
in Planck Collaboration XI (2016). The most highly devel-
oped of them are the CamSpec and revised Plik pipelines.
For the 2015 Planck papers, the Plik pipeline was chosen
as the baseline. Column 6 of Table 1 lists the cosmological
parameters for base⇤CDM determined from the Plik cross-
half-mission likelihood, together with the lowP likelihood,
applied to the 2015 full-mission data. The sky coverage used
in this likelihood is identical to that used for the CamSpec
2015F(CHM) likelihood. However, the two likelihoods di↵er
in the modelling of instrumental noise, Galactic dust, treat-
ment of relative calibrations, and multipole limits applied to
each spectrum.

As summarized in Col. 8 of Table 1, the Plik and CamSpec pa-
rameters agree to within 0.2�, except for ns, which di↵ers by
nearly 0.5�. The di↵erence in ns is perhaps not surprising, since
this parameter is sensitive to small di↵erences in the foreground
modelling. Di↵erences in ns between Plik and CamSpec are
systematic and persist throughout the grid of extended ⇤CDM
models discussed in Sect. 6. We emphasize that the CamSpec
and Plik likelihoods have been written independently, though
they are based on the same theoretical framework. None of
the conclusions in this paper (including those based on the full
“TT,T E, EE” likelihoods) would di↵er in any substantive way
had we chosen to use the CamSpec likelihood in place of Plik.
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The overall shifts of parameters between the Plik 2015 like-
lihood and the published 2013 nominal mission parameters are
summarized in Col. 7 of Table 1. These shifts are within 0.7� ex-
cept for the parameters ⌧ and Ase�2⌧, which are sensitive to the
low-multipole polarization likelihood and absolute calibration.

In summary, the Planck 2013 cosmological parameters were
pulled slightly towards lower H0 and ns by the ` ⇡ 1800 4-K line
systematic in the 217 ⇥ 217 cross-spectrum, but the net e↵ect of
this systematic is relatively small, leading to shifts of 0.5� or
less in cosmological parameters. Changes to the low-level data
processing, beams, sky coverage, etc., as well as the likelihood
code also produce shifts of typically 0.5� or less. The combined
e↵ect of these changes is to introduce parameter shifts relative to
PCP13 of less than 0.7�, with the exception of ⌧ and Ase�2⌧. The
main scientific conclusions of PCP13 are therefore consistent
with the 2015 Planck analysis.

Parameters for the base ⇤CDM cosmology derived from
full-mission DetSet, cross-year, or cross-half-mission spectra are
in extremely good agreement, demonstrating that residual (i.e.,
uncorrected) cotemporal systematics are at low levels. This is
also true for the extensions of the ⇤CDM model discussed in
Sect. 6. It is therefore worth explaining why we have adopted the
cross-half-mission likelihood as the baseline for this and other
2015 Planck papers. The cross-half-mission likelihood has lower
signal-to-noise than the full-mission DetSet likelihood; however,
the errors on the cosmological parameters from the two likeli-
hoods are almost identical, as can be seen from the entries in
Table 1. This is also true for extended ⇤CDM models. How-
ever, for more complicated tests, such as searches for localized
features in the power spectra (Planck Collaboration XX 2016),
residual 4-K line systematic e↵ects and residual uncorrected cor-
related noise at high multipoles in the DetSet likelihood can
produce results suggestive of new physics (though not at a high
significance level). We have therefore decided to adopt the cross-
half-mission likelihood as the baseline for the 2015 analysis, sac-
rificing some signal-to-noise in favour of reduced systematics.
For almost all of the models considered in this paper, the Planck
results are limited by small systematics of various types, includ-
ing systematic errors in modelling foregrounds, rather than by
signal-to-noise.

The foreground-subtracted, frequency-averaged, cross-half-
mission spectrum is plotted in Fig. 1, together with the
Commander power spectrum at multipoles `  29. The high
multipole spectrum plotted in this figure is an approximate max-
imum likelihood solution based on equations (A24) and (A25) of
PPL13, with the foregrounds and nuisance parameters for each
spectrum fixed to the best-fit values of the base ⇤CDM solution.
Note that a di↵erent way of solving for the Planck CMB spec-
trum, by marginalizing over foreground and nuisance parame-
ters, is presented in Sect. 4. The best-fit base ⇤CDM model is
plotted in the upper panel, while residuals with respect to this
model are plotted in the lower panel. In this plot, there are only
four bandpowers at ` � 30 that di↵er from the best-fit model
by more than 2�. These are: `= 434 (�2.0�); `= 465 (2.5�);
`= 1214 (�2.5�); and `= 1455 (�2.1�). The �2 of the coadded
TT spectrum plotted in Fig. 1 relative to the best-fit base ⇤CDM
model is 2547 for 2479 degrees of freedom (30  `  2500),
which is a 0.96� fluctuation (PTE= 16.8%). These numbers
confirm the extremely good fit of the base ⇤CDM cosmology
to the Planck TT data at high multipoles. The consistency of
the Planck polarization spectra with base ⇤CDM is discussed in
Sect. 3.3.

PCP13 noted some mild internal tensions within the Planck
data, for example, the preference of the phenomenological

lensing parameter AL (see Sect. 5.1) towards values greater than
unity and a preference for a negative running of the scalar spec-
tral index (see Sect. 6.2.2). These tensions were partly caused
by the poor fit of base ⇤CDM model to the temperature spec-
trum at multipoles below about 50. As noted by the WMAP
team (Hinshaw et al. 2003), the temperature spectrum has a low
quadrupole amplitude and a glitch in the multipole range 20 <⇠
` <⇠ 30. These features can be seen in the Planck 2015 spectrum
of Fig. 1. They have a similar (though slightly reduced) e↵ect on
cosmological parameters to those described in PCP13.

3.2. 545-GHz-cleaned spectra

As discussed in PCP13, unresolved extragalactic foregrounds
(principally Poisson point sources and the clustered compo-
nent of the CIB) contribute to the Planck TT spectra at high
multipoles. The approach to modelling these foreground con-
tributions in PCP13 is similar to that used by the ACT and
SPT teams (Reichardt et al. 2012; Dunkley et al. 2013) in that
the foregrounds are modelled by a set of physically motivated
power spectrum template shapes with an associated set of ad-
justable nuisance parameters. This approach has been adopted
as the baseline for the Planck 2015 analysis. The foreground
model has been adjusted for this new analysis, in relatively mi-
nor ways, as summarized in Sect. 2.3 and described in further
detail in Planck Collaboration XII (2016). Galactic dust emis-
sion also contributes to the temperature and polarization power
spectra and must be subtracted from the spectra used to form the
Planck likelihood. Unlike the extragalactic foregrounds, Galac-
tic dust emission is anisotropic and so its impact can be reduced
by appropriate masking of the sky. In PCP13, we intentionally
adopted conservative masks, tuned for each of the frequencies
used to form the likelihood, to keep dust emission at low levels.
The results in PCP13 were therefore insensitive to the modelling
of residual dust contamination.

In the 2015 analysis, we have extended the sky coverage at
each of 100, 143, and 217 GHz, and so in addition to testing the
accuracy of the extragalactic foreground model, it is important
to test the accuracy of the Galactic dust model. As described
in PPL13 and Planck Collaboration XII (2016) the Galactic dust
templates used in the CamSpec and Plik likelihoods are de-
rived by fitting the 545-GHz mask-di↵erenced power spectra.
Mask di↵erencing isolates the anisotropic contribution of Galac-
tic dust from the isotropic extragalactic components. For the
extended sky coverage used in the 2015 likelihoods, the Galac-
tic dust contributions are a significant fraction of the extragalac-
tic foreground contribution in the 217 ⇥ 217 temperature spec-
trum at high multipoles, as illustrated in Fig. 2. Galactic dust
dominates over all other foregrounds at multipoles ` <⇠ 500 at
HFI frequencies.

A simple and direct test of the parametric foreground mod-
elling used in the CamSpec and Plik likelihoods is to compare
results with a completely di↵erent approach in which the low-
frequency maps are “cleaned” using higher frequency maps as
foreground templates (see, e.g., Lueker et al. 2010). In a simi-
lar approach to Spergel et al. (2015), we can form cleaned maps
at lower frequencies ⌫ by subtracting a 545-GHz map as a
template,

MT⌫clean = (1 + ↵T⌫ )MT⌫ � ↵T⌫MT⌫t , (6)

where ⌫t is the frequency of the template map MT⌫t and ↵T⌫ is
the cleaning coe�cient. Since the maps have di↵erent beams,
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Fig. 2. Residual plots illustrating the accuracy of the foreground modelling. The blue points in the upper panels show the CamSpec 2015(CHM)
spectra after subtraction of the best-fit ⇤CDM spectrum. The residuals in the upper panel should be accurately described by the foreground model.
Major foreground components are shown by the solid lines, colour coded as follows: total foreground spectrum (red); Poisson point sources
(orange); clustered CIB (blue); thermal SZ (green); and Galactic dust (purple). Minor foreground components are shown by the dotted lines,
colour-coded as follows: kinetic SZ (green); and tSZ⇥CIB cross-correlation (purple). The red points in the upper panels show the 545-GHz-
cleaned spectra (minus the best-fit CMB as subtracted from the uncleaned spectra) that are fitted to a power-law residual foreground model, as
discussed in the text. The lower panels show the spectra after subtraction of the best-fit foreground models. These agree to within a few (µK)2.
The �2 values of the residuals of the blue points, and the number of bandpowers, are listed in the lower panels.

the subtraction is actually done in the power spectrum domain:

ĈT⌫1 T⌫2 clean = (1 + ↵T⌫1 )(1 + ↵T⌫2 )ĈT⌫1 T⌫2

�(1 + ↵T⌫1 )↵T⌫2 ĈT⌫2 T⌫t

�(1 + ↵T⌫2 )↵T⌫1 ĈT⌫1 T⌫t + ↵T⌫1↵T⌫2 ĈT⌫t T⌫t , (7)

where ĈT⌫1 T⌫2 etc. are the mask-deconvolved beam-corrected
power spectra. The coe�cients ↵T⌫i are determined by
minimizing

`maxX

`=`min

`maxX

`0=`min

ĈT⌫i T⌫i clean
`

✓
M̂T⌫i T⌫i
``0

◆�1
ĈT⌫i T⌫i clean
`0 , (8)

where M̂T⌫i T⌫i is the covariance matrix of the estimates ĈT⌫i T⌫i .
We choose `min = 100 and `max = 500 and compute the spectra in
Eq. (7) by cross-correlating half-mission maps on the 60% mask
used to compute the 217 ⇥ 217 spectrum. The resulting cleaning
coe�cients are ↵T

143 = 0.00194 and ↵T
217 = 0.00765; note that

all of the input maps are in units of thermodynamic tempera-
ture. The cleaning coe�cients are therefore optimized to remove
Galactic dust at low multipoles, though by using 545 GHz as a
dust template we find that the cleaning coe�cients are almost
constant over the multipole range 50�2500. We note, however,
that this is not true if the 353- and 857-GHz maps are used as
dust templates, as discussed in Efstathiou et al. (in prep.).

The 545-GHz-cleaned spectra are shown by the red points
in Fig. 2 and can be compared directly to the “uncleaned” spec-
tra used in the CamSpec likelihood (upper panels). As can be
seen, Galactic dust emission is removed to high accuracy and the
residual foreground contribution at high multipoles is strongly
suppressed in the 217⇥217 and 143⇥217 spectra. Nevertheless,
there remains small foreground contributions at high multipoles,
which we model heuristically as power laws,

D̂` = A
 
`

1500

!✏
, (9)

with free amplitudes A and spectral indices ✏. We construct
another CamSpec cross-half-mission likelihood using exactly
the same sky masks as the 2015F(CHM) likelihood, but using
545-GHz-cleaned 217 ⇥ 217, 143 ⇥ 217, and 143 ⇥ 143 spec-
tra. We then use the simple model of Eq. (9) in the likeli-
hood to remove residual unresolved foregrounds at high mul-
tipoles for each frequency combination. We do not clean the
100 ⇥ 100 spectrum and so for this spectrum we use the stan-
dard parametric foreground model in the likelihood. The lower
panels in Fig. 2 show the residuals with respect to the best-fit
base ⇤CDM model and foreground solution for the uncleaned
CamSpec spectra (blue points) and for the 545-GHz-cleaned
spectra (red points). These residuals are almost identical, despite
the very di↵erent approaches to Galactic dust removal and fore-
ground modelling. The cosmological parameters from these two
likelihoods are also in very good agreement, typically to better
than 0.1�, with the exception of ns, which is lower in the cleaned
likelihood by 0.26�. It is not surprising, given the heuristic na-
ture of the model (Eq. (9)), that ns shows the largest shift. We can
also remove the 100⇥100 spectrum from the likelihood entirely,
with very little impact on cosmological parameters.

Further tests of map-based cleaning are presented in
Planck Collaboration XI (2016), which additionally describes
another independently written power-spectrum analysis pipeline
(MSPEC) tuned to map-cleaned cross-spectrum analysis and us-
ing a more complex model for fitting residual foregrounds than
the heuristic model of Eq. (9). Planck Collaboration XI (2016)
also describes power spectrum analysis and cosmological pa-
rameters derived from component-separated Planck maps. How-
ever, the simple demonstration presented in this section shows
that the details of modelling residual dust contamination and
other foregrounds are under control in the 2015 Planck likeli-
hood. A further strong argument that our TT results are insen-
sitive to foreground modelling is presented in the next section,
which compares the cosmological parameters derived from the
TT , T E, and EE likelihoods. Unresolved foregrounds at high
multipoles are completely negligible in the polarization spectra
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and so the consistency of the parameters, particularly from the
T E spectrum (which has higher signal-to-noise than the EE
spectrum) provides an additional cross-check of the TT results.

Finally, one can ask why we have not chosen to use a
545-GHz-cleaned likelihood as the baseline for the 2015 Planck
parameter analysis. Firstly, it would not make any di↵erence to
the results of this paper had we chosen to do so. Secondly, we
feel that the parametric foreground model used in the baseline
likelihood has a sounder physical basis. This allows us to link
the amplitudes of the unresolved foregrounds across the various
Planck frequencies with the results from other ways of studying
foregrounds, including the higher resolution CMB experiments
described in Sect. 4.

3.3. The 2015 Planck temperature and polarization spectra

and likelihood

The coadded 2015 Planck temperature spectrum was introduced
in Fig. 1. In this section, we present additional details and con-
sistency checks of the temperature likelihood and describe the
full mission Planck T E and EE spectra and likelihood; pre-
liminary Planck T E and EE spectra were presented in PCP13.
We then discuss the consistency of the cosmological parame-
ters for base ⇤CDM measured separately from the TT , T E,
and EE spectra. For the most part, the discussion given in this
section is specific to the Plik likelihood, which is used as the
baseline in this paper. A more complete discussion of the Plik
and other likelihoods developed by the Planck team is given in
Planck Collaboration XI (2016).

3.3.1. Temperature spectra and likelihood
(1) Temperature masks. As in the 2013 analysis, the high-

multipole TT likelihood uses the 100 ⇥ 100 , 143 ⇥ 143,
217 ⇥ 217, and 143 ⇥ 217 spectra. However, in contrast to
the 2013 analysis, which used conservative sky masks to re-
duce the e↵ects of Galactic dust emission, we make more
aggressive use of sky in the 2015 analysis. The 2015 analy-
sis retains 80%, 70%, and 60% of sky at 100 GHz, 143 GHz,
and 217 GHz, respectively, before apodization. We also ap-
ply apodized point source masks to remove compact sources
with a signal-to-noise threshold >5 at each frequency (see
Planck Collaboration XXVI 2016 for a description of the
Planck Catalogue of Compact Sources). Apodized masks are
also applied to remove extended objects, and regions of high
CO emission were masked at 100 GHz and 217 GHz (see
Planck Collaboration X 2016). As an estimate of the e↵ec-
tive sky area, we compute the following sum over pixels:

f e↵
sky =

1
4⇡

X
w2

i⌦i, (10)

where wi is the weight of the apodized mask and ⌦i
is the area of pixel i. All input maps are at HEALpix
(Górski et al. 2005) resolution Nside = 2048. Equation (10)
gives f e↵

sky = 66.3% at 100 GHz, 57.4% at 143 GHz, and
47.1% at 217 GHz.

(2) Galactic dust templates. With the increased sky coverage
used in the 2015 analysis, we take a slightly di↵erent ap-
proach to subtracting Galactic dust emission to that de-
scribed in PPL13 and PCP13. The shape of the Galactic dust
template is determined from mask-di↵erenced power spectra
estimated from the 545-GHz maps. The mask di↵erencing
removes the isotropic contribution from the CIB and point
sources. The resulting dust template has a similar shape to

the template used in the 2013 analysis, with power-law be-
haviourDdust

` / `�0.63 at high multipoles, but with a “bump”
at ` ⇡ 200 (as shown in Fig. 2). The absolute amplitude of
the dust templates at 100, 143, and 217 GHz is determined by
cross-correlating the temperature maps at these frequencies
with the 545-GHz maps (with minor corrections for the CIB
and point source contributions). This allows us to generate
priors on the dust template amplitudes, which are treated as
additional nuisance parameters when running MCMC chains
(unlike the 2013 analysis, in which we fixed the amplitudes
of the dust templates). The actual priors used in the Plik
likelihood are Gaussians onDdust

`=200 with the following means
and dispersions: (7 ± 2) µK2 for the 100 ⇥ 100 spectrum;
(9± 2) µK2 for 143⇥ 143; (21± 8.5) µK2 for 143⇥ 217; and
(80 ± 20) µK2 for 217 ⇥ 217. The MCMC solutions show
small movements of the best-fit dust template amplitudes,
but always within statistically acceptable ranges given the
priors.

(3) Likelihood approximation and covariance matrices. The ap-
proximation to the likelihood function follows the method-
ology described in PPL13 and is based on a Gaussian likeli-
hood assuming a fiducial theoretical power spectrum (a fit
to Plik TT with prior ⌧ = 0.07 ± 0.02). We have also
included a number of small refinements to the covariance
matrices. Foregrounds, including Galactic dust, are added
to the fiducial theoretical power spectrum, so that the ad-
ditional small variance associated with foregrounds is in-
cluded, along with cosmic variance of the CMB, under the
assumption that the foregrounds are Gaussian random fields.
The 2013 analysis did not include corrections to the covari-
ance matrices arising from leakage of low-multipole power
to high multipoles via the point source holes; these can in-
troduce errors in the covariance matrices of a few percent
at ` ⇡ 300, corresponding approximately to the first peak
of the CMB spectrum. In the 2015 analysis we apply cor-
rections to the fiducial theoretical power spectrum, based on
Monte Carlo simulations, to correct for this e↵ect. We also
apply Monte Carlo based corrections to the analytic covari-
ance matrices at multipoles `  50, where the analytic ap-
proximations begin to become inaccurate even for large ef-
fective sky areas (see Efstathiou 2004). Finally, we add the
uncertainties on the beam shapes to the covariance matrix
following the methodology described in PPL13. The Planck
beams are much more accurately characterized in the 2015
analysis, and so the beam corrections to the covariance ma-
trices are extremely small. The refinements to the covariance
matrices described in this paragraph are all relatively minor
and have little impact on cosmological parameters.

(4) Binning. The baseline Plik likelihood uses binned temper-
ature and polarization spectra. This is done because all fre-
quency combinations of the T E and EE spectra are used in
the Plik likelihood, leading to a large data vector of length
22 865 if the spectra are retained multipole-by-multipole.
The baseline Plik likelihood reduces the size of the data
vector by binning these spectra. The spectra are binned into
bins of width �` = 5 for 30  `  99, �` = 9 for
100  `  1503, �` = 17 for 1504  `  2013 and �` = 33
for 2014  `  2508, with a weighting of C` proportional
to `(` + 1) over the bin widths. The bins span an odd num-
ber of multipoles, since for approximately azimuthal masks
we expect a nearly symmetrical correlation function around
the central multipole. The binning does not a↵ect the deter-
mination of cosmological parameters in⇤CDM-type models
(which have smooth power spectra), but significantly reduces
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Table 2. Goodness-of-fit tests for the 2015 Planck temperature and polarization spectra.

Likelihood Frequency Multipole range �2 �2/Nd.o.f. Nd.o.f. ��2/
p

2Nd.o.f. PTE [%]

TT 100 ⇥ 100 30–1197 1234.37 1.06 1168 1.37 8.66
143 ⇥ 143 30–1996 2034.45 1.03 1967 1.08 14.14
143 ⇥ 217 30–2508 2566.74 1.04 2479 1.25 10.73
217 ⇥ 217 30–2508 2549.66 1.03 2479 1.00 15.78
Combined 30–2508 2546.67 1.03 2479 0.96 16.81

T E 100 ⇥ 100 30–999 1088.78 1.12 970 2.70 0.45
100 ⇥ 143 30–999 1032.84 1.06 970 1.43 7.90
100 ⇥ 217 505–999 526.56 1.06 495 1.00 15.78
143 ⇥ 143 30–1996 2028.43 1.03 1967 0.98 16.35
143 ⇥ 217 505–1996 1606.25 1.08 1492 2.09 2.01
217 ⇥ 217 505–1996 1431.52 0.96 1492 �1.11 86.66
Combined 30–1996 2046.11 1.04 1967 1.26 10.47

EE 100 ⇥ 100 30–999 1027.89 1.06 970 1.31 9.61
100 ⇥ 143 30–999 1048.22 1.08 970 1.78 4.05
100 ⇥ 217 505–999 479.72 0.97 495 �0.49 68.06
143 ⇥ 143 30–1996 2000.90 1.02 1967 0.54 29.18
143 ⇥ 217 505–1996 1431.16 0.96 1492 �1.11 86.80
217 ⇥ 217 505–1996 1409.58 0.94 1492 �1.51 93.64
Combined 30–1996 1986.95 1.01 1967 0.32 37.16

Notes. ��2 = �2
� Nd.o.f. is the di↵erence from the mean assuming that the best-fit base ⇤CDM model (fitted to Planck TT+lowP) is correct

and Nd.o.f. is the number of degrees of freedom (set equal to the number of multipoles). The sixth column expresses ��2 in units of the expected
dispersion,

p
2Nd.o.f., and the last column lists the probability to exceed (PTE) the tabulated value of �2.

the size of the joint TT,T E, EE covariance matrix, speeding
up the computation of the likelihood. However, for some spe-
cific purposes, e.g., searching for oscillatory features in the
TT spectrum, or testing �2 statistics, we produce blocks of
the likelihood multipole-by-multipole.

(5) Goodness of fit. The first five rows of Table 2 list �2 statis-
tics for the TT spectra (multipole-by-multipole) relative to
the Planck best-fit base ⇤CDM model and foreground pa-
rameters (fitted to Planck TT+lowP). The first four en-
tries list the statistics separately for each of the four spec-
tra that form the TT likelihood and the fifth line (labelled
“Combined”) gives the �2 value for the maximum likeli-
hood TT spectrum plotted in Fig. 1. Each of the individ-
ual spectra provides an acceptable fit to the base ⇤CDM
model, as does the frequency-averaged spectrum plotted
in Fig. 1. This demonstrates the excellent consistency of
the base ⇤CDM model across frequencies. More detailed
consistency checks of the Planck spectra are presented in
Planck Collaboration XI (2016); however, as indicated by
Table 2, we find no evidence for any inconsistencies be-
tween the foreground-corrected temperature power spectra
computed for di↵erent frequency combinations. The temper-
ature spectra are largely signal dominated over the multipole
ranges listed in Table 2 and so the �2 values are insensitive to
small errors in the Planck noise model used in the covariance
matrices. As discussed in the next subsection, this is not true
for the T E and EE spectra, which are noise dominated over
much of the multipole range.

3.3.2. Polarization spectra and likelihood
In addition to the TT spectra, the 2015 Planck likelihood in-
cludes the T E and EE spectra. As discussed in Sect. 3.1, the
Planck 2015 low-multipole polarization analysis is based on
the LFI 70-GHz data. Here we discuss the T E and EE spec-
tra that are used in the high-multipole likelihood, which are

computed from the HFI data at 100, 143 and 217 GHz. As sum-
marized in Planck Collaboration XI (2016), there is no evidence
for any unresolved foreground components at high multipoles
in the polarization spectra. We therefore include all frequency
combinations in computing the T E and EE spectra to maximize
the signal-to-noise11.

(1) Masks and dust corrections. At low multipoles (` <⇠ 300)
polarized Galactic dust emission is significant at all frequen-
cies and is subtracted in a similar way to the dust subtraction
in temperature, i.e., by including additional nuisance param-
eters quantifying the amplitudes of a power-law dust tem-
plate with a slope constrained to Ddust

` / `�0.40 for both
T E and EE (Planck Collaboration Int. XXX 2016). Polar-
ized synchrotron emission (which has been shown to be neg-
ligible at 100 GHz and higher frequencies for Planck noise
levels, Fuskeland et al. 2014) is ignored. Gaussian priors on
the polarization dust amplitudes are determined by cross-
correlating the lower frequency maps with the 353-GHz po-
larization maps (the highest frequency polarized channel of
the HFI) in a similar way to the determination of temperature
dust priors. We use the temperature-based apodized masks in
Q and U at each frequency, retaining 70%, 50%, and 41% of
the sky at 100, 143, and 217 GHz, respectively, after apodiza-
tion (slightly smaller than the temperature masks at 143 and
217 GHz). However, we do not apply point source or CO
masks to the Q and U maps. The construction of the full
TT,T E, EE likelihood is then a straightforward extension
of the TT likelihood using the analytic covariance matrices
given by Efstathiou (2006) and Hamimeche & Lewis (2008).

11 In temperature, the 100⇥143 and 100⇥217 spectra are not included in
the likelihood because the temperature spectra are largely signal domi-
nated. These spectra therefore add little new information on the CMB,
but would require additional nuisance parameters to correct for unre-
solved foregrounds at high multipoles.
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Fig. 3. Frequency-averaged T E and EE spectra (without fitting for temperature-to-polarization leakage). The theoretical T E and EE spectra
plotted in the upper panel of each plot are computed from the Planck TT+lowP best-fit model of Fig. 1. Residuals with respect to this theoretical
model are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the lower panels show the best-fit temperature-
to-polarization leakage model of Eqs. (11a) and (11b), fitted separately to the T E and EE spectra.

(2) Polarization spectra and residual systematics. Maximum
likelihood frequency coadded T E and EE spectra are shown
in Fig. 3. The theoretical curves plotted in these figures
are the T E and EE spectra computed from the best-fit
base ⇤CDM model fitted to the temperature spectra (Planck
TT+lowP), as plotted in Fig. 1. The lower panels in each
figure show the residuals with respect to this model. The the-
oretical model provides a very good fit to the T E and EE
spectra. Table 2 lists �2 statistics for the T E and EE spec-
tra for each frequency combination (with the T E and ET
spectra for each frequency combination coadded to form a
single T E spectrum). Note that since the T E and EE spectra
are noisier than the TT spectra, these values of �2 are sen-
sitive to the procedure used to estimate Planck noise (see
Planck Collaboration XI 2016 for further details).
Some of these �2 values are unusually high, for example the
100 ⇥ 100 and 143 ⇥ 217 T E spectra and the 100 ⇥ 143 EE

spectrum all have low PTEs. The Planck T E and EE spec-
tra for di↵erent frequency combinations are not as internally
consistent as the Planck TT spectra. Inter-comparison of the
T E and EE spectra at di↵erent frequencies is much more
straightforward than for the temperature spectra because un-
resolved foregrounds are unimportant in polarization. The
high �2 values listed in Table 2 therefore provide clear ev-
idence of residual instrumental systematics in the T E and
EE spectra.
With our present understanding of the Planck polarization
data, we believe that the dominant source of systematic
error in the polarization spectra is caused by beam mis-
match that generates leakage from temperature to polariza-
tion (recalling that the HFI polarization maps are generated
by di↵erencing signals between quadruplets of polarization
sensitive bolometers). In principle, with accurate knowledge
of the beams this leakage could be described by e↵ective

A13, page 13 of 63

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201525830&pdf_id=3


A&A 594, A13 (2016)

polarized beam window functions. For the 2015 papers, we
use the TT beams rather than polarized beams, and charac-
terize temperature-to-polarization leakage using a simplified
model. The impact of beam mismatch on the polarization
spectra in this model is

�CT E
` = ✏`CTT

` , (11a)
�CEE
` = ✏2`C

TT
` + 2✏`CT E

` , (11b)

where ✏` is a polynomial in multipole. As a consequence
of the Planck scanning strategy, pixels are visited approxi-
mately every six months, with a rotation of the focal plane
by 180�, leading to a weak coupling to beam modes b`m with
odd values of m. The dominant contributions are expected to
come from modes with m = 2 and 4, describing the beam
ellipticity. We therefore fit the spectra using a fourth-order
polynomial,

✏` = a0 + a2`
2 + a4`

4, (12)

treating the coe�cients a0, a2, and a4 as nuisance parameters
in the MCMC analysis. We have ignored the odd coe�cients
of the polynomial, which should be suppressed by our scan-
ning strategy. We do however include a constant term in the
polynomial to account for small deviations of the polariza-
tion e�ciency from unity.
The fit is performed separately on the T E and EE spec-
tra. A di↵erent polynomial is used for each cross-frequency
spectrum. The coadded corrections are shown in the lower
panels of Fig. 3. Empirically, we find that temperature-to-
polarization leakage systematics tend to cancel in the coad-
ded spectra. Although the best-fit leakage corrections to the
coadded spectra are small, the corrections for individual fre-
quency cross-spectra can be up to 3 times larger than those
shown in Fig. 3. The model of Eqs. (11a) and (11b) is clearly
crude, but gives us some idea of the impact of temperature-
to-polarization leakage in the coadded spectra. With our
present empirical understanding of leakage, we find a corre-
lation between the polarization spectra that have the highest
expected temperature-to-polarization leakage and those that
display high �2 in Table 2. However, the characterization of
this leakage is not yet accurate enough to reduce the �2 val-
ues for each frequency combination to acceptable levels.
As discussed in PCP13, each Planck data release and accom-
panying set of papers should be viewed as a snapshot of the
state of the Planck analysis at the time of the release. For
the 2015 release, we have a high level of confidence in the
temperature power spectra. However, we have definite evi-
dence for low-level systematics associated with temperature-
to-polarization leakage in the polarization spectra. The tests
described above suggest that these are at low levels of a few
(µK)2 in D`. However, temperature-to-polarization leakage
can introduce correlated features in the spectra, as shown by
the EE leakage model plotted in Fig. 3. Until we have a more
accurate characterization of these systematics, we urge cau-
tion in the interpretation of features in the T E and EE spec-
tra. For some of the 2015 papers, we use the T E and EE
spectra, without leakage corrections. For most of the models
considered in this paper, the TT spectra alone provide tight
constraints and so we take a conservative approach and usu-
ally quote the TT results. However, as we will see, we find
a high level of consistency between the Planck TT and full
Planck TT,T E, EE likelihoods. Some models considered in
Sect. 6 are, however, sensitive to the polarization blocks of
the likelihood. Examples include constraints on isocurvature

modes, dark matter annihilation, and non-standard recom-
bination histories. Planck 2015 constraints on these models
should be viewed as preliminary, pending a more complete
analysis of polarization systematics, which will be presented
in the next series of Planck papers accompanying a third data
release.

(3) T E and EE conditionals. Given the best-fit base ⇤CDM
cosmology and foreground parameters determined from the
temperature spectra, one can test whether the T E and EE
spectra are consistent with the TT spectra by computing con-
ditional probabilities. Writing the data vector as

Ĉ = (ĈTT
, ĈT E

, ĈEE
)T = (X̂T , X̂P)T, (13)

where the quantities ĈTT
, ĈT E

, and ĈEE
are the maximum

likelihood freqency co-added foreground-corrected spectra.
The covariance matrix of this vector can be partitioned as

M̂ =

0
BBBBBB@

MT MT P

MT
T P MP

1
CCCCCCA · (14)

The expected value of the polarization vector, given the ob-
served temperature vector X̂T is

X̂cond
P = X̂theory

P + MT
T P M�1

T (X̂T � X̂theory
T ), (15)

with covariance

⌃̂P = MP �MT
T PM�1

T MT P. (16)

In Eq. (15), Xtheory
T and Xtheory

P are the theoretical tempera-
ture and polarization spectra deduced from minimizing the
Planck TT+lowP likelihood. Equations (15) and (16) give
the expectation values and distributions of the polarization
spectra conditional on the observed temperature spectra.
These are shown in Fig. 4. Almost all of the data points sit
within the ±2� bands and in the case of the T E spectra, the
data points track the fluctuations expected from the TT spec-
tra at multipoles ` <⇠ 1000. Figure 4 therefore provides an
important additional check of the consistency of the T E and
EE spectra with the base ⇤CDM cosmology.

(4) Likelihood implementation. Section 3.1 showed good con-
sistency between the independently written CamSpec and
Plik codes in temperature. The methodology used for the
temperature likelihoods are very similar, but the treatment of
the polarization spectra in the two codes di↵ers substantially.
CamSpec uses low-resolution CMB-subtracted 353-GHz po-
larization maps thresholded by P = (Q2 + U2)1/2 to define
di↵use Galactic polarization masks. The same apodized po-
larization mask, with an e↵ective sky fraction f e↵

sky = 48.8%
(as defined by Eq. (10)), is used for 100-, 143-, and 217-GHz
Q and U maps. Since there are no unresolved extragalac-
tic foregrounds detected in the T E and EE spectra, all of
the di↵erent frequency combinations of T E and EE spec-
tra are compressed into single T E and EE spectra (weighted
by the inverse of the diagonals of the appropriate covari-
ance matrices), after foreground cleaning using the 353-GHz
maps12 (generalizing the map cleaning technique described
in Sect. 3.2 to polarization). This allows the construction of

12 To reduce the impact of noise at 353 GHz, the map-based cleaning of
the T E and EE spectra is applied at `  300. At higher multipoles, the
polarized dust corrections are small and are subtracted as power laws
fitted to the Galactic dust spectra at lower multipoles.
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Fig. 4. Conditionals for the Plik T E and EE spectra, given the TT data computed from the Plik likelihood. The black lines show the expected
T E and EE spectra given the TT data. The shaded areas show the ±1 and ±2� ranges computed from Eq. (16). The blue points show the residuals
for the measured T E and EE spectra.

Fig. 5. Conditionals for the CamSpec T E and EE spectra, given the TT data computed from the CamSpec likelihood. As in Fig. 4, the shaded areas
show ±1 and ±2� ranges, computed from Eq. (16) and blue points show the residuals for the measured T E and EE spectra.

a full TT,T E, EE likelihood with no binning of the spectra
and with no additional nuisance parameters in polarization.
As noted in Sect. 3.1 the consistency of results from the po-
larization blocks of the CamSpec and Plik likelihoods is not
as good as in temperature. Cosmological parameters from fits
to the T E and EE CamSpec and Plik likelihoods can di↵er
by up to about 1.5�, although no major science conclusions
would change had we chosen to use the CamSpec likelihood
as the baseline in this paper. We will, however, sometimes
quote results from CamSpec in addition to those from Plik
to give the reader an indication of the uncertainties in polar-
ization associated with di↵erent likelihood implementations.
Figure 5 shows the CamSpec T E and EE residuals and er-
ror ranges conditional on the best-fit base ⇤CDM and fore-
ground model fitted to the CamSpec temperature+lowP like-
lihood. The residuals in both T E and EE are similar to those
from Plik. The main di↵erence can be seen at low multi-
poles in the EE spectrum, where CamSpec shows a higher
dispersion, consistent with the error model, though there are
several high points at ` ⇡ 200 corresponding to the mini-
mum in the EE spectrum, which may be caused by small er-
rors in the subtraction of polarized Galactic emission using
353 GHz as a foreground template (and there are also di↵er-
ences in the covariance matrices at high multipoles caused by
di↵erences in the methods used in CamSpec and Plik to esti-
mate noise). Generally, cosmological parameters determined
from the CamSpec likelihood have smaller formal errors than

those from Plik because there are no nuisance parameters
describing polarized Galactic foregrounds in CamSpec.

3.3.3. Consistency of cosmological parameters from the TT,
TE, and EE spectra

The consistency between parameters of the base ⇤CDM model
determined from the Plik temperature and polarization spec-
tra are summarized in Table 3 and in Fig. 6. As pointed out by
Zaldarriaga et al. (1997) and Galli et al. (2014), precision mea-
surements of the CMB polarization spectra have the potential to
constrain cosmological parameters to higher accuracy than mea-
surements of the TT spectra because the acoustic peaks are nar-
rower in polarization and unresolved foreground contributions at
high multipoles are much lower in polarization than in temper-
ature. The entries in Table 3 show that cosmological parameters
that do not depend strongly on ⌧ are consistent between the TT
and T E spectra, to within typically 0.5� or better. Furthermore,
the cosmological parameters derived from the T E spectra have
comparable errors to the TT parameters. None of the conclu-
sions in this paper would change in any significant way were we
to use the T E parameters in place of the TT parameters. The
consistency of the cosmological parameters for base ⇤CDM be-
tween temperature and polarization therefore gives added confi-
dence that Planck parameters are insensitive to the specific de-
tails of the foreground model that we have used to correct the
TT spectra. The EE parameters are also typically within about
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Table 3. Parameters of the base ⇤CDM cosmology computed from the 2015 baseline Planck likelihoods, illustrating the consistency of parameters
determined from the temperature and polarization spectra at high multipoles.

Parameter [1] Planck TT+lowP [2] Planck TE+lowP [3] Planck EE+lowP [4] Planck TT,TE,EE+lowP ([1]�[4])/�[1]

⌦bh2 . . . . . . . . . 0.02222 ± 0.00023 0.02228 ± 0.00025 0.0240 ± 0.0013 0.02225 ± 0.00016 �0.1
⌦ch2 . . . . . . . . . 0.1197 ± 0.0022 0.1187 ± 0.0021 0.1150+0.0048

�0.0055 0.1198 ± 0.0015 0.0
100✓MC . . . . . . . 1.04085 ± 0.00047 1.04094 ± 0.00051 1.03988 ± 0.00094 1.04077 ± 0.00032 0.2
⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.053 ± 0.019 0.059+0.022

�0.019 0.079 ± 0.017 �0.1
ln(1010As) . . . . . 3.089 ± 0.036 3.031 ± 0.041 3.066+0.046

�0.041 3.094 ± 0.034 �0.1
ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.965 ± 0.012 0.973 ± 0.016 0.9645 ± 0.0049 0.2
H0 . . . . . . . . . . . 67.31 ± 0.96 67.73 ± 0.92 70.2 ± 3.0 67.27 ± 0.66 0.0
⌦m . . . . . . . . . . . 0.315 ± 0.013 0.300 ± 0.012 0.286+0.027

�0.038 0.3156 ± 0.0091 0.0
�8 . . . . . . . . . . . 0.829 ± 0.014 0.802 ± 0.018 0.796 ± 0.024 0.831 ± 0.013 0.0
109Ase�2⌧ . . . . . . 1.880 ± 0.014 1.865 ± 0.019 1.907 ± 0.027 1.882 ± 0.012 �0.1

Notes. Column (1) uses the TT spectra at low and high multipoles and is the same as Col. (6) of Table 1. Columns (2) and (3) use only the T E and
EE spectra at high multipoles, and only polarization at low multipoles. Column (4) uses the full likelihood. The last column lists the deviations of
the cosmological parameters determined from the Planck TT+lowP and Planck TT,TE,EE+lowP likelihoods.

1� of the TT parameters, though because the EE spectra from
Planck are noisier than the TT spectra, the errors on the EE pa-
rameters are significantly larger than those from TT . However,
both the T E and EE likelihoods give lower values of ⌧, As, and
�8, by over 1� compared to the TT solutions. Noticee that the
T E and EE entries in Table 3 do not use any information from
the temperature in the low-multipole likelihood. The tendency
for higher values of �8, As, and ⌧ in the Planck TT+lowP solu-
tion is driven, in part, by the temperature power spectrum at low
multipoles.

Columns (4) and (5) of Table 3 compare the parameters
of the Planck TT likelihood with the full Planck TT,T E, EE
likelihood. These are in agreement, shifting by less than 0.2�.
Although we have emphasized the presence of systematic e↵ects
in the Planck polarization spectra, which are not accounted for
in the errors quoted in Col. (4) of Table 3, the consistency of the
Planck TT and Planck TT,T E, EE parameters provides strong
evidence that residual systematics in the polarization spectra
have little impact on the scientific conclusions in this paper. The
consistency of the base⇤CDM parameters from temperature and
polarization is illustrated graphically in Fig. 6. As a rough rule-
of-thumb, for base ⇤CDM, or extensions to ⇤CDM with spa-
tially flat geometry, using the full Planck TT,T E, EE likelihood
produces improvements in cosmological parameters of about the
same size as adding BAO to the Planck TT+lowP likelihood.

3.4. Constraints on the reionization optical depth parameter ⌧

The reionization optical depth parameter ⌧ provides an important
constraint on models of early galaxy evolution and star forma-
tion. The evolution of the inter-galactic Ly↵ opacity measured in
the spectra of quasars can be used to set limits on the epoch of
reionization (Gunn & Peterson 1965). The most recent measure-
ments suggest that the reionization of the inter-galactic medium
was largely complete by a redshift z ⇡ 6 (Fan et al. 2006). The
steep decline in the space density of Ly↵-emitting galaxies over
the redshift range 6 <⇠ z <⇠ 8 also implies a low redshift of reion-
ization (Choudhury et al. 2015). As a reference, for the Planck
parameters listed in Table 3, instantaneous reionization at red-
shift z = 7 results in an optical depth of ⌧ = 0.048.

The optical depth ⌧ can also be constrained from observa-
tions of the CMB. The WMAP9 results of Bennett et al. (2013)
give ⌧ = 0.089 ± 0.014, corresponding to an instantaneous

redshift of reionization zre = 10.6 ± 1.1. The WMAP constraint
comes mainly from the EE spectrum in the multipole range
` = 2�6. It has been argued (e.g., Robertson et al. 2013, and ref-
erences therein) that the high optical depth reported by WMAP
cannot be produced by galaxies seen in deep redshift surveys,
even assuming high escape fractions for ionizing photons, im-
plying additional sources of photoionizing radiation from still
fainter objects. Evidently, it would be useful to have an indepen-
dent CMB measurement of ⌧.

The ⌧ measurement from CMB polarization is di�cult be-
cause it is a small signal, confined to low multipoles, requir-
ing accurate control of instrumental systematics and polarized
foreground emission. As discussed by Komatsu et al. (2009), un-
certainties in modelling polarized foreground emission are com-
parable to the statistical error in the WMAP ⌧ measurement.
In particular, at the time of the WMAP9 analysis there was
very little information available on polarized dust emission. This
situation has been partially rectified by the 353-GHz polariza-
tion maps from Planck (Planck Collaboration Int. XXII 2015;
Planck Collaboration Int. XXX 2016). In PPL13, we used pre-
liminary 353-GHz Planck polarization maps to clean the WMAP
Ka, Q, and V maps for polarized dust emission, using WMAP
K-band as a template for polarized synchrotron emission. This
lowered ⌧ by about 1� to ⌧ = 0.075 ± 0.013, compared to
⌧ = 0.089 ± 0.013 using the WMAP dust model13. However,
given the preliminary nature of the Planck polarization analysis
we decided for the Planck 2013 papers to use the WMAP polar-
ization likelihood, as produced by the WMAP team.

In the 2015 papers, we use Planck polarization maps based
on low-resolution LFI 70-GHz maps, excluding Surveys 2 and 4.
These maps are foreground-cleaned using the LFI 30-GHz and
HFI 353-GHz maps as polarized synchrotron and dust templates,
respectively. These cleaned maps form the polarization part
(“lowP”) of the low-multipole Planck pixel-based likelihood, as
described in Planck Collaboration XI (2016). The temperature
part of this likelihood is provided by the Commander component-
separation algorithm. The Planck low-multipole likelihood re-
tains 46% of the sky in polarization and is completely inde-
pendent of the WMAP polarization likelihood. In combination
with the Planck high multipole TT likelihood, the Planck

13 Neither of these error estimates reflect the true uncertainty in fore-
ground removal.
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Fig. 6. Comparison of the base ⇤CDM model parameter constraints from Planck temperature and polarization data.

low-multipole likelihood gives ⌧ = 0.078 ± 0.019. This con-
straint is somewhat higher than the constraint ⌧ = 0.067 ± 0.022
derived from the Planck low-multipole likelihood alone (see
Planck Collaboration XI 2016 and also Sect. 5.1.2).

Following the 2013 analysis, we have used the 2015 HFI
353-GHz polarization maps as a dust template, together with
the WMAP K-band data as a template for polarized synchrotron
emission, to clean the low-resolution WMAP Ka, Q, and V maps
(see Planck Collaboration XI 2016 for further details). For the
purpose of cosmological parameter estimation, this data set is
masked using the WMAP P06 mask, which retains 73% of the
sky. The noise-weighted combination of the Planck 353-cleaned
WMAP polarization maps yields ⌧ = 0.071 ± 0.013 when
combined with the Planck TT information in the range 2 
` <⇠ 2508, consistent with the value of ⌧ obtained from the
LFI 70-GHz polarization maps. In fact, null tests described in
Planck Collaboration XI (2016) demonstrate that the LFI and
WMAP polarization data are statistically consistent. The HFI

polarization maps have higher signal-to-noise than the LFI and
could, in principle, provide a third cross-check. However, at the
time of writing, we are not yet confident that systematics in the
HFI maps at low multipoles (` <⇠ 20) are at negligible levels. A
discussion of HFI polarization at low multipoles will therefore
be deferred to future papers14.

Given the di�culty of making accurate CMB polarization
measurements at low multipoles, it is useful to investigate
other ways of constraining ⌧. Measurements of the tempera-
ture power spectrum provide a highly accurate measurement
of the amplitude Ase�2⌧. However, as shown in PCP13 CMB
lensing breaks the degeneracy between ⌧ and As. The observed
Planck TT spectrum is, of course, lensed, so the degeneracy
between ⌧ and As is partially broken when we fit models to
the Planck TT likelihood. However, the degeneracy breaking is
much stronger if we combine the Planck TT likelihood with the
14 See Planck Collaboration Int. XLVI (2016), which has been submit-
ted since this paper was written.
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Planck lensing likelihood constructed from measurements of the
power spectrum of the lensing potential C��` . The 2015 Planck
TT and lensing likelihoods are statistically more powerful than
their 2013 counterparts and the corresponding determination of
⌧ is more precise. The 2015 Planck lensing likelihood (labelled
“lensing”) is summarized in Sect. 5.1 and discussed in more
detail in Planck Collaboration XV (2016). The constraints on ⌧
and zre

15 for various data combinations excluding low-multipole
polarization data from Planck are summarized in Fig. 7 and com-
pared with the baseline Planck TT+lowP parameters. This figure
also shows the shifts of other parameters of the base⇤CDM cos-
mology, illustrating their sensitivity to changes in ⌧.

The Planck constraints on ⌧ and zre in the base⇤CDM model
for various data combinations are:

⌧ = 0.078+0.019
�0.019, zre = 9.9+1.8

�1.6, Planck TT+lowP, (17a)

⌧ = 0.070+0.024
�0.024, zre = 9.0+2.5

�2.1, Planck TT+lensing, (17b)

⌧ = 0.066+0.016
�0.016, zre = 8.8+1.7

�1.4, Planck TT+lowP (17c)
+lensing,

⌧ = 0.067+0.016
�0.016, zre = 8.9+1.7

�1.4, Planck TT+lensing (17d)
+BAO,

⌧ = 0.066+0.013
�0.013, zre = 8.8+1.3

�1.2, Planck TT+lowP (17e)
+lensing+BAO.

The constraint from Planck TT+lensing+BAO on ⌧ is com-
pletely independent of low-multipole CMB polarization data and
agrees well with the result from Planck polarization (and has
comparable precision). These results all indicate a lower redshift
of reionization than the value zre = 11.1 ± 1.1 derived in PCP13,
based on the WMAP9 polarization likelihood. The low values
of ⌧ from Planck are also consistent with the lower value of ⌧
derived from the WMAP Planck 353-GHz-cleaned polarization
likelihood, suggesting strongly that the WMAP9 value is biased
slightly high by residual polarized dust emission.

The Planck results of Eqs. (17a)�(17e) provide evidence for
a lower optical depth and redshift of reionization than inferred
15 We use the same specific definition of zre as in the 2013 papers, where
reionization is assumed to be relatively sharp, with a mid-point param-
eterized by a redshift zre and width �zre = 0.5. Unless otherwise stated
we impose a flat prior on the optical depth with ⌧ > 0.01.

from WMAP (Bennett et al. 2013), partially alleviating the dif-
ficulties in reionizing the intergalactic medium using starlight
from high-redshift galaxies. A key goal of the Planck analysis
over the next year is to assess whether these results are consis-
tent with the HFI polarization data at low multipoles.

Given the consistency between the LFI and WMAP po-
larization maps when both are cleaned with the HFI 353-
GHz polarization maps, we have also constructed a combined
WMAP+Planck low-multipole polarization likelihood (denoted
“lowP+WP”). This likelihood uses 73% of the sky and is con-
structed from a noise-weighted combination of LFI 70-GHz and
WMAP Ka, Q, and V maps, as summarized in Sect. 3.1 and
discussed in more detail in Planck Collaboration XI (2016). In
combination with the Planck high-multipole TT likelihood, the
combined lowP+WP likelihood gives ⌧ = 0.074+0.011

�0.013, consis-
tent with the individual LFI and WMAP likelihoods to within
about 0.5�.

The various Planck and Planck+WMAP constraints on ⌧ are
summarized in Fig. 8. The tightest of these constraints comes
from the combined lowP+WP likelihood. It is therefore reason-
able to ask why we have chosen to use the lowP likelihood as the
baseline in this paper, which gives a higher statistical error on ⌧.
The principal reason is to produce a Planck analysis, utilizing the
LFI polarization data, that is independent of WMAP. All of the
constraints shown in Fig. 8 are compatible with each other, and
insofar as other cosmological parameters are sensitive to small
changes in ⌧, it would make very little di↵erence to the results
in this paper had we chosen to use WMAP or Planck+WMAP
polarization data at low multipoles.

4. Comparison of the Planck power spectrum
with high-resolution experiments

In PCP13 we combined Planck with the small-scale measure-
ments of the ground-based, high-resolution Atacama Cosmology
Telescope (ACT) and South Pole Telescope (SPT). The pri-
mary role of using ACT and SPT was to set limits on fore-
ground components that were poorly constrained by Planck
alone and to provide more accurate constraints on the damping
tail of the temperature power spectrum. In this paper, with the
higher signal-to-noise levels of the full mission Planck data, we

A13, page 18 of 63

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201525830&pdf_id=7


Planck Collaboration: Planck 2015 results. XIII.

0.05 0.10 0.15 0.20

ø

0

5

10

15

20

25

30

35

P
ro

ba
bi

lit
y

de
ns

it
y

Planck TT

+lensing

+lensing+BAO

Planck TT+lowP

Planck TT+lowP+WP

Planck TT+lowP+BAO

Fig. 8. Marginalized constraints on the reionization optical depth in the
base ⇤CDM model for various data combinations. Solid lines do not
include low-multipole polarization; in these cases the optical depth is
constrained by Planck lensing. The dashed/dotted lines include LFI po-
larization (+lowP), or the combination of LFI and WMAP polarization
cleaned using 353 GHz as a dust template (+lowP+WP).

have taken a di↵erent approach, using the ACT and SPT data
to impose a prior on the thermal and kinetic SZ power spec-
trum parameters in the Planck foreground model as described in
Sect. 2.3. In this section, we check the consistency of the temper-
ature power spectra measured by Planck, ACT, and SPT, and test
the e↵ects of including the ACT and SPT data on the recovered
CMB power spectrum.

We use the latest ACT temperature power spectra pre-
sented in Das et al. (2014), with a revised binning de-
scribed in Calabrese et al. (2013) and final beam estimates in
Hasselfield et al. (2013a). As in PCP13 we use ACT data in the
range 1 000 < ` < 10 000 at 148 GHz, and 1 500 < ` < 10 000
for the 148 ⇥ 218 and 218-GHz spectra. We use SPT measure-
ments in the range 2 000 < ` < 13 000 from the complete
2540 deg2 SPT-SZ survey at 95, 150, and 220 GHz presented in
George et al. (2015).

Each of these experiments uses a foreground model to de-
scribe the multi-frequency power spectra. Here we implement a
common foreground model to combine Planck with the high-
multipole data, following a similar approach to PCP13 but
with some refinements. Following the 2013 analysis, we solve
for common nuisance parameters describing the tSZ, kSZ, and
tSZ⇥CIB components, extending the templates used for Planck
to ` = 13 000 to cover the full ACT and SPT multipole range.
As in PCP13, we use five point-source amplitudes to fit for the
total dusty and radio Poisson power, namely APS,ACT

148 , APS,ACT
218 ,

APS,SPT
95 , APS,SPT

150 , and APS,SPT
220 . We rescale these amplitudes to

cross-frequency spectra using point-source correlation coe�-
cients, improving on the 2013 treatment by using di↵erent pa-
rameters for the ACT and SPT correlations, rPS,ACT

148⇥ 218 and rPS,SPT
150⇥ 220

(a single rPS
150⇥ 220 parameter was used in 2013). We vary rPS,SPT

95⇥ 150
and rPS,SPT

95⇥ 220 as in 2013, and include dust amplitudes for ACT,
with Gaussian priors as in PCP13.

As described in Sect. 2.3 we use a theoretically motivated
clustered CIB model fitted to Planck+IRAS estimates of the
CIB. The model at all frequencies in the range 95�220 GHz is
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best-fit model for the Planck (grey), ACT south (orange), ACT equato-
rial (red), and SPT (green) CMB bandpowers. The ACT and SPT band-
powers are scaled by the best-fit calibration factors.

specified by a single amplitude ACIB
217 . The CIB power is well con-

strained by Planck data at ` < 2000. At multipoles ` >⇠ 3000,
the 1-halo component of the CIB model steepens and becomes
degenerate with the Poisson power. This causes an underesti-
mate of the Poisson levels for ACT and SPT, inconsistent with
predictions from source counts. We therefore use the Planck
CIB template only in the range 2 < ` < 3000, and extrapo-
late to higher multipoles using a power law D` / ` 0.8. While
this may not be a completely accurate model for the clustered
CIB spectrum at high multipoles (see, e.g., Viero et al. 2013;
Planck Collaboration XXX 2014), this extrapolation is consis-
tent with the CIB model used in the analysis of ACT and SPT.
We then need to extrapolate the Planck 217-GHz CIB power
to the ACT and SPT frequencies. This requires converting the
CIB measurement in the HFI 217-GHz channel to the ACT
and SPT bandpasses assuming a spectral energy distribution; we
use the CIB spectral energy distribution from Béthermin et al.
(2012). Combining this model with the ACT and SPT band-
passes, we find that ACIB

217 has to be multiplied by 0.12 and 0.89
for ACT 148 and 218 GHz, and by 0.026, 0.14, and 0.91 for
SPT 95, 150, and 220 GHz, respectively. With this model in
place, the best-fit Planck, ACT, and SPT Poisson levels agree
with those predicted from source counts, as discussed further in
Planck Collaboration XI (2016).

The nuisance model includes seven calibration parameters as
in PCP13 (four for ACT and three for SPT). The ACT spectra are
internally calibrated using the WMAP 9-year maps, with 2% and
7% uncertainty at 148 and 218 GHz, while SPT calibrates using
the Planck 2013 143-GHz maps, with 1.1%, 1.2%, and 2.2% un-
certainty at 95, 150, and 220 GHz. To account for the increased
2015 Planck absolute calibration (2% higher in power) we in-
crease the mean of the SPT map-based calibrations from 1.00
to 1.01.

This common foreground and calibration model fits the data
well. We first fix the cosmology to that of the best-fit Planck
TT+lowP base-⇤CDM model, and estimate the foreground
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Fig. 10. Planck CMB power spectrum that is marginalized over fore-
grounds (red), including a prior on the thermal and kinetic SZ power.
The inclusion of the full higher resolution ACT and SPT data (shown in
blue) does not significantly decrease the errors.

and calibration parameters, finding a best-fitting �2 of 734 for
731 degrees of freedom (reduced �2 = 1.004, PTE= 0.46). We
then simultaneously estimate the Planck, ACT- (S: south, E:
equatorial) and SPT CMB bandpowers, Cb, following the Gibbs
sampling scheme of Dunkley et al. (2013) and Calabrese et al.
(2013), marginalizing over the nuisance parameters.

To simultaneously solve for the Planck, ACT, and SPT CMB
spectra, we extend the nuisance model described above, includ-
ing the four Planck point source amplitudes, the dust parame-
ters and the Planck 100-GHz and 217-GHz calibration param-
eters (relative to 143 GHz) with the same priors as used in the
Planck multi-frequency likelihood analysis. For ACT and SPT,
the calibration factors are defined for each frequency (rather
than relative to a central frequency). Following Calabrese et al.
(2013), we separate out the 148-GHz calibration for the ACT-
(S,E) spectra and the 150-GHz calibration for SPT, estimating
the CMB bandpowers as Cb/Acal

16. We impose Gaussian priors
on Acal: 1.00 ± 0.02 for ACT-(S,E); and 1.010 ± 0.012 for SPT.
The estimated CMB spectrum will then have an overall calibra-
tion uncertainty for each of the ACT-S, ACT-E, and SPT spectra.
We do not require the Planck CMB bandpowers to be the same
as those for ACT or SPT, so that we can check for consistency
between the three experiments.

In Fig. 9 we show the residual CMB power with respect to
the Planck TT+lowP ⇤CDM best-fit model for the three experi-
ments. All of the data sets are consistent over the multipole range
plotted in this figure. For ACT-S, we find �2 = 17.54 (18 data
points, PTE = 0.49); For ACT-E we find �2 = 23.54 (18 data
points, PTE = 0.17); and for SPT �2 = 5.13 (six data points,
PTE = 0.53).

16 This means that the other calibration factors (e.g., ACT 218 GHz) are
re-defined to be relative to 148 GHz (or 150 GHz for SPT) data.

Figure 10 shows the e↵ect of including ACT and SPT data
on the recovered Planck CMB spectrum. We find that includ-
ing the ACT and SPT data does not reduce the Planck errors
significantly. This is expected because the dominant small-scale
foreground contributions for Planck are the Poisson source am-
plitudes, which are treated independently of the Poisson ampli-
tudes for ACT and SPT. The high-resolution experiments do help
tighten the CIB amplitude (which is reasonably well constrained
by Planck) and the tSZ and kSZ amplitudes (which are sub-
dominant foregrounds for Planck). The kSZ e↵ect in particular
is degenerate with the CMB, since both have blackbody compo-
nents; imposing a prior on the allowed kSZ power (as discussed
in Sect. 2.3) breaks this degeneracy. The net e↵ect is that the er-
rors on the recovered Planck CMB spectrum are only marginally
reduced with the inclusion of the ACT and SPT data. This moti-
vates our choice to include the information from ACT and SPT
into the joint tSZ and kSZ prior applied to Planck.

The Gibbs sampling technique recovers a best-fit CMB spec-
trum marginalized over foregrounds and other nuisance pa-
rameters. The Gibbs samples can then be used to form a fast
CMB-only Planck likelihood that depends on only one nui-
sance parameter, the overall calibration yp. MCMC chains run
using the CMB-only likelihood therefore converge much faster
than using the full multi-frequency Plik likelihood. The CMB-
only likelihood is also extremely accurate, even for extensions
to the base ⇤CDM cosmology and is discussed further in
Planck Collaboration XI (2016).

5. Comparison of the Planck base ⇤CDM model
with other astrophysical data sets

5.1. CMB lensing measured by Planck

Gravitational lensing by large-scale structure leaves imprints on
the CMB temperature and polarization that can be measured in
high angular resolution, low-noise observations, such as those
from Planck. The most relevant e↵ects are a smoothing of the
acoustic peaks and troughs in the TT , T E, and EE power spec-
tra, the conversion of E-mode polarization to B-modes, and the
generation of significant non-Gaussianity in the form of a non-
zero connected 4-point function (see Lewis & Challinor 2006
for a review). The latter is proportional to the power spec-
trum C��` of the lensing potential �, and so one can estimate
this power spectrum from the CMB 4-point functions. In the
2013 Planck release, we reported a 10� detection of the lens-
ing e↵ect in the TT power spectrum (see PCP13) and a 25�
measurement of the amplitude of C��` from the TTTT 4-point
function (Planck Collaboration XVII 2014). The power of such
lensing measurements is that they provide sensitivity to param-
eters that a↵ect the late-time expansion, geometry, and matter
clustering (e.g., spatial curvature and neutrino masses) from the
CMB alone.

Since the 2013 Planck release, there have been significant
developments in the field of CMB lensing. The SPT team have
reported a 7.7� detection of lens-induced B-mode polariza-
tion based on the EB�CIB 3-point function, where �CIB is a
proxy for the CMB lensing potential � derived from CIB mea-
surements (Hanson et al. 2013). The POLARBEAR collabora-
tion (POLARBEAR Collaboration 2014b) and the ACT collabo-
ration (van Engelen et al. 2015) have performed similar analyses
at somewhat lower significance (POLARBEAR Collaboration
2014b). In addition, the first detections of the polarization 4-
point function from lensing, at a significance of around 4�,
have been reported by the POLARBEAR (Ade et al. 2014) and
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SPT (Story et al. 2015) collaborations, and the former have also
made a direct measurement of the BB power spectrum due
to lensing on small angular scales with a significance around
2� (POLARBEAR Collaboration 2014a). Finally, the BB power
spectrum from lensing has also been detected on degree angu-
lar scales, with similar significance, by the BICEP2 collabora-
tion (BICEP2 Collaboration 2014); see also BKP.

5.1.1. The Planck lensing likelihood

Lensing results from the full-mission Planck data are discussed
in Planck Collaboration XV (2016)17. With approximately twice
the amount of temperature data, and the inclusion of polariza-
tion, the noise levels on the reconstructed � are a factor of about
2 better than in Planck Collaboration XVII (2014). The broad-
band amplitude of C��` is now measured to better than 2.5% accu-
racy, the most significant measurement of CMB lensing to date.
Moreover, lensing B-modes are detected at 10�, both through
a correlation analysis with the CIB and via the TT EB 4-point
function. Many of the results in this paper make use of the
Planck measurements of C��` . In particular, they provide an alter-
native route to estimate the optical depth (as already discussed in
Sect. 3.4), and to tightly constrain spatial curvature (Sect. 6.2.4).

The estimation of C��` from the Planck full-mission data is
discussed in detail in Planck Collaboration XV (2016). There are
a number of significant changes from the 2013 analysis that are
worth noting here.

• The lensing potential power spectrum is now estimated from
lens reconstructions that use both temperature and polariza-
tion data in the multipole range 100  `  2048. The like-
lihood used here is based on the power spectrum of a lens
reconstruction derived from the minimum-variance combi-
nation of five quadratic estimators (TT , T E, EE, T B, and
EB). The power spectrum is therefore based on 15 di↵erent
4-point functions.
• The results used here are derived from foreground-cleaned

maps of the CMB synthesized from all nine Planck fre-
quency maps with the SMICA algorithm, while the baseline
2013 results used a minimum-variance combination of the
143-GHz and 217-GHz nominal-mission maps. After mask-
ing the Galaxy and point-sources, 67.3% of the sky is re-
tained for the lensing analysis.
• The lensing power spectrum is estimated in the multipole

range 8  `  2048. Multipoles ` < 8 have large mean-field
corrections due to survey anisotropy and are rather unsta-
ble to analysis choices; they are therefore excluded from all
lensing results. Here, we use only the range 40  `  400
(the same as used in the 2013 analysis), with eight bins
each of width �` = 45. This choice is based on the exten-
sive suite of null tests reported in Planck Collaboration XV
(2016). Nearly all tests are passed over the full multipole
range 8  `  2048, with the exception of a slight excess of
curl modes in the TT reconstruction around ` = 500. Given
that the range 40  `  400 contains most of the statistical
power in the reconstruction, we have conservatively adopted
this range for use in the Planck 2015 cosmology papers.
• To normalize C��` from the measured 4-point functions re-

quires knowledge of the CMB power spectra. In practice, we
normalize with fiducial spectra, but then correct for changes

17 In that paper we are careful to highlight the 4-point function origin of
the lensing power spectrum reconstruction by using the index L; how-
ever, in this paper we use the notation `.

in the true normalization at each point in parameter space
within the likelihood. The exact renormalization scheme
adopted in the 2013 analysis proved to be too slow for the ex-
tension to polarization, so we now use a linearized approxi-
mation, based on pre-computed response functions, which is
very e�cient within an MCMC analysis. Spot-checks have
confirmed the accuracy of this approach.
• The measurement of C��` can be thought of as being de-

rived from an optimal combination of trispectrum configu-
rations. In practice, the expectation value of this combina-
tion at any multipole ` has a local part proportional to C��` ,
but also a non-local (“N(1) bias”) part that couples to a broad
range of multipoles in C��` (Kesden et al. 2003); this non-
local part comes from non-primary trispectrum couplings. In
the Planck 2013 analysis we corrected for the N(1) bias by
making a fiducial correction, but this ignores its parameter
dependence. We improve on this in the 2015 analysis by cor-
recting for errors in the fiducial N(1) bias at each point in
parameter space within the lensing likelihood. As with the
renormalization above, we linearize this �N(1) correction for
e�ciency. As a result, we no longer need to make an approx-
imate correction in the C��` covariance matrix to account for
the cosmological uncertainty in N(1).
• Beam uncertainties are no longer included in the covariance

matrix of C��` , since, with the improved knowledge of the
beams, the estimated uncertainties are negligible for the lens-
ing analysis. The only inter-bandpower correlations included
in the C��` bandpower covariance matrix are from the uncer-
tainty in the correction applied for the point-source 4-point
function.

As in the 2013 analysis, we approximate the lensing likelihood
as Gaussian in the estimated bandpowers, with a fiducial co-
variance matrix. Following the arguments in Schmittfull et al.
(2013), it is a good approximation to ignore correlations between
the 2- and 4-point functions; so, when combining the Planck
power spectra with Planck lensing, we simply multiply their re-
spective likelihoods.

It is also worth noting that the changes in absolute calibra-
tion of the Planck power spectra (around 2% between the 2013
and 2015 releases) do not directly a↵ect the lensing results. The
CMB 4-point functions do, of course, respond to any recalibra-
tion of the data, but in estimating C��` this dependence is re-
moved by normalizing with theory spectra fit to the observed
CMB spectra. The measured C��` bandpowers from the 2013 and
current Planck releases can therefore be directly compared, and
are in good agreement (Planck Collaboration XV 2016). Care is
needed, however, in comparing consistency of the lensing mea-
surements across data releases with the best-fitting model pre-
dictions. Changes in calibration translate directly into changes
in Ase�2⌧, which, along with any change in the best-fitting opti-
cal depth, alter As, and hence the predicted lensing power. These
changes from 2013 to the current release go in opposite direc-
tions, leading to a net decrease in As of 0.6%. This, combined
with a small (0.15%) increase in ✓eq, reduces the expected C��`
by approximately 1.5% for multipoles ` > 60.

The Planck measurements of C��` , based on the temperature
and polarization 4-point functions, are plotted in Fig. 11 (with
results of a temperature-only reconstruction included for com-
parison). The measured C��` are compared with the predicted
lensing power from the best-fitting base ⇤CDM model to the
Planck TT+lowP data in this figure. The bandpowers that are
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Fig. 11. Planck measurements of the lensing power spectrum compared to the prediction for the best-fitting base ⇤CDM model to the Planck
TT+lowP data. Left: the conservative cut of the Planck lensing data used throughout this paper, covering the multipole range 40  `  400. Right:
lensing data over the range 8  `  2048, demonstrating the general consistency with the ⇤CDM prediction over this extended multipole range.
In both cases, green points are the power from lensing reconstructions using only temperature data, while blue points combine temperature and
polarization. They are o↵set in ` for clarity and error bars are ±1�. In the top panels the solid lines are the best-fitting base ⇤CDM model to
the Planck TT+lowP data with no renormalization or �N(1) correction applied (see text for explanation). The bottom panels show the di↵erence
between the data and the renormalized and �N(1)-corrected theory bandpowers, which enter the likelihood. The mild preference of the lensing
measurements for lower lensing power around ` = 200 pulls the theoretical prediction for C��` downwards at the best-fitting parameters of a fit
to the combined Planck TT+lowP+lensing data, shown by the dashed blue lines (always for the conservative cut of the lensing data, including
polarization).

used in the conservative lensing likelihood adopted in this pa-
per are shown in the left-hand plot, while bandpowers over the
range 8  `  2048 are shown in the right-hand plot, to demon-
strate the general consistency with the ⇤CDM prediction over
the full multipole range. The di↵erence between the measured
bandpowers and the best-fit prediction are shown in the bottom
panels. Here, the theory predictions are corrected in the same
way as they are in the likelihood18.

Figure 11 suggests that the Planck measurements of C��`
are mildly in tension with the prediction of the best-fitting
⇤CDM model. In particular, for the conservative multipole range
40  `  400, the temperature+polarization reconstruction has
�2 = 15.4 (for eight degrees of freedom), with a PTE of 5.2%.
For reference, over the full multipole range �2 = 40.8 for 19
degrees of freedom (PTE of 0.3%); the large �2 is driven by a
single bandpower (638  `  762), and excluding this gives an
acceptable �2 = 26.8 (PTE of 8%). We caution the reader that
this multipole range is where the lensing reconstruction shows a
mild excess of curl-modes (Planck Collaboration XV 2016), and
for this reason we adopt the conservative multipole range for the
lensing likelihood in this paper.

This simple �2 test does not account for the uncertainty in
the predicted C��` . In the ⇤CDM model, the dominant uncer-
tainty in the multipole range 40  `  400 comes from that in
As (1� uncertainty of 3.7% for Planck TT+lowP), which itself
derives from the uncertainty in the reionization optical depth,
⌧. The predicted rms lensing deflection from Planck TT+lowP
data is hd2

i
1/2 = (2.50 ± 0.05) arcmin, corresponding to a

18 In detail, the theory spectrum is binned in the same way as the data,
renormalized to account for the (very small) di↵erence between the
CMB spectra in the best-fit model and the fiducial spectra used in the
lensing analysis, and corrected for the di↵erence in N(1), calculated for
the best-fit and fiducial models (around a 4% change in N(1), since the
fiducial-model C��` is higher by this amount than in the best-fit model).

3.6% uncertainty (1�) in the amplitude of C��` (which improves
to 3.1% uncertainty for the combined Planck+WP likelihood).
Note that this is larger than the uncertainty on the measured am-
plitude, i.e., the lensing measurement is more precise than the
prediction from the CMB power spectra in even the simplest
⇤CDM model. This model uncertainty is reflected in a scatter
in the �2 of the lensing data over the Planck TT+lowP chains,
�2

lens = 17.9± 9.0, which is significantly larger than the expected
scatter in �2 at the true model, due to the uncertainties in the
lensing bandpowers (

p
2Nd.o.f. = 4). Following the treatment in

PCP13, we can assess consistency more carefully by introduc-
ing a parameter A��L that scales the theory lensing trispectrum at
every point in parameter space in a joint analysis of the CMB
spectra and the lensing spectrum. We find

A��L = 0.95 ± 0.04 (68%,Planck TT+lowP+lensing), (18)

in good agreement with the expected value of unity. The pos-
terior for A��L , and other lensing amplitude measures discussed
below, is shown in Fig. 12.

Given the precision of the measured C��` compared to the
uncertainty in the predicted spectrum from fits to the Planck
TT+lowP data, the structure in the residuals seen in Fig. 11
might be expected to pull parameters in joint fits. As discussed
in Planck Collaboration XV (2016) and Pan et al. (2014), the
primary parameter dependence of C��` at multipoles ` >⇠ 100
is through As and `eq in ⇤CDM models. Here, `eq / 1/✓eq is the
angular multipole corresponding to the horizon size at matter-
radiation equality observed at a distance �⇤. The combination
As`eq determines the mean-squared deflection hd2

i, while `eq

controls the shape of C��` . For the parameter ranges of interest,

�C��` /C
��
` = �As/As + (n` + 1)�`eq/`eq, (19)
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Fig. 12. Marginalized posterior distributions for measures of the lens-
ing power amplitude. The dark-blue (dot-dashed) line is the constraint
on the parameter A��L , which scales the amplitude of the lensing power
spectrum in the lensing likelihood for the Planck TT+lowP+lensing
data combination. The other lines are for the AL parameter, which
scales the lensing power spectrum used to lens the CMB spec-
tra, for the data combinations Planck TT+lowP (blue, solid), Planck
TE+lowP (red, dashed), Planck EE+lowP (green, dashed), and Planck
TT,TE,EE+lowP (black, dashed). The dotted lines show the AL con-
straints when the Plik likelihood is replaced with CamSpec, highlight-
ing that the preference for high AL in the Planck EE+lowP data combi-
nation is not robust to the treatment of polarization on intermediate and
small scales.

where n` arises (mostly) from the strong wavenumber depen-
dence of the transfer function for the gravitational potential, with
n` ⇡ 1.5 around ` = 200.

In joint fits to Planck TT+lowP+lensing, the main parame-
ter changes from Planck TT+lowP alone are a 2.6% reduction
in the best-fit As, with an accompanying reduction in the best-fit
⌧, to 0.067 (around 0.6�; see Sect. 3.4). There is also a 0.7%
reduction in `eq, achieved at fixed ✓⇤ by reducing !m. These
combine to reduce C��` by approximately 4% at ` = 200, con-
sistent with Eq. (19). The di↵erence between the theory lensing
spectrum at the best-fit parameters in the Planck TT+lowP and
Planck TT+lowP+lensing fits are shown by the dashed blue lines
in Fig. 11. In the joint fit, the �2 for the lensing bandpowers im-
proves by 6, while the �2 for the Planck TT+lowP data degrades
by only 1.2 (2.8 for the high-` TT data and �1.6 for the low-`
T EB data).

The lower values of As and !m in the joint fit give a 2%
reduction in �8, with

�8 = 0.815 ± 0.009 (68%,Planck TT+lowP+lensing), (20)

as shown in Fig. 19. The decrease in matter density leads to a
corresponding decrease in ⌦m, and at fixed ✓⇤ (approximately
/ ⌦mh3) a 0.5� increase in H0, giving

H0 = (67.8 ± 0.9) km s�1Mpc�1

⌦m = 0.308 ± 0.012

)
Planck TT+lowP+lensing.

(21)

Joint Planck+lensing constraints on other parameters of the base
⇤CDM cosmology are given in Table. 4.

Planck Collaboration XV (2016) discusses the e↵ect on pa-
rameters of extending the lensing multipole range in joint fits
with Planck TT+lowP. In the base ⇤CDM model, using the
full multipole range 8  `  2048, the parameter combination
�8⌦

1/4
m ⇡ (As`2.5eq )1/2 (which is well determined by the lensing

measurements) is pulled around 1� lower that its value using the
conservative lensing range, with a negligible change in the un-
certainty. Around half of this shift comes from the 3.6� outlying
bandpower (638  `  762). In massive neutrino models, the
total mass is similarly pulled higher by around 1� when using
the full lensing multipole range.

5.1.2. Detection of lensing in the CMB power spectra

The smoothing e↵ect of lensing on the acoustic peaks
and troughs of the TT power spectrum is detected at
high significance in the Planck data. Following PCP13 (see
also Calabrese et al. 2008), we introduce a parameter AL, which
scales the theory C��` power spectrum at each point in param-
eter space, and which is used to lens the CMB spectra19. The
expected value for base ⇤CDM is AL = 1. The results of such
an analysis for models with variable AL is shown in Fig. 12. The
marginalized constraint on AL is

AL = 1.22 ± 0.10 (68%,Planck TT+lowP). (22)

This is very similar to the result from the 2013 Planck data re-
ported in PCP13. The persistent preference for AL > 1 is dis-
cussed in detail there. For the 2015 data, we find that ��2 = �6.4
between the best-fitting ⇤CDM+AL model and the best-fitting
base ⇤CDM model. There is roughly equal preference for high
AL from intermediate and high multipoles (i.e., the Plik likeli-
hood; ��2 = �2.6) and from the low-` likelihood (��2 = �3.1),
with a further small change coming from the priors.

Increases in AL are accompanied by changes in all other pa-
rameters, with the general e↵ect being to reduce the predicted
CMB power on large scales, and in the region of the second
acoustic peak, and to increase CMB power on small scales (see
Fig. 13). A reduction in the high-` foreground power compen-
sates the CMB increase on small scales. Specifically, ns is in-
creased by 1% relative to the best-fitting base model and As is
reduced by 4%, both of which lower the large-scale power to
provide a better fit to the measured spectra around ` = 20 (see
Fig. 1). The densities !b and !c respond to the change in ns, fol-
lowing the usual ⇤CDM acoustic degeneracy, and Ase�2⌧ falls
by 1%, attempting to reduce power in the damping tail due to
the increase in ns and reduction in the di↵usion angle ✓D (which
follows from the reduction in !m). The changes in As and Ase�2⌧

lead to a reduction in ⌧ from 0.078 to 0.060. With these cos-
mological parameters, the lensing power is lower than in the
base model, which additionally increases the CMB power in the
acoustic peaks and reduces it in the troughs. This provides a poor
fit to the measured spectra around the fourth and fifth peaks, but
this can be mitigated by increasing AL to give more smoothing
from lensing than in the base model. However, AL further in-
creases power in the damping tail, but this is partly o↵set by
reduction of the power in the high-` foregrounds.

19 We emphasize the di↵erence between the phenomenological param-
eters AL and A��L (introduced earlier). The amplitude AL multiplies C��`
when calculating both the lensed CMB theory spectra and the lens-
ing likelihood, while A��L a↵ects only the lensing likelihood by scaling
the theory C��` when comparing with the power spectrum of the recon-
structed lensing potential �.
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Fig. 13. Changes in the CMB TT spectrum and foreground spectra, be-
tween the best-fitting AL model and the best-fitting base ⇤CDM model
to the Planck TT+lowP data. The solid blue line shows the di↵erence
between the AL model and ⇤CDM while the dashed line has the the
same values of the other cosmological parameters, but with AL set
to unity, to highlight the changes in the spectrum arising from dif-
ferences in the other parameters. Also shown are the changes in the
best-fitting foreground contributions to the four frequency cross-spectra
between the AL model and the ⇤CDM model. The data points (with
±1� errors) are the di↵erences between the high-`maximum-likelihood
frequency-averaged CMB spectrum and the best-fitting ⇤CDM model
to the Planck TT+lowP data (as in Fig. 1). Note that the changes in the
CMB spectrum and the foregrounds should be added when comparing
to the residuals in the data points.

The trends in the TT spectrum that favour high AL have a
similar pull on parameters such as curvature (Sect. 6.2.4) and
the dark energy equation of state (Sect. 6.3) in extended models.
These parameters a↵ect the late-time geometry and clustering
and so alter the lensing power, but their e↵ect on the primary
CMB fluctuations is degenerate with changes in the Hubble con-
stant (to preserve ✓⇤). The same parameter changes as those in
AL models are found in these extended models, but with, for ex-
ample, the increase in AL replaced by a reduction in ⌦K . Adding
external data, however, such as the Planck lensing data or BAO
(Sect. 5.2), pull these extended models back to base ⇤CDM.

Finally, we note that lensing is also detected at lower signif-
icance in the polarization power spectra (see Fig. 12):
AL = 0.98+0.21

�0.24 (68%,Planck TE+lowP), (23a)

AL = 1.54+0.28
�0.33 (68%,Planck EE+lowP). (23b)

These results use only polarization at low multipoles, i.e., with
no temperature data at multipoles ` < 30. These are the first de-
tections of lensing in the CMB polarization spectra, and reach
almost 5� in T E. We caution the reader that the AL constraints
from EE and low-` polarization are rather unstable between
high-` likelihoods because of di↵erences in the treatment of the
polarization data (see Fig. 12, which compares constraints from
the Plik and CamSpec polarization likelihoods). The result of
replacing Plik with the CamSpec likelihood is AL = 1.19+0.20

�0.24,
i.e., around 1� lower than the result from Plik reported in
Eq. (23b). If we additionally include the low-` temperature data,
AL from T E increases:
AL = 1.13 ± 0.2 (68%,Planck TE+lowT,P). (24)
The pull to higher AL in this case is due to the reduction in TT
power in these models on large scales (as discussed above).
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Fig. 14. Acoustic-scale distance ratio DV(z)/rdrag in the base
⇤CDM model divided by the mean distance ratio from Planck
TT+lowP+lensing. The points with 1� errors are as follows: green star
(6dFGS, Beutler et al. 2011); square (SDSS MGS, Ross et al. 2015);
red triangle and large circle (BOSS “LOWZ” and CMASS surveys,
Anderson et al. 2014); and small blue circles (WiggleZ, as analysed by
Kazin et al. 2014). The grey bands show the 68% and 95% confidence
ranges allowed by Planck TT+lowP+lensing.

5.2. Baryon acoustic oscillations

Baryon acoustic oscillation (BAO) measurements are geometric
and largely una↵ected by uncertainties in the nonlinear evolution
of the matter density field and additional systematic errors that
may a↵ect other types of astrophysical data. As in PCP13, we
therefore use BAO as a primary astrophysical data set to break
parameter degeneracies from CMB measurements.

Figure 14 shows an updated version of Fig. 15 from PCP13.
The plot shows the acoustic-scale distance ratio DV(z)/rdrag mea-
sured from a number of large-scale structure surveys with e↵ec-
tive redshift z, divided by the mean acoustic-scale ratio in the
base ⇤CDM cosmology using Planck TT+lowP+lensing. Here
rdrag is the comoving sound horizon at the end of the baryon drag
epoch and DV is a combination of the angular diameter distance
DA(z) and Hubble parameter H(z),

DV(z) =
"
(1 + z)2D2

A(z)
cz

H(z)

#1/3

· (25)

The grey bands in the figure show the ±1� and ±2� ranges al-
lowed by Planck in the base ⇤CDM cosmology.

The changes to the data points compared to figure 15 of
PCP13 are as follows. We have replaced the SDSS DR7 mea-
surements of Percival et al. (2010) with the recent analysis of
the SDSS Main Galaxy Sample (MGS) of Ross et al. (2015)
at ze↵ = 0.15, and by the Anderson et al. (2014) analysis of
the Baryon Oscillation Spectroscopic Survey (BOSS) “LOWZ”
sample at ze↵ = 0.32. Both of these analyses use peculiar veloc-
ity field reconstructions to sharpen the BAO feature and reduce
the errors on DV/rdrag. The blue points in Fig. 14 show a reanal-
ysis of the WiggleZ redshift survey by Kazin et al. (2014) that
applyies peculiar velocity reconstructions. These reconstructions
cause small shifts in DV/rdrag compared to the unreconstructed
WiggleZ results of Blake et al. (2011) and lead to reductions
in the errors on the distance measurements at ze↵ = 0.44 and
ze↵ = 0.73. The point labelled “BOSS CMASS” at ze↵ = 0.57
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Fig. 15. 68% and 95% constraints on the angular diameter dis-
tance DA(z = 0.57) and Hubble parameter H(z = 0.57) from the
Anderson et al. (2014) analysis of the BOSS CMASS-DR11 sample.
The fiducial sound horizon adopted by Anderson et al. (2014) is rfid

drag =

149.28 Mpc. Samples from the Planck TT+lowP+lensing chains are
plotted coloured by their value of⌦ch2, showing consistency of the data,
but also that the BAO measurement can tighten the Planck constraints
on the matter density.

shows DV/rdrag from the analysis of Anderson et al. (2014), up-
dating the BOSS-DR9 analysis of Anderson et al. (2012) used in
PCP13.

In fact, the Anderson et al. (2014) analysis solves jointly for
the positions of the BAO feature in both the line-of-sight and
transverse directions (the distortion in the transverse direction
caused by the background cosmology is sometimes called the
Alcock-Paczynski e↵ect, Alcock & Paczynski 1979), leading to
joint constraints on the angular diameter distance DA(ze↵) and
the Hubble parameter H(ze↵). These constraints, using the tabu-
lated likelihood included in the CosmoMC module20, are plotted
in Fig. 15. Samples from the Planck TT+lowP+lensing chains
are shown for comparison, coloured by the value of ⌦ch2. The
length of the degeneracy line is set by the allowed variation in H0
(or equivalently⌦mh2). In the Planck TT+lowP+lensing⇤CDM
analysis the line is defined approximately by

DA(0.57)/rdrag

9.384

 
H(0.57)rdrag/c

0.4582

!1.7

= 1.0000 ± 0.0004, (26)

which just grazes the BOSS CMASS 68% error ellipse plotted
in Fig. 15. Evidently, the Planck base ⇤CDM parameters are
in good agreement with both the isotropized DV BAO measure-
ments plotted in Fig. 14, and with the anisotropic constraints
plotted in Fig. 15.

In this paper, we use the 6dFGS, SDSS-MGS, and BOSS-
LOWZ BAO measurements of DV/rdrag (Beutler et al. 2011;
Ross et al. 2015; Anderson et al. 2014) and the CMASS-DR11
anisotropic BAO measurements of Anderson et al. (2014). Since
the WiggleZ volume partially overlaps that of the BOSS-
CMASS sample, and the correlations have not been quantified,
we do not use the WiggleZ results in this paper. It is clear from
Fig. 14 that the combined BAO likelihood is dominated by the
two BOSS measurements.

20
http://www.sdss3.org/science/boss_publications.php

In the base ⇤CDM model, the Planck data constrain the
Hubble constant H0 and matter density ⌦m to high precision:

H0 = (67.3 ± 1.0) km s�1Mpc�1

⌦m = 0.315 ± 0.013

)
Planck TT+lowP. (27)

With the addition of the BAO measurements, these constraints
are strengthened significantly to

H0 = (67.6 ± 0.6) km s�1Mpc�1

⌦m = 0.310 ± 0.008

)
Planck TT+lowP+BAO.

(28)

These numbers are consistent with the Planck+lensing con-
straints of Eq. (21). Section 5.4 discusses the consistency of
these estimates of H0 with direct measurements.

Although low-redshift BAO measurements are in good
agreement with Planck for the base ⇤CDM cosmology, this
may not be true at high redshifts. Recently, BAO features have
been measured in the flux-correlation function of the Ly↵ for-
est of BOSS quasars (Delubac et al. 2015) and in the cross-
correlation of the Ly↵ forest with quasars (Font-Ribera et al.
2014). These observations give measurements of c/(H(z)rdrag)
and DA(z)/rdrag (with somewhat lower precision) at z = 2.34
and z = 2.36, respectively. For example, from table II of
Aubourg et al. (2015) the two Ly↵ BAO measurements com-
bined give c/(H(2.34)rdrag) = 9.14 ± 0.20, compared to the pre-
dictions of the base Planck ⇤CDM cosmology of 8.586± 0.021,
which are discrepant at the 2.7� level. At present, it is not clear
whether this discrepancy is caused by systematics in the Ly↵
BAO measurements (which are more complex and less mature
than galaxy BAO measurements) or an indicator of new physics.
As Aubourg et al. (2015) discuss, it is di�cult to find a physical
explanation for the Ly↵ BAO results without disrupting the con-
sistency with the much more precise galaxy BAO measurements
at lower redshifts.

5.3. Type Ia supernovae

Type Ia supernovae (SNe) are powerful probes of cosmology
(Riess et al. 1998; Perlmutter et al. 1999) and particularly of the
equation of state of dark energy. In PCP13, we used two sam-
ples of type Ia SNe, the “SNLS” compilation (Conley et al.
2011) and the “Union2.1” compilation (Suzuki et al. 2012). The
SNLS sample was found to be in mild tension, at about the 2�
level, with the 2013 Planck base ⇤CDM cosmology favouring
a value of ⌦m ⇡ 0.23 compared to the Planck value of ⌦m =
0.315±0.017. Another consequence of this tension showed up in
extensions to the base ⇤CDM model, where the combination of
Planck and the SNLS sample showed 2� evidence for a “phan-
tom” (w < �1) dark energy equation of state.

Following the submission of PCP13, Betoule et al. (2013)
reported the results of an extensive campaign to improve the rel-
ative photometric calibrations between the SNLS and SDSS su-
pernova surveys. The “Joint Light-curve Analysis” (JLA) sam-
ple, used in this paper, is constructed from the SNLS and SDSS
SNe data, together with several samples of low redshift SNe21.
21 A CosmoMC likelihood model for the JLA sample is avail-
able at http://supernovae.in2p3.fr/sdss_snls_jla/ReadMe.
html. The latest version in CosmoMC includes numerical integration
over the nuisance parameters for use when calculating joint constraints
using importance sampling; this can give di↵erent �2 values compared
to parameter best fits.
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Cosmological constraints from the JLA sample are discussed
by Betoule et al. (2014) and residual biases associated with the
photometry and light curve fitting are assessed by Mosher et al.
(2014). For the base ⇤CDM cosmology, Betoule et al. (2014)
find ⌦m = 0.295 ± 0.034, consistent with the 2013 and 2015
Planck values for base⇤CDM. This relieves the tension between
the SNLS and Planck data reported in PCP13. Given the consis-
tency between Planck and the JLA sample for base ⇤CDM, one
can anticipate that the combination of these two data sets will
constrain the dark energy equation of state to be close to w = �1
(see Sect. 6.3).

Since the submission of PCP13, first results from a sample
of Type Ia SNe discovered with the Pan-STARRS survey have
been reported by Rest et al. (2014) and Scolnic et al. (2014).
The Pan-STARRS sample is still relatively small (consisting of
146 spectroscopically confirmed Type Ia SNe) and is not used in
this paper.

5.4. The Hubble constant

CMB experiments provide indirect and highly model-dependent
estimates of the Hubble constant. It is therefore important to
compare CMB estimates with direct estimates of H0, since any
significant evidence of a tension could indicate the need for new
physics. In PCP13, we used the Riess et al. (2011, hereafter R11)
Hubble Space Telescope (HST) Cepheid+SNe based estimate of
H0 = (73.8 ± 2.4) km s�1Mpc�1 as a supplementary “H0-prior”.
This value was in tension at about the 2.5� level with the 2013
Planck base ⇤CDM value of H0.

For the base ⇤CDM model, CMB and BAO experiments
consistently find a value of H0 lower than the R11 value.
For example, the 9-year WMAP data (Bennett et al. 2013;
Hinshaw et al. 2013) give22:

H0 = (69.7 ± 2.1) km s�1Mpc�1, WMAP9, (29a)
H0 = (68.0 ± 0.7) km s�1Mpc�1, WMAP9+BAO. (29b)

These numbers can be compared with the Planck 2015 values
given in Eqs. (27) and (28). The WMAP constraints are driven
towards the Planck values by the addition of the BAO data and so
there is persuasive evidence for a low H0 in the base⇤CDM cos-
mology independently of the high-multipole CMB results from
Planck. The 2015 Planck TT+lowP value is entirely consistent
with the 2013 Planck value and so the tension with the R11 H0
determination remains at about 2.4�.

The tight constraint on H0 in Eq. (29b) is an example of an
“inverse distance ladder,” where the CMB primarily constrains
the sound horizon within a given cosmology, providing an ab-
solute calibration of the BAO acoustic-scale (e.g., Percival et al.
2010; Cuesta et al. 2015; Aubourg et al. 2015, see also PCP13).
In fact, in a recent paper Aubourg et al. (2015) use the 2013
Planck constraints on rs in combination with BAO and the JLA
SNe data to find H0 = (67.3 ± 1.1) km s�1Mpc�1, in excellent
agreement with the 2015 Planck value for base ⇤CDM given in
Eq. (27), which is based on the Planck temperature power spec-
trum. Note that by adding SNe data, the Aubourg et al. (2015)
estimate of H0 is insensitive to spatial curvature and to late time
variations of the dark energy equation of state. Evidently, there
are a number of lines of evidence that point to a lower value of
H0 than the direct determination of R11.

22 These numbers are taken from our parameter grid, which includes
a neutrino mass of 0.06 eV and the same updated BAO compilation as
Eq. (28) (see Sect. 5.2).

The R11 Cepheid data have been reanalysed by Efstathiou
(2014, hereafter E14) using the revised geometric maser distance
to NGC 4258 of Humphreys et al. (2013). Using NGC 4258 as a
distance anchor, E14 finds

H0 = (70.6 ± 3.3) km s�1Mpc�1, NGC 4258, (30)

which is within 1� of the Planck TT estimate given in Eq. (27).
In this paper we use Eq. (30) as a “conservative” H0 prior.

R11 also use Large Magellanic Cloud Cepheids and a small
sample of Milky Way Cepheids with parallax distances as alter-
native distance anchors to NGC 4258. The R11 H0 prior used
in PCP13 combines all three distance anchors. Combining the
LMC and MW distance anchors, E14 finds

H0 = (73.9 ± 2.7) km s�1Mpc�1, LMC +MW, (31)

under the assumption that there is no metallicity variation of
the Cepheid period-luminosity relation. This is discrepant with
Eq. (27) at about the 2.2� level. However, neither the central
value nor the error in Eq. (31) is reliable. The MW Cepheid sam-
ple is small and dominated by short period (<10 day) objects.
The MW Cepheid sample therefore has very little overlap with
the period range of SNe host galaxy Cepheids observed with
HST. As a result, the MW solutions for H0 are unstable (see Ap-
pendix A of E14). The LMC solution is sensitive to the metallic-
ity dependence of the Cepheid period-luminosity relation which
is poorly constrained by the R11 data. Furthermore, the estimate
in Eq. (30) is based on a di↵erential measurement, comparing
HST photometry of Cepheids in NGC 4258 with those in SNe
host galaxies. It is therefore less prone to photometric system-
atics, such as crowding corrections, than is the LMC+MW es-
timate of Eq. (31). It is for these reasons that we have adopted
the prior of Eq. (30) in preference to using the LMC and MW
distance anchors23.

Direct measurements of the Hubble constant have a long and
sometimes contentious history (see, e.g., Tammann et al. 2008).
The controversy continues to this day and in the literature one
can find “high” values, e.g., H0 = (74.3 ± 2.6) km s�1Mpc�1

(Freedman et al. 2012), and “low” values, e.g., H0 = (63.7 ±
2.3) km s�1Mpc�1 (Tammann & Reindl 2013). The key point
that we wish to make is that the Planck-only estimates of
Eqs. (21) and (27), and the Planck+BAO estimate of Eq. (28)
all have small errors and are consistent. If a persuasive case can
be made that a direct measurement of H0 conflicts with these es-
timates, then this will be strong evidence for additional physics
beyond the base ⇤CDM model.

Finally, we note that in a recent analysis Bennett et al. (2014)
derive a “concordance” value of H0 = (69.6±0.7) km s�1Mpc�1

for base ⇤CDM by combining WMAP9+SPT+ACT+BAO
with a slightly revised version of the R11 H0 value, (73.0 ±
2.4) km s�1Mpc�1. The Bennett et al. (2014) central value for
H0 di↵ers from the Planck value of Eq. (28) by nearly 3% (or
2.5�). The reason for this di↵erence is that the Planck data are
in tension with the Story et al. (2013) SPT data (as discussed in

23 As this paper was nearing completion, results from the Nearby Su-
pernova Factory have been presented that indicate a correlation between
the peak brightness of Type Ia SNe and the local star-formation rate
(Rigault et al. 2015). These authors argue that this correlation intro-
duces a systematic bias of around 1.8 km s�1Mpc�1 in the SNe/Cepheid
distance scale measurement of H0 . For example, according to these
authors, the estimate of Eq. (30) should be lowered to H0 = (68.8 ±
3.3) km s�1Mpc�1, a downward shift of approximately 0.5�. Clearly,
further work needs to be done to assess the importance of such a bias
on the distance scale. It is ignored in the rest of this paper.
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Appendix B of PCP13; note that the tension is increased with the
Planck full mission data) and with the revised R11 H0 determi-
nation. Both tensions drive the Bennett et al. (2014) value of H0
away from the Planck solution.

5.5. Additional data

5.5.1. Redshift space distortions

Transverse versus line-of-sight anisotropies in the redshift-space
clustering of galaxies induced by peculiar motions can, poten-
tially, provide a powerful way of constraining the growth rate of
structure (e.g., Percival & White 2009). A number of studies of
redshift-space distortions (RSD) have been conducted to mea-
sure the parameter combination f�8(z), where for models with
scale-independent growth

f (z) =
dln D
dln a

, (32)

and D is the linear growth rate of matter fluctuations. Notice
that the parameter combination f�8 is insensitive to di↵erences
between the clustering of galaxies and dark matter, i.e., to galaxy
bias (Song & Percival 2009). In the base ⇤CDM cosmology, the
growth factor f (z) is well approximated as f (z) = ⌦m(z)0.545.
More directly, in linear theory the quadrupole of the redshift-
space clustering anisotropy actually probes the density-velocity
correlation power spectrum, and we therefore define

f�8(z) ⌘

h
�(vd)

8 (z)
i2

�(dd)
8 (z)

, (33)

as an approximate proxy for the quantity actually being mea-
sured. Here �(vd)

8 measures the smoothed density-velocity cor-
relation and is defined analogously to �8 ⌘ �

(dd)
8 , but using the

correlation power spectrum Pvd(k), where v = �r·uN/H and uN is
the Newtonian-gauge (peculiar) velocity of the baryons and dark
matter, and d is the total matter density perturbation. This defi-
nition assumes that the observed galaxies follow the flow of the
cold matter, not including massive neutrino velocity e↵ects. For
models close to ⇤CDM, where the growth is nearly scale inde-
pendent, it is equivalent to defining f�8 in terms of the growth of
the baryon+CDM density perturbations (excluding neutrinos).

The use of RSD as a measure of the growth of structure is
still under active development and is considerably more di�cult
than measuring the positions of BAO features. Firstly, adopt-
ing the wrong fiducial cosmology can induce an anisotropy in
the clustering of galaxies, via the Alcock-Paczynski (AP) ef-
fect, which is strongly degenerate with the anisotropy induced
by peculiar motions. Secondly, much of the RSD signal cur-
rently comes from scales where nonlinear e↵ects and galaxy
bias are significant and must be accurately modelled in order to
relate the density and velocity fields (see, e.g., the discussions
in Bianchi et al. 2012; Okumura et al. 2012; Reid et al. 2014;
White et al. 2015).

Current constraints24, assuming a Planck base ⇤CDM
model, are shown in Fig. 16. Neglecting the AP e↵ect can lead to
biased measurements of f�8 if the assumed cosmology di↵ers,
and to significant underestimation of the errors (Howlett et al.
2015). The analyses summarized in Fig. 16 solve simultaneously
24 The constraint of Chuang et al. (2016) plotted in the original version
of this paper was subsequently shown to be in error. We therefore now
show updated BOSS data points for DR12 from Chuang et al. (2016,
for CMASS) and Gil-Marín et al. (2016, for LOWZ).
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Fig. 16. Constraints on the growth rate of fluctuations from vari-
ous redshift surveys in the base ⇤CDM model: green star (6dFGRS,
Beutler et al. 2012); purple square (SDSS MGS, Howlett et al. 2015);
cyan cross (SDSS LRG, Oka et al. 2014); red triangle (BOSS LOWZ
survey, Gil-Marín et al. 2016); large red circle (BOSS CMASS, as
analysed by Samushia et al. 2014); blue circles (WiggleZ, Blake et al.
2012); and green diamond (VIPERS, de la Torre et al. 2013). The points
with dashed red error bars correspond to alternative analyses of BOSS
CMASS from Beutler et al. (2014a, small circle, o↵set for clarity)
and Chuang et al. (2016, small square). Of the BOSS CMASS points,
two are based on the same DR11 data set (Samushia et al. 2014;
Beutler et al. 2014a), while the third is based on the more recent
DR12 (Chuang et al. 2016), and are therefore not independent. The grey
bands show the range allowed by Planck TT+lowP+lensing in the base
⇤CDM model. Where available (for SDSS MGS and BOSS), we have
plotted conditional constraints on f�8 assuming a Planck ⇤CDM back-
ground cosmology. The WiggleZ points are plotted conditional on the
mean Planck cosmology prediction for FAP (evaluated using the covari-
ance between f�8 and FAP given in Blake et al. 2012). The 6dFGS point
is at su�ciently low redshift that it is insensitive to the cosmology.

for RSD and the AP e↵ect, except for the 6dFGS point (which
is insensitive to cosmology) and the VIPERS point (which has a
large error). The grey bands show the range allowed by Planck
TT+lowP+lensing in the base ⇤CDM model, and are consistent
with the RSD data. The tightest constraints on f�8 in this figure
come from the BOSS CMASS-DR11 analyses of Beutler et al.
(2014a) and Samushia et al. (2014). The Beutler et al. (2014a)
analysis is performed in Fourier space and shows a small bias
in f�8 compared to numerical simulations when fitting over
the wavenumber range 0.01�0.20 h Mpc�1. The Samushia et al.
(2014) analysis is performed in configuration space and shows
no evidence of biases when compared to numerical simulations.
The updated DR12 CMASS result from Chuang et al. (2016)
marginalizes over a polynomial model for systematic errors in
the correlation function monopole, and is consistent with these
and the Planck constraints, with a somewhat larger error bar.

The Samushia et al. (2014) results are expressed as a 3 ⇥ 3
covariance matrix for the three parameters DV/rdrag, FAP and
f�8, evaluated at an e↵ective redshift of ze↵ = 0.57, where FAP
is the “Alcock-Paczynski” parameter

FAP(z) = (1 + z)DA
H(z)

c
· (34)

The principal degeneracy is between f�8 and FAP and is il-
lustrated in Fig. 17, compared to the constraint from Planck
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izing over Dv/rs) for the CMASS-DR11 sample as analysed by
Samushia et al. (2014, solid, our defult), and Beutler et al. (2014a,
dotted). The green contours show the constraint from Planck
TT+lowP+lensing in the base ⇤CDM model.

TT+lowP+lensing for the base ⇤CDM cosmology. The Planck
results sit slightly high but overlap the 68% contour from
Samushia et al. (2014). The Planck result lies about 1.5� higher
than the Beutler et al. (2014a) analysis of the BOSS CMASS
sample.

RSD measurements are not used in combination with Planck
in this paper. However, in the companion paper exploring dark
energy and modified gravity (Planck Collaboration XIV 2016),
the RSD/BAO measurements of Samushia et al. (2014) are used
together with Planck. Where this is done, we exclude the
Anderson et al. (2014) BOSS-CMASS results from the BAO
likelihood. Since Samushia et al. (2014) do not apply a density
field reconstruction in their analysis, the BAO constraints from
BOSS-CMASS are then slightly weaker, though consistent, with
those of Anderson et al. (2014).

5.5.2. Weak gravitational lensing

Weak gravitational lensing o↵ers a potentially powerful tech-
nique for measuring the amplitude of the matter fluctuation spec-
trum at low redshifts. Currently, the largest weak lensing data
set is provided by the CFHTLenS survey (Heymans et al. 2012;
Erben et al. 2013). The first science results from this survey ap-
peared shortly before the completion of PCP13 and it was not
possible to do much more than o↵er a cursory comparison with
the Planck 2013 results. As reported in PCP13, at face value
the results from CFHTLenS appeared to be in tension with the
Planck 2013 base ⇤CDM cosmology at about the 2�3� level.
Since neither the CFHTLenS results nor the 2015 Planck results
have changed significantly from those in PCP13, it is worth dis-
cussing this discrepancy in more detail in this paper.

Weak lensing data can be analysed in various ways. For ex-
ample, one can compute two correlation functions from the ellip-
ticities of pairs of images separated by angle ✓,which are related
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Fig. 18. Samples in the �8–⌦m plane from the H13 CFHTLenS data
(with angular cuts as discussed in the text), coloured by the value of the
Hubble parameter, compared to the joint constraints when the lensing
data are combined with BAO (blue), and BAO with the CMB acous-
tic scale parameter fixed to ✓MC = 1.0408 (green). For comparison,
the Planck TT+lowP constraint contours are shown in black. The grey
bands show the constraint from Planck CMB lensing. We impose a
weak prior on the primoridal amplitude, 2 < ln(1010As) < 4, which
has some impact on the distribution of CFHTLenS-only samples.

to the convergence power spectrum P(`) of the survey at multi-
pole ` via

⇠±(✓) =
1

2⇡

Z
d``P(`)J±(`✓), (35)

where the Bessel functions in (35) are J+ ⌘ J0 and J� ⌘ J4
(see, e.g., Bartelmann & Schneider 2001). Much of the informa-
tion from the CFHTLenS survey correlation function analyses
comes from wavenumbers at which the matter power spectrum
is strongly nonlinear, complicating any direct comparison with
Planck.

This can be circumventing by performing a 3D spherical har-
monic analysis of the shear field, allowing one to impose lower
limits on the wavenumbers that contribute to a weak lensing like-
lihood. This has been done by Kitching et al. (2014). Including
only wavenumbers with k  1.5 h Mpc�1, Kitching et al. (2014)
find constraints in the �8–⌦m plane that are consistent with the
results from Planck. However, by excluding modes with higher
wavenumbers, the lensing constraints are weakened. When they
increase the wavenumber cut-o↵ to k = 5 h Mpc�1 some tension
with Planck begins to emerge (which these authors argue may
be an indication of the e↵ects of baryonic feedback in suppress-
ing the matter power spectrum at small scales). The large-scale
properties of CFHTLenS therefore seem broadly consistent with
Planck and it is only as CFHTLenS probes higher wavenumbers,
particular in the 2D and tomographic correlation function anal-
yses (Heymans et al. 2013; Kilbinger et al. 2013; Fu et al. 2014;
MacCrann et al. 2015), that apparently strong discrepancies with
Planck appear.

The situation is summarized in Fig. 18. The sample points
show parameter values in the �8–⌦m plane for the ⇤CDM base
model, computed from the Heymans et al. (2013, hereafter H13)
tomographic measurements of ⇠±. These data consist of correla-
tion function measurements in six photometric redshift bins ex-
tending over the redshift range 0.2�1.3. We use the blue galaxy
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sample, since H13 find that this sample shows no evidence for
intrinsic galaxy alignments (simplifying the comparison with
theory) and we apply the “conservative” cuts of H13, intended
to reduce sensitivity to the nonlinear part of the power spec-
trum; these cuts eliminate measurements with ✓ < 30 for any
redshift combination that involves the lowest two redshift bins.
Here we have used the halofit prescription of Takahashi et al.
(2012) to model the nonlinear power spectrum, but do not in-
clude any model of baryon feedback or intrinsic alignments.
For the lensing-only constraint we also impose additional pri-
ors in a similar way to the CMB lensing analysis described
in Planck Collaboration XV (2016), i.e., Gaussian priors⌦bh2 =
0.0223 ± 0.0009 and ns = 0.96 ± 0.02, where the exact values
(chosen to span reasonable ranges given CMB data) have little
impact on the results. The sample range shown also restricts the
Hubble parameter to 0.2 < h < 1; note that when comparing with
constraint contours, the location of the contours can change sig-
nificantly depending on the H0 prior range assumed. We also use
a weak prior on the primoridal amplitude, 2 < ln(1010As) < 4,
which shows up the strong correlation between⌦m–�8–H0 in the
region of parameter space relevant for comparison with Planck.
In Fig. 18 we only show lensing contours after the samples have
been projected into the space allowed by the BAO data (blue con-
tours), or also additionally restricting to the reduced space where
✓MC is fixed to the Planck value, which is accurately measured.
The black contours show the constraints from Planck TT+lowP.

The lensing samples just overlap with Planck, and superfi-
cially one might conclude that the two data sets are consistent.
However, the weak lensing constraints approximately define a
1D degeneracy in the 3D ⌦m–�8–H0 space, so consistency of
the Hubble parameter at each point in the projected space must
also be considered (see appendix E1 of Planck Collaboration XV
2016). Comparing the contours in Fig. 18 (the regions where
the weak lensing constraints are consistent with BAO obser-
vations) the CFHTLenS data favour a lower value of �8 than
the Planck data (and much of the area of the blue contours
also has higher ⌦m). However, even with the conservative an-
gular cuts applied by H13, the weak lensing constraints de-
pend on the nonlinear model of the power spectrum and on the
possible influence of baryonic feedback in reshaping the mat-
ter power spectrum at small spatial scales (Harnois-Déraps et al.
2015; MacCrann et al. 2015). The importance of these e↵ects
can be reduced by imposing even more conservative angular
cuts on ⇠±, but of course, this weakens the statistical power
of the weak lensing data. The CFHTLenS data are not used
in combination with Planck in this paper (apart from specific
cases in Sects. 6.3 and 6.4.4) and, in any case, would have lit-
tle impact on most of the extended ⇤CDM constraints discussed
in Sect. 6. Weak lensing can, however, provide important con-
straints on dark energy and modified gravity. The CFHTLenS
data are therefore used in combination with Planck in the com-
panion paper (Planck Collaboration XIV 2016), which explores
several halofit prescriptions and the impact of applying more
conservative angular cuts to the H13 measurements.

5.5.3. Planck cluster counts

In 2013 we noted a possible tension between our primary CMB
constraints and those from the Planck SZ cluster counts, with the
clusters preferring lower values of �8 in the base ⇤CDM model
in some analyses (Planck Collaboration XX 2014). The compar-
ison is interesting because the cluster counts directly measure �8
at low redshift; any tension could signal the need for extensions
to the base model, such as non-minimal neutrino mass (though

see Sect. 6.4). However, limited knowledge of the scaling rela-
tion between SZ signal and mass have hampered the interpreta-
tion of this result.

With the full mission data we have created a larger cata-
logue of SZ clusters with a more accurate characterization of
its completeness (Planck Collaboration XXIV 2016). By fitting
the counts in redshift and signal-to-noise, we are able to si-
multaneously constrain the slope of the SZ signal�mass scal-
ing relation and the cosmological parameters. A major uncer-
tainty, however, remains the overall mass calibration, which in
Planck Collaboration XX (2014) we quantified with a “hydro-
static bias” parameter, (1 � b), with a fiducial value of 0.8 and
a range 0.7 < (1 � b) < 1 (consistent with some other studies,
e.g., Simet et al. 2015). In the base ⇤CDM model, the primary
CMB constraints prefer a normalization below the lower end of
this range, (1 � b) ⇡ 0.6. The recent, empirical normalization
of the relation by the Weighing the Giants lensing programme
(WtG; von der Linden et al. 2014) gives 0.69 ± 0.07 for the 22
clusters in common with the Planck cluster sample. This cali-
bration reduces the tension with the primary CMB constraints in
base ⇤CDM. In contrast, correlating the entire Planck 2015 SZ
cosmology sample with Planck CMB lensing gives 1/(1 � b) =
1.0 ± 0.2 (Planck Collaboration XXIV 2016), toward the upper
end of the range adopted in Planck Collaboration XX (2014),
although with a large uncertainty. An alternative lensing cali-
bration analysis by the Canadian Cluster Comparison Project,
which uses 37 clusters in common with the Planck cluster sam-
ple (Hoekstra et al. 2015) finds (1 � b) = 0.76 ± 0.05 (stat.) ±
0.06 (syst.), which lies between the other two mass calibrations.
These calibrations are not yet definitive and the situation will
continue to evolve with improvements in mass measurements
from larger samples of clusters.

A recent analysis of cluster counts for an X-ray-selected
sample (REFLEX II) shows some tension with the Planck base
⇤CDM cosmology (Böhringer et al. 2014). However, an analy-
sis of cluster counts of X-ray-selected clusters by the WtG col-
laboration, incorporating the WtG weak lensing mass calibra-
tion, finds �8(⌦m/0.3)0.17 = 0.81±0.03, in good agreement with
the Planck CMB results for base ⇤CDM (Mantz et al. 2015).
This raises the possibility that there may be systematic biases
in the assumed scaling relations for SZ-selected clusters com-
pared to X-ray-selected clusters (in addition to a possible mass
calibration bias). Mantz et al. (2015) give a brief review of re-
cent determinations of �8 from X-ray, optically-selected, and
SZ-selected samples, to which we refer the reader. More detailed
discussion of constraints from combining Planck cluster counts
with primary CMB anisotropies and other data sets can be found
in Planck Collaboration XXIV (2016).

5.6. Cosmic concordance?

Table 4 summarizes the cosmological parameters in the base
⇤CDM for Planck combined with various data sets discussed in
this section. Although we have seen from the survey presented
above that base ⇤CDM is consistent with a wide range of cos-
mological data, there are two areas of tension:

1. the Ly↵ BAO measurements at high redshift (Sect. 5.2);
2. the Planck CMB estimate of the amplitude of the fluctuation

spectrum and the lower values inferred from weak lensing,
and (possibly) cluster counts and redshift space distortions
(Sect. 5.5).

The first point to note is that the astrophysical data in areas (1)
and (2) are complex and more di�cult to interpret than most of
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Fig. 19. Marginalized constraints on parameters of the base ⇤CDM
model without low-` E-mode polarization (filled contours), compared
to the constraints from using low-` E-mode polarization (unfilled con-
tours) or assuming a strong prior that reionization was at zre = 7 ± 1
and zre > 6.5 (“reion prior”, dashed contours). Grey bands show the
constraint from CMB lensing alone.

the astrophysical data sets discussed in this section. The inter-
pretation of the data in area (2) depends on nonlinear modelling
of the power spectrum, and in the case of clusters and weak lens-
ing, on uncertain baryonic physics. Understanding these e↵ects
more accurately sets a direction for future research.

It is, however, worth reviewing our findings on �8 and ⌦m
from Planck assuming base ⇤CDM. These are summarized in
Fig. 19 and the following constraints:

�8 = 0.829 ± 0.014, Planck TT+lowP, (36a)
�8 = 0.815 ± 0.009, Planck TT+lowP+lensing, (36b)
�8 = 0.810 ± 0.006, Planck TT+lensing+zre. (36c)

The last line imposes a Gaussian prior of zre = 7 ± 1 with
a limit zre > 6.5 on the reionization redshift in place of the
reionization constraints from the lowP likelihood. As discussed
in Sect. 3.4, such a low redshift of reionization is close to the
lowest plausible value allowed by astrophysical data (though
such low values are not favoured by either the WMAP or LFI
polarization data). The addition of Planck lensing data pulls
�8 down by about 1� from the Planck TT+lowP value, so
Eq. (36c) is the lowest possible range allowed by the Planck
CMB data. As shown in Fig. 19, adding the T E and EE spec-
tra at high multipoles does not change the Planck constraints. If
a convincing case can be made that astrophysical data conflict
with the estimate of Eq. (36c), then this will be powerful evi-
dence for new physics beyond base ⇤CDM with minimal-mass
neutrinos.

A number of authors have interpreted the discrepancies in
area (2) as evidence for new physics in the neutrino sector (e.g.,
Planck Collaboration XX 2014; Hamann & Hasenkamp 2013;
Battye & Moss 2014; Battye et al. 2015; Wyman et al. 2014;
Beutler et al. 2014b). They use various data combinations to-
gether with Planck to argue for massive neutrinos with mass

P
m⌫ ⇡ 0.3 eV or for a single sterile neutrino with somewhat

higher mass. The problem here is that any evidence for new
neutrino physics is driven mainly by the additional astrophysi-
cal data, not by Planck CMB anisotropy measurements. In addi-
tion, the external data sets are not entirely consistent, so tensions
remain. As discussed in PCP13 (see also Leistedt et al. 2014;
Battye et al. 2015) Planck data usually favour base ⇤CDM over
extended models. Implications of the Planck 2015 data for neu-
trino physics are discussed in Sect. 6.4 and tensions between
Planck and external data in various extended neutrino models
are discussed further in Sect. 6.4.4.

As mentioned above, we do not use RSD or galaxy weak
lensing measurements for combined constraints in this paper
(apart from Sects. 6.3 and 6.4.4, where we use the CFHTLenS
data) . They are, however, used in the paper exploring constraints
on dark energy and modified gravity (Planck Collaboration XIV
2016). For some models discussed in that paper, the combination
of Planck, RSD, and weak lensing data does prefer extensions to
the base ⇤CDM cosmology.

6. Extensions to the base ⇤CDM model

6.1. Grid of models

The full grid results are available online25. Figure 20 and Table 5
summarize the constraints on one-parameter extensions to base
⇤CDM. As in PCP13, we find no strong evidence in favour of
any of these simple one-parameter extensions using Planck or
Planck combined with BAO. The entire grid has been run us-
ing both the Plik and CamSpec likelihoods. As noted in Sect. 3,
the parameters derived from these two TT likelihoods agree to
better than 0.5� for base ⇤CDM. This level of agreement also
holds for the extended models analysed in our grid. In Sect. 3
we also pointed out that we have definite evidence, by compar-
ing spectra computed with di↵erent frequency combinations, of
residual systematics in the T E and EE spectra. These systemat-
ics average down in the coadded T E and EE spectra, but the re-
maining level of systematics in these coadded spectra are not yet
well quantified (though they are small). Thus, we urge the reader
to treat parameters computed from the TT,T E, EE likelihoods
with some caution. In the case of polarization, the agreement
between the Plik and CamSpec T E and EE likelihoods is less
good, with shifts in parameters of up to 1.5� (though such large
shifts are unusual). In general, the behaviour of the TT,T E, EE
likelihoods is as shown in Fig. 20. For extended models, the
addition of the Planck polarization data at high multipoles re-
duces the errors on extended parameters compared to the Planck
temperature data and pulls the parameters towards those of base
⇤CDM. A similar behaviour is seen if the Planck TT (or Planck
TT,T E, EE) data are combined with BAO.

The rest of this section discusses the grid results in more de-
tail and also reports results on some additional models (specifi-
cally dark matter annihilation, tests of the recombination history,
and cosmic defects) that are not included in our grid.

6.2. Early-Universe physics

Arguably the most important result from 2013 Planck analysis
was the finding that simple single-field inflationary models, with
a tilted scalar spectrum ns ⇡ 0.96, provide a very good fit to

25 See the Planck Legacy Archive, http://www.cosmos.esa.int/
web/planck/pla, which contains considerably more detailed informa-
tion than presented in this paper.
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Table 4. Parameter 68% confidence limits for the base⇤CDM model from Planck CMB power spectra, in combination with lensing reconstruction
(“lensing”) and external data (“ext”, BAO+JLA+H0).

TT+lowP TT+lowP+lensing TT+lowP+lensing+ext TT,TE,EE+lowP TT,TE,EE+lowP+lensing TT,TE,EE+lowP+lensing+ext
Parameter 68% limits 68% limits 68% limits 68% limits 68% limits 68% limits

⌦bh2 . . . . . . . . . . . 0.02222 ± 0.00023 0.02226 ± 0.00023 0.02227 ± 0.00020 0.02225 ± 0.00016 0.02226 ± 0.00016 0.02230 ± 0.00014

⌦ch2 . . . . . . . . . . . 0.1197 ± 0.0022 0.1186 ± 0.0020 0.1184 ± 0.0012 0.1198 ± 0.0015 0.1193 ± 0.0014 0.1188 ± 0.0010

100✓MC . . . . . . . . . 1.04085 ± 0.00047 1.04103 ± 0.00046 1.04106 ± 0.00041 1.04077 ± 0.00032 1.04087 ± 0.00032 1.04093 ± 0.00030

⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.066 ± 0.016 0.067 ± 0.013 0.079 ± 0.017 0.063 ± 0.014 0.066 ± 0.012

ln(1010As) . . . . . . . . 3.089 ± 0.036 3.062 ± 0.029 3.064 ± 0.024 3.094 ± 0.034 3.059 ± 0.025 3.064 ± 0.023

ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.9677 ± 0.0060 0.9681 ± 0.0044 0.9645 ± 0.0049 0.9653 ± 0.0048 0.9667 ± 0.0040

H0 . . . . . . . . . . . . 67.31 ± 0.96 67.81 ± 0.92 67.90 ± 0.55 67.27 ± 0.66 67.51 ± 0.64 67.74 ± 0.46

⌦⇤ . . . . . . . . . . . . 0.685 ± 0.013 0.692 ± 0.012 0.6935 ± 0.0072 0.6844 ± 0.0091 0.6879 ± 0.0087 0.6911 ± 0.0062

⌦m . . . . . . . . . . . . 0.315 ± 0.013 0.308 ± 0.012 0.3065 ± 0.0072 0.3156 ± 0.0091 0.3121 ± 0.0087 0.3089 ± 0.0062

⌦mh2 . . . . . . . . . . 0.1426 ± 0.0020 0.1415 ± 0.0019 0.1413 ± 0.0011 0.1427 ± 0.0014 0.1422 ± 0.0013 0.14170 ± 0.00097

⌦mh3 . . . . . . . . . . 0.09597 ± 0.00045 0.09591 ± 0.00045 0.09593 ± 0.00045 0.09601 ± 0.00029 0.09596 ± 0.00030 0.09598 ± 0.00029

�8 . . . . . . . . . . . . 0.829 ± 0.014 0.8149 ± 0.0093 0.8154 ± 0.0090 0.831 ± 0.013 0.8150 ± 0.0087 0.8159 ± 0.0086

�8⌦
0.5
m . . . . . . . . . . 0.466 ± 0.013 0.4521 ± 0.0088 0.4514 ± 0.0066 0.4668 ± 0.0098 0.4553 ± 0.0068 0.4535 ± 0.0059

�8⌦
0.25
m . . . . . . . . . 0.621 ± 0.013 0.6069 ± 0.0076 0.6066 ± 0.0070 0.623 ± 0.011 0.6091 ± 0.0067 0.6083 ± 0.0066

zre . . . . . . . . . . . . 9.9+1.8
�1.6 8.8+1.7

�1.4 8.9+1.3
�1.2 10.0+1.7

�1.5 8.5+1.4
�1.2 8.8+1.2

�1.1

109As . . . . . . . . . . 2.198+0.076
�0.085 2.139 ± 0.063 2.143 ± 0.051 2.207 ± 0.074 2.130 ± 0.053 2.142 ± 0.049

109Ase�2⌧ . . . . . . . . 1.880 ± 0.014 1.874 ± 0.013 1.873 ± 0.011 1.882 ± 0.012 1.878 ± 0.011 1.876 ± 0.011

Age/Gyr . . . . . . . . 13.813 ± 0.038 13.799 ± 0.038 13.796 ± 0.029 13.813 ± 0.026 13.807 ± 0.026 13.799 ± 0.021

z⇤ . . . . . . . . . . . . 1090.09 ± 0.42 1089.94 ± 0.42 1089.90 ± 0.30 1090.06 ± 0.30 1090.00 ± 0.29 1089.90 ± 0.23

r⇤ . . . . . . . . . . . . 144.61 ± 0.49 144.89 ± 0.44 144.93 ± 0.30 144.57 ± 0.32 144.71 ± 0.31 144.81 ± 0.24

100✓⇤ . . . . . . . . . . 1.04105 ± 0.00046 1.04122 ± 0.00045 1.04126 ± 0.00041 1.04096 ± 0.00032 1.04106 ± 0.00031 1.04112 ± 0.00029

zdrag . . . . . . . . . . . 1059.57 ± 0.46 1059.57 ± 0.47 1059.60 ± 0.44 1059.65 ± 0.31 1059.62 ± 0.31 1059.68 ± 0.29

rdrag . . . . . . . . . . . 147.33 ± 0.49 147.60 ± 0.43 147.63 ± 0.32 147.27 ± 0.31 147.41 ± 0.30 147.50 ± 0.24

kD . . . . . . . . . . . . 0.14050 ± 0.00052 0.14024 ± 0.00047 0.14022 ± 0.00042 0.14059 ± 0.00032 0.14044 ± 0.00032 0.14038 ± 0.00029

zeq . . . . . . . . . . . . 3393 ± 49 3365 ± 44 3361 ± 27 3395 ± 33 3382 ± 32 3371 ± 23

keq . . . . . . . . . . . . 0.01035 ± 0.00015 0.01027 ± 0.00014 0.010258 ± 0.000083 0.01036 ± 0.00010 0.010322 ± 0.000096 0.010288 ± 0.000071

100✓s,eq . . . . . . . . . 0.4502 ± 0.0047 0.4529 ± 0.0044 0.4533 ± 0.0026 0.4499 ± 0.0032 0.4512 ± 0.0031 0.4523 ± 0.0023

f 143
2000 . . . . . . . . . . . 29.9 ± 2.9 30.4 ± 2.9 30.3 ± 2.8 29.5 ± 2.7 30.2 ± 2.7 30.0 ± 2.7

f 143⇥217
2000 . . . . . . . . . 32.4 ± 2.1 32.8 ± 2.1 32.7 ± 2.0 32.2 ± 1.9 32.8 ± 1.9 32.6 ± 1.9

f 217
2000 . . . . . . . . . . . 106.0 ± 2.0 106.3 ± 2.0 106.2 ± 2.0 105.8 ± 1.9 106.2 ± 1.9 106.1 ± 1.8

Notes. While we see no evidence that systematic e↵ects in polarization are biasing parameters in the base ⇤CDM model, a conservative choice
would be to use the parameter values listed in Col. 3 (i.e., for TT+lowP+lensing). Nuisance parameters are not listed here for brevity, but can be
found in the extensive tables on the Planck Legacy Archive, http://pla.esac.esa.int/pla; however, the last three parameters listed here give
a summary measure of the total foreground amplitude (in µK2) at ` = 2000 for the three high-` temperature power spectra used by the likelihood. In
all cases the helium mass fraction used is predicted by BBN from the baryon abundance (posterior mean YP ⇡ 0.2453, with theoretical uncertainties
in the BBN predictions dominating over the Planck error on ⌦bh2). The Hubble constant is given in units of km s�1 Mpc�1, while r⇤ is in Mpc and
wavenumbers are in Mpc�1.

Table 5. Constraints on 1-parameter extensions to the base ⇤CDM model for combinations of Planck power spectra, Planck lensing, and external
data (BAO+JLA+H0, denoted “ext”).

Parameter TT TT+lensing TT+lensing+ext TT,TE,EE TT,TE,EE+lensing TT,TE,EE+lensing+ext

⌦K . . . . . . . . . . . . . . �0.052+0.049
�0.055 �0.005+0.016

�0.017 �0.0001+0.0054
�0.0052 �0.040+0.038

�0.041 �0.004+0.015
�0.015 0.0008+0.0040

�0.0039
⌃m⌫ [eV] . . . . . . . . . . <0.715 <0.675 <0.234 <0.492 <0.589 <0.194
Ne↵ . . . . . . . . . . . . . . 3.13+0.64

�0.63 3.13+0.62
�0.61 3.15+0.41

�0.40 2.99+0.41
�0.39 2.94+0.38

�0.38 3.04+0.33
�0.33

YP . . . . . . . . . . . . . . . 0.252+0.041
�0.042 0.251+0.040

�0.039 0.251+0.035
�0.036 0.250+0.026

�0.027 0.247+0.026
�0.027 0.249+0.025

�0.026
dns/dln k . . . . . . . . . . �0.008+0.016

�0.016 �0.003+0.015
�0.015 �0.003+0.015

�0.014 �0.006+0.014
�0.014 �0.002+0.013

�0.013 �0.002+0.013
�0.013

r0.002 . . . . . . . . . . . . . <0.103 <0.114 <0.114 <0.0987 <0.112 <0.113
w . . . . . . . . . . . . . . . �1.54+0.62

�0.50 �1.41+0.64
�0.56 �1.006+0.085

�0.091 �1.55+0.58
�0.48 �1.42+0.62

�0.56 �1.019+0.075
�0.080

Notes. All limits and confidence regions quoted here are 95%.

A13, page 31 of 63

http://pla.esac.esa.int/pla


A&A 594, A13 (2016)

°0.18

°0.12

°0.06

0.00

≠
K

0.4

0.8

1.2

1.6

ß
m

∫
[e

V
]

2.4

3.0

3.6

4.2

N
eÆ

0.20

0.24

0.28

0.32

Y
P

°0.030

°0.015

0.000

0.015

dn
s/

d
ln

k

0.0216 0.0224 0.0232

≠bh2

0.08

0.16

0.24

0.32

r 0
.0

02

0.112 0.120 0.128

≠ch2
0.93 0.96 0.99 1.02

ns

40 50 60 70 80

H0

0.64 0.72 0.80 0.88

æ8

Planck TT+lowP Planck TT,TE,EE+lowP Planck TT,TE,EE+lowP+BAO

Fig. 20. 68% and 95% confidence regions on 1-parameter extensions of the base ⇤CDM model for Planck TT+lowP (grey), Planck
TT,TE,EE+lowP (red), and Planck TT,TE,EE+lowP+BAO (blue). Horizontal dashed lines correspond to the parameter values assumed in the
base ⇤CDM cosmology, while vertical dashed lines show the mean posterior values in the base model for Planck TT,TE,EE+lowP+BAO.

A13, page 32 of 63

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201525830&pdf_id=20


Planck Collaboration: Planck 2015 results. XIII.

the Planck data. We found no evidence for a tensor component
or running of the scalar spectral index, no strong evidence for
isocurvature perturbations or features in the primordial power
spectrum (Planck Collaboration XXII 2014), and no evidence
for non-Gaussianity (Planck Collaboration XXIV 2014), cosmic
strings or other topological defects (Planck Collaboration XXV
2014). On large angular scales, the Planck data showed some
evidence for “anomalies” seen previously in the WMAP data
(Bennett et al. 2011). These include a dip in the power spectrum
in the multipole range 20 <⇠ ` <⇠ 30 (see Fig. 1) and some ev-
idence for a departure from statistical isotropy on large angular
scales (Planck Collaboration XXIII 2014). However, the statisti-
cal significance of these anomalies is not high enough to provide
compelling evidence for new physics beyond simple single-field
inflation.

The Planck 2013 results led to renewed interest in the R2 in-
flationary model, originally introduced by Starobinsky (1980),
and related inflationary models that have flat e↵ective poten-
tials of similar form (e.g., Kallosh & Linde 2013; Ferrara et al.
2013; Buchmuller et al. 2013; Ellis et al. 2013). A characteristic
of these models is that they produce a red tilted scalar spectrum
and a low tensor-to-scalar ratio. For reference, the Starobinsky
model predicts (Starobinsky 1979; Mukhanov & Chibisov 1981)

ns ⇡ 1 �
2
N
2 (0.960, 0.967), (37a)

r ⇡
12
N2 2 (0.003, 0.005), (37b)

dns

dln k
⇡ �

2
N2 2 (�0.0008,�0.0006), (37c)

where N is the number of e-foldings between the end of in-
flation and the time that our present day Hubble scale crossed
the inflationary horizon, and numerical values are for the range
50  N  60.

Although the Planck 2013 results stimulated theoretical
work on inflationary models with low tensor-to-scalar ratios, the
cosmological landscape became more complicated following the
detection of a B-mode polarization anisotropy by the BICEP2
team (BICEP2 Collaboration 2014). If the BICEP2 signal were
primarily caused by primordial gravitational waves, then the in-
ferred tensor-to-scalar ratio would have been r0.01 ⇡ 0.226, ap-
parently in conflict with the 2013 Planck 95% upper limit of
r0.002 < 0.11, based on fits to the temperature power spectrum.
Since the Planck constraints on r are highly model dependent
(and fixed mainly by lower k) it is possible to reconcile these re-
sults by introducing additional parameters, such as large tilts or
strong running of the spectral indices.

The situation has been clarified following a joint analysis
of BICEP2/Keck observations and Planck polarization data re-
ported in BKP. This analysis shows that polarized dust emis-
sion contributes a significant part of the BICEP2 signal. Cor-
recting for polarized dust emission, BKP report a 95% upper
limit of r0.05 < 0.12 on scale-invariant tensor modes, elimi-
nating the tension between the BICEP2 and the Planck 2013
results. There is therefore no evidence for inflationary tensor
modes from B-mode polarization measurements at this time (al-
though the BKP analysis leaves open the possibility of a much
higher tensor-to-scalar ratio than the prediction of Eq. (37b) for
Starobinsky-type models).

The layout of the rest of this subsection is as follows.
In Sect. 6.2.1 we review the Planck 2015 and Planck+BKP
26 The pivot scale quoted here is roughly appropriate for the multipoles
probed by BICEP2.

constraints on ns and r. Constraints on the running of the scalar
spectral index are presented in Sect. 6.2.2. Polarization data pro-
vide a powerful way of testing for isocurvature modes, as dis-
cussed in Sect. 6.2.3. Finally, Sect. 6.2.4 summarizes our results
on spatial curvature. A discussion of specific inflationary mod-
els and tests for features in the primordial power spectrum can
be found in Planck Collaboration XX (2016).

6.2.1. Scalar spectral index and tensor fluctuations

Primordial tensor fluctuations (gravitational waves) contribute
to both the CMB temperature and polarization power spectra.
Gravitational waves entering the horizon between recombina-
tion and the present day generate a tensor contribution to the
large-scale CMB temperature anisotropy. In this data release,
the strongest constraint on tensor modes from Planck data still
comes from the CMB temperature spectrum at ` <⇠ 100. The cor-
responding comoving wavenumbers probed by the Planck tem-
perature spectrum have k <⇠ 0.008 Mpc�1, with very little sensi-
tivity to higher wavenumbers because gravitational waves decay
on sub-horizon scales. The precision of the Planck constraint is
limited by cosmic variance of the large-scale anisotropies (which
are dominated by the scalar component), and it is also model de-
pendent. In polarization, in addition to B-modes, the EE and T E
spectra also contain a signal from tensor modes coming from the
last-scattering and reionization epochs. However, in this release
the addition of Planck polarization constraints at ` � 30 do not
significantly change the results from temperature and low-` po-
larization (see Table 5).

Figure 21 shows the 2015 Planck constraint in the ns–r plane,
adding r as a 1-parameter extension to base ⇤CDM. For base
⇤CDM (r = 0), the value of ns is

ns = 0.9655 ± 0.0062, Planck TT+lowP. (38)

We highlight this number here since ns, a key parameter for infla-
tionary cosmology, shows one of the largest shifts of any param-
eter in base ⇤CDM between the Planck 2013 and Planck 2015
analyses (about 0.7�). As explained in Sect. 3.1, part of this shift
was caused by the ` ⇡ 1800 systematic in the nominal-mission
217 ⇥ 217 spectrum used in PCP13.

The red contours in Fig. 21 show the constraints from Planck
TT+lowP. These are similar to the constraints shown in Fig. 23
of PCP13, but with ns shifted to slightly higher values. The ad-
dition of BAO or the Planck lensing data to Planck TT+lowP
lowers the value of ⌦ch2, which, at fixed ✓⇤, increases the small-
scale CMB power. To maintain the fit to the Planck temperature
power spectrum for models with r = 0, these parameter shifts
are compensated by a change in the amplitude As and the tilt
ns (by about 0.4�). The increase in ns to match the observed
power on small scales leads to a decrease in the scalar power
on large scales, allowing room for a slightly larger contribution
from tensor modes. The constraints shown by the blue contours
in Fig. 21, which combine Planck lensing, BAO, and other as-
trophysical data, are therefore tighter in the ns direction and
shifted to slightly higher values, but marginally weaker in the
r-direction. The 95% limits on r0.002 are

r0.002 < 0.10, Planck TT+lowP, (39a)
r0.002 < 0.11, Planck TT+lowP+lensing+ext, (39b)

consistent with the results reported in PCP13. Here we assume
the second-order slow-roll consistency relation for the tensor
spectral index. The result in Eqs. (39a) and (39b) are mildly
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Fig. 21. Left: constraints on the tensor-to-scalar ratio r0.002 in the ⇤CDM model, using Planck TT+lowP and Planck
TT+lowP+lensing+BAO+JLA+H0 (red and blue, respectively) assuming negligible running and the inflationary consistency relation. The re-
sult is model-dependent; for example, the grey contours show how the results change if there were additional relativistic degrees of freedom with
�Ne↵ = 0.39 (disfavoured, but not excluded, by Planck). Dotted lines show loci of approximately constant e-folding number N, assuming simple
V / (�/mPl)p single-field inflation. Solid lines show the approximate ns–r relation for quadratic and linear potentials, to first order in slow roll;
red lines show the approximate allowed range assuming 50 < N < 60 and a power-law potential for the duration of inflation. The solid black
line (corresponding to a linear potential) separates concave and convex potentials. Right: equivalent constraints in the ⇤CDM model when adding
B-mode polarization results corresponding to the default configuration of the BICEP2/Keck Array+Planck (BKP) likelihood. These exclude the
quadratic potential at a higher level of significance compared to the Planck-alone constraints.

scale dependent, with equivalent limits on r0.05 being weaker by
about 5%.

PCP13 noted a mismatch between the best-fit base ⇤CDM
model and the temperature power spectrum at multipoles ` <⇠ 40,
partly driven by the dip in the multipole range 20 <⇠ ` <⇠ 30. If
this mismatch is simply a statistical fluctuation of the ⇤CDM
model (and there is no compelling evidence to think otherwise),
the strong Planck limit (compared to forecasts) is the result of
chance low levels of scalar mode confusion. On the other hand, if
the dip represents a failure of the ⇤CDM model, the 95% limits
of Eqs. (39a) and (39b) may be underestimates. These issues are
considered at greater length in Planck Collaboration XX (2016)
and will not be discussed further in this paper.

As mentioned above, the Planck temperature constraints
on r are model-dependent and extensions to ⇤CDM can give
significantly di↵erent results. For example, extra relativistic de-
grees of freedom increase the small-scale damping of the CMB
anisotropies at a fixed angular scale, which can be compensated
by increasing ns, allowing a larger tensor mode. This is illus-
trated by the grey contours in Fig. 21, which show the constraints
for a model with �Ne↵ = 0.39. Although this value of �Ne↵ is
disfavoured by the Planck data (see Sect. 6.4.1) it is not excluded
at a high significance level.

This example emphasizes the need for direct tests of ten-
sor modes based on measurements of a large-scale B-mode
pattern in CMB polarization. Planck B-mode constraints
from the 100- and 143-GHz HFI channels, presented in
Planck Collaboration XI (2016), give a 95% upper limit of
r <⇠ 0.27. However, at present the tightest B-mode con-
straints on r come from the BKP analysis of the BICEP2/Keck
field, which covers approximately 400 deg2 centred on RA = 0h,

Dec = �57.�5. These measurements probe the peak of the
B-mode power spectrum at around ` = 100, corresponding to
gravitational waves with k ⇡ 0.01 Mpc�1 that enter the horizon
during recombination (i.e., somewhat smaller than the scales that
contribute to the Planck temperature constraints on r). The re-
sults of BKP give a posterior for r that peaks at r0.05 ⇡ 0.05,
but is consistent with r0.05 = 0. Thus, at present there is no con-
vincing evidence of a primordial B-mode signal. At these low
values of r, there is no longer any tension with Planck tempera-
ture constraints.

The analysis of BKP constrains r defined relative to a fixed
fiducial B-mode spectrum, and on its own does not give a use-
ful constraint on either the scalar amplitude or ns. A combined
analysis of the Planck CMB spectra and the BKP likelihood can,
self-consistently, give constraints in the ns–r plane, as shown in
the right-hand panel of Fig. 21. The BKP likelihood pulls the
contours to slightly non-zero values of r, with best fits of around
r0.002 ⇡ 0.03, but at very low levels of statistical significance.
The BKP likelihood also rules out the upper tail of r values al-
lowed by Planck alone. The joint Planck+BKP likelihood anal-
yses give the 95% upper limits

r0.002 < 0.08, Planck TT+lowP+BKP, (40a)
r0.002 < 0.09, Planck TT+lowP+lensing+ext+BKP. (40b)

The exact values of these upper limits are weakly dependent on
the details of the foreground modelling applied in the BKP anal-
ysis (see BKP for further details). The results given here are for
the baseline 2-parameter model, varying the B-mode dust ampli-
tude and frequency scaling, using the lowest five B-mode band-
powers.
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