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The COVID-19 pandemic is putting our society under incredible health, emotional,
and economic stress. Facing its harmful effects and their uncertainty, the Executive
Board of the Italian Statistical Society (SIS) and the Local Organizing Committee, to
ensure the highest level of safety for members and delegates, deliberated to cancel the
50th Meeting of the Italian Statistical Society originally planned to be held in Pisa in
June 2020 and to postpone the conference to June 2021. The Executive Board and the
Local Organizing Committee continue to monitor closely the pandemic evolving
situation, and keep the members of SIS and the researchers informed about the
potential new dates for the next meeting. To give value to the work of those who
prepared their presentation for the conference, the Program Committee decided to
publish the volume Book of short papers - SIS 2020 despite the conference
cancellation.

The conference program included 4 plenary sessions, 16 specialized sessions, 24
solicited sessions, 32 contributed sessions and the poster exhibition. Plenary sessions
concerned with robust statistics, human longevity, statistical models for climate
changes and small area estimation for educational poverty. The meeting had to host
also 2 round tables on data privacy and innovation in statistics. Activities focused on
topics of interest for a wider audience included two round tables on Teaching Statistics
and on the SIS journal Statistical Methods & Applications, and the Stats Under the
Stars (SUS6) competition for young statisticians. The SUS6 event attracted many
sponsors from statistical, financial and editorial firms as well as numerous students.
The conference committee had registered 345 accepted submissions, including 143 to
be presented in invited plenary, specialized and solicited sessions, and 202
spontaneously submitted for oral and poster sessions.

This book includes most of the scientific contributions that had to be presented at the
50th Meeting of the Italian Statistical Society. It is organized into 49 chapters
corresponding to 15 specialized, 23 solicited sessions, and to 11 general topics for
contributed papers and posters. All 268 contributions provide a wide overview of the
state-of-the-art of the subjects, from methodological and theoretical contributions, to
applied works and case studies. The result is a very lively picture of the Italian
statistical community with its international connections.

We would like to thank all contributors for having submitted their work to the
conference, the members of the Program Committee and the extra reviewers for their
efforts in this difficult period. Although the Conference did not take place, the
organization went on until cancellation was decided for safety reasons. It would have
been impossible without the joint effort of Universita di Pisa, Scuola Superiore
Sant’Anna and National Research Council of Pisa. Members these three institutions
took part actively in the Local Organizing Committee. Finally we wish to express our
gratitude to the publisher Pearson Italia for all the support received.
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This book is our contribution to encourage the scientific community and the network of
the Italian Statistical Society to go on and transform this difficult period into an
opportunity of scientific debate for better statistics in a better world.

Alessio Pollice
Universita degli Studi di Bari Aldo Moro
Chair of the Program Committee

Nicola Salvati
Universita di Pisa
Chair of the Local Organizing Committee
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Universita di Pisa
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Probabilistic record linkage with less than three
matching variables

Record linkage probabilistico con meno di tre variabili di
confronto

Tiziana Tuoto and Marco Fortini

Abstract Probabilistic record linkage based on Fellegi-Sunter theory is a
methodology for integrating data collected in different sources when a unique
common identifier is not available. It requires at least three matching variables are
available to identify the probability model. In official statistics, it is emerging the need
to join archives even with less than three common variables, this is the case for
instance of addresses and business archives of poor quality. For this problem, we
compare available common variables by means of string comparators and propose
mixtures of continuous and categorical distributions rather than usual the latent class
models to estimate linkage probabilities.

Abstract Il record linkage probabilistico basato sulla teoria di Fellegi-Sunter e una
metodologia per integrare dati raccolti in fonti diverse quando non é disponibile un
codice identificativo comune univoco. In questo caso, sono necessarie almeno tre
variabili di confronto per identificare il modello di probabilita. Nella statistica
ufficiale, emerge la necessita di abbinare archivi anche quando sono disponibili meno
di tre variabili in comune, come ad esempio nel caso di archivi di indirizzi o di
imprese di scarsa qualita. Per questo problema, confrontiamo le variaibli disponibili
mediante comparatori di stringhe e proponiamo misture di distribuzioni continue e
categoriche piuttosto che i modelli a classi latenti solitamente utilizzati per la stima
delle probabilita di abbinamento.

Key words: Fellegi-Sunter record linkage, mixture models, string metrics

1 Introduction
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Data linkage is a common practice in National Statistical Offices and in many other
Institutions to enlarge and enrich the availability of information without incurring the
costs of new surveys and burden to respondents. Nowadays in many National
Statistical Institutes a new statistical production system has been established, mainly
based on integrated datasets, including both administrative archives and traditional
sample surveys. This new statistical production system has been by the large
availability of administrative data, often with unique identifiers for the units of
interest, and almost unlimited computing and storage capacity. Integrated datasets
provide complementary variables for the same units; they make it possible to discover
relationships between different types of units (e.g. households and enterprises,
households and schools) and to study the changes over time of the units and the
variables.

When units unique identifiers are not available or corrupted, e.g. for privacy
reasons or for lack of quality in the data sources, the data linkage is a not trivial task.
The most widespread methodology to face linkage issues is the probabilistic record
linkage. Probabilistic Record Linkage, according to the theory by Fellegi and Sunter
(1969) and the implementation proposed by Jaro (1989) requires at least three
matching variable to identify the probability model. This minimum number of
common variables is easily available when the reference units are people (e.g. names,
surnames, date and place of birth, gender). Unfortunately, this is not the case when
integration is needed between other reference units, such as addresses or businesses.
In this paper, we propose a model for probabilistic record linkage that uses less than
three matching variables. The method is applied to link data from the Palestinian
Business Census and an administrative business register. The behaviour of the
proposed model is discussed by means of a simulation study.

2 Mixture models for probabilistic record linkage

In this section we shortly recall the well-known probability model for record linkage
as proposed by Jaro (1989), that requires at least three matching variables are
available, to move to the description of our proposal, that allows probabilistic record
linkage with only two matching variables. Both models rely on mixture models.

2.1  Probabilistic record linkage

The goal of record linkage is to recognize records referred to the same unit even when
this is differently represented in different sources. To fix the idea, let us consider two
data sources, file A and file B, of size Ns and N, respectively. The whole
comparisons between records (a,b) from A and B generate a comparison pairs space
Q of size No =NaxNg. The goal of linkage procedure is to identify in Q two disjoint
sets M and Usuchthat Q = MU U and M N U = @, where M is the set of Matches,
i.e. w =(a,b) represents the same unit, a=b; while U is the set of Non-matches, i.e.



Probabilistic record linkage with less than three matching variables
w = (a,b) refer to two different units. a#b. The pairs assignment to the sets M and U
is determined on the basis of K common matching variables, and the comparison
vector ¥ = {¥1,¥2, -, VYk} reporting the agreement/disagreement between the
matching variables. When the comparison on the matching variables admits
dichotomous outcome, the vector y assumes 2X possible patterns. Jaro (1989) firstly
approaches the record linkage problem by means of mixture models with latent
variables. The not observed variable representing the real matching status is the latent
one, to be predicted by observing the results of the comparisons vector y =
{¥1, Y2, -, Yk} on the K observed matching variables.

Probabilistic record linkage models the 2% observed frequencies of pairs of the
comparison vector ¥ as a mixture coming from two different distributions, p, = p
my, + (1 — p) - u,, the distribution of the comparisons y given that the pairs belong

to the population of Matches, i.e. m, = P(y | M), and the distribution of comparisons

Y given that the pairs belong to the population of Non-Matches, u,, = P(y | U). The
probability of the set Matches over the comparison space Q,p = P(M), is the weight
of the mixture.

We aim to estimate of the probability of a pair to be a match among those showing

the pattern y: 7, = P(w € M |y), Vy. To solve this problem, Jaro (1989) suggests
applying the EM algorithm: with at least three variables and under the conditional
independence assumption, we obtain estimated distributions 71() and #2() . Hence,

applying the Bayes rule we can evaluate the probability of a pair to be a match given
its pattern y:
T, = (p-my)/(p-m,+ (1 —-p) u,).
The most likely pairs to be Matches are those with values of y close to 1.
To be identifiable, the model needs at least three matching variables, in this way
we have 23 = 8 observed frequencies and need to estimate 7 parameters p, m;, m,,
ms, Uy, Uy, Us

2.2 Mixture of Beta and Bernoulli distribution for record linkage

In some real cases, some of them described in the following paragraph, the matching
variables are less than three, preventing the application of the previous models.
However, it is quite common the matching variables are strings of characters and are
compared via string comparators that result in [0, 1] intervals rather than dichotomous
outcomes. The most common and widespread string comparators for names are
Levenstein, Jaro, Jaro-Winkler, qgram, Jaccard. In principle, to obtain comparison
outcome in the range [0,1] we don’t need to constrain ourselves to string variables,
but the same reasoning can be applied to numeric variables, adopting the most
convenient comparison function.

When only two matching variables are available, we propose the following model
for record linkage: for each pair w € O we consider a first variable with outcome
00 €[0,1] and the other variable with dichotomous outcome y,€ {0,1}.
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The joint probability of observing 8, and ¢, can be still modeled as a mixture of
Matches and Non-matches distributions:

P(8,,¢,) = P(w € M)P(8,, pulw € M) + (1= P(w € M))P(8,, p,|w € U).

Under the usual conditional independence assumption, we can factorize the joint
observed probability:

P(‘Swv(l’w) = P(w € M)P((Swlw € M)P((Pwlw € M)
+(1—P(w € M)P(8,|w € U)P(¢,|w € M).
where P(w € M) =p;  P(8,IM) = ms(w);  P(@u|M) = my,(w);

P(uIU) = us(@)  P(9lU) = 1y ().
Let us assume the following probability distributions:

e mg(w) = Beta(,; ay, Bu), ay, By > 0,

e us(w) = Beta(d,; ay, fy), ay,Bu >0,

. m(p(a)) = Bernoulli( w;m(p), mg, € [0,1];

. u(p(a)) = Bernoulli((pw;u(p), u, € [0,1].

This allow us to write the compete likelihood, which includes also the latent
variable, which can be factorized for the parameters p, m,, u,, ay, By, ay, By and
solved via an EM algorithm. Dealing with Beta distributions, the EM algorithm
requires the solution of a system of partial derivatives involving non linear equations,
its description and the related algebra can be provided in Appendix.

3 An application to real data and a simulation

The method proposed above might be applied when less than three matching variables
are available, as it is the case, e.g. in the linkage of some residual addresses in the
Italian Statistical Addresses Register. In this section, we propose a real-case
application to the first version of the Palestinian Statistical Business Register, built
through the linkage of several statistical and administrative registers. Moreover, to
understand the behaviour of the proposed modelling, we show the results of a
simulation with fictitious data where the linkage status is known.

Among others, the Palestinian Statistical Business Register links the 2017
Palestinian Business Census, managed by the Palestinian Central Bureau of Statistics
PCBS and the Municipality Business Archive, managed by each Municipality for
administrative reasons, as e.g. the delivery of services such as water, electricity, etc.
For the municipality of Salfit, the census counts 662 establishments and the Salfit
municipality archive reports 394 establishments. The data sets have some common
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variables, i.e. owner name, kind of activity, address; unfortunately the kind of activity
is not coded in the same way, preventing the comparison of the reported information,
and the address are often missing or registered in an incomparable way, referring to
rural areas. This implies the only available matching variable is the owner name. This
info from the Salfit municipality archive can be compared to both the owner name
and the commercial name in Census. In this exercise, we model the linkage process
as follows: the Jaccard distance between owner names in both sources is modelled as
a mixture of two Beta for M and U, the Jaro-Winker distance between owner name
and commercial name is dichotomised and modelled as a Bernoulli. The proposed
model identifies 198 matches, with m, > 0.5, whilst the deterministic linkage
performed at PCBS mainly via manual inspection identifies 171 matches. Manual
check to evaluate the goodness of the additional matches is not trivial, due to the
Arabic language of the reported information.

To facilitate the performance evaluation of the proposed method a simulation is
performed, using public synthetic data for which the true match status is known, i.e
the dataset created for the ESSnet Data Integration project (Essnet DI, 2011). The
database consists of over 26000 records, with matching variables such as names, dates
of birth and addresses. The matching variables contain simulated missing values and
typos, mimicking those encountered in reality. From this database, 100 samples of
size 1000 are independently selected, each by simple random sampling without
replacement. From each sample of 1000 units, two files A and B are independently
created by Bernoulli sampling with probability of selection pa = 0.93 and pg = 0.92,
respectively, i.e. the two files to be linked are of sizes Na = 930 and Ng = 920 on
average over the 100 replications, and the number of true matches between them is
858 on average.

Three linkage models are compared: the first (modI) models the Jaccard distance
on Surname with Beta distribution and Bernoulli distribution for the matching variable
Year of Birth. In the second model (mod2) we create a new variable pasting
“Surname” and “Name” and model the Jaccard distance on the SurnameName variable
with Beta distribution and again Bernoulli distribution for the matching variable Year
of Birth. This second model aims at introducing more information into the linkage, so
to apply a standard procedure in the third model (mod3) where we consider the
traditional Fellegi-Sunter model based on the three variables, Name, Surname and
Year of Birth. It’s worthwhile noting that we introduce a constraint on the Beta
distribution for mod2, i.e. we fix the parameters of the Beta distribution for the M set
to be ay = fy = 0.5,in order to evaluate the modelling adequacy of the Beta
distribution for linkage purpose, comparing results from mod! and mod2. Some
results from the simulation are shown in table 1, where match rate and false match
rate are reported, averaging over the 100 simulation. The simulation results allow for
deeper analysis, presented in Appendix.

Table 1: Results from the simulation

Linkage Model Match rate False Match rate
Modl 0.77 0.28
Mod2 0.82 0.05
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Mod3 0.88 0.02

4 Concluding remarks

The proposed method seems a valid alternative to judgmental deterministic record
linkage in situations with little information, when less than three matching variables
are available.

The methodology can be extended in several ways, based on the specific features
of the real data. A possible extension is presented in the simulation, where we compare
the results of modelling Beta distributions where all the parameters vary in the
parameter space, with Beta distributions whit the parameters constrained to fixed
values. Other possible extensions include modelling a mixture of two Beta
distributions, as well as extending the mixture of Beta and Bernoulli distributions to
the comparison of three (or more) matching variables. To this extent, the simulation
provides some insights yet. In the proposed setting, the standard Fellegi-Sunter
approach seems exploiting the identification power of the matching variables in a way
that over-performing the Beta-Bernoulli mixture, in terms of both match rate and false
match rate. Obviously, to some extent, this is due to the use of three variables instead
of two. Actually, whether the proposed modelling might substitute the standard
approach based on multinomial distribution is still an open question and need further
analysis. The intent of this contribution is not to provide an alternative of the Jaro
implementation of the Fellegi Sunter model, but rather to provide a probabilistic
solution in cases where the standard model is not applicable at all.
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A model for measuring the accuracy in spatial
price statistics using scanner data

Un modello per la misurazione dell’accuratezza
nell’indice spaziale dei prezzi tramite I’uso degli scanner
data

Benedetti Ilaria and Crescenzi Federico

Abstract Scanner data coming from the retail trade outlets of modern distribution
has the potential to significantly change how to compile spatial price indexes. Over
the last years, the availability of new sources of data have stimulated various re-
search studies for adopting more developed statistical techniques for constructing
price indexes and assessing their accuracy. In order to evaluate the accuracy asso-
ciated to point estimates of sub-national PPPs, the Jackknife replication technique
is suggested and an empirical application is provided by ISTAT 2018 Scanner Data
for the Tuscany region for the basic heading “mineral water”, “coffee” and “dried
pasta”.

Abstract L’'uso degli scanner data provenienti dai punti vendita al dettaglio della
grande distribuzione organizzata rappresentano una sfida cruciale per la compi-
lazione di indici di prezzo spaziali. La disponibilita di questi nuovi dati ha sti-
molato i ricercatori nell’introduzione di tecniche statistiche al fine di valutare
laccuratezza degli indici dei prezzi. Con [’obiettivo di quantificare I’accuratezza
associata alle stime puntuali delle stime sub-nazionali delle PPP, il metodo di repli-
cazione Jackknife é stato suggerito e un applicazione empirica ¢é stata realizzata da
ISTAT tramite 'uso dei dati scanner del 2018. Questo studio e limitato alla regione
Toscana per gli aggregati di consumo: acqua minerale, caffé e pasta secca.

Key words: Scanner data, uncertainty, purchasing power parities, jackknife repli-
cation method
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1 Introduction

Spatial price indexes (SPIs), that measure the differences in price levels across ge-
ographical areas, are essential for comparing real income, standards of living and
consumer expenditure patterns. Therefore, it is extremely important to provide ac-
curate point estimates of price differences across space with information about the
presence and magnitude of uncertainty. Yet, despite the importance attached to these
indicators, no standard errors or reliability measures are computed and published
both at an international and national level. Little research has been done for mea-
suring and communicating errors inherent in official spatial price indices (Manski,
2015). Nevertheless, during the last years there has been a growing interest for a
more explicit evaluation of the accuracy of official economics statistics (Spiegelhal-
ter et al., 2011) including the problems related to the uncertainty of the Purchasing
Power Parities PPPs (Deaton, 2012; Deaton and Aten, 2017; Rao and Hajargasht,
2016). Uncertainty in the PPPs comes, not only from the choice of index number
formula, but also from the dispersion of relative prices. A first attempt to solve the
accuracy issue in PPPs is provided whithin the stochastic approach (Hajargasht and
Rao, 2010) based on the country-product dummy method which can be viewed as a
signal extraction problem. This approach derive the index numbers using different
formulae used in the computation of PPPs which in turn could be used in the com-
putation of standard errors (Rao and Hajargasht, 2016). Scanner Data (SD) has the
potential to improve the accuracy of temporal and spatial price indices thus increas-
ing NSOs’ credibility and reputation. The aim of this paper is to contribute to the
advancement of spatial price index literature by exploring the issue of evaluating
the uncertainty associate to point estimates of sub-national PPPs using SD and the
Jackknife replication technique (JRR). The paper is structured as follows. Features
of SD in term of accuracy in the computation of spatial price index are presented in
Section 2. The replication methodology used for estimating variance in sub-national
PPPs is described in Section 3 while in Section 4 some of the results obtained are
presented and discussed for a set of product aggregates (called in the international
terminology Basic Headings-BHs).

2 The use of SD to improve the accuracy of spatial price indexes

In order to classify the several possible errors which can arise when estimating
price indexes, we followed the mean-square error model suggested by Biggeri and
Giommi (1987) in which the total error is defined as:

MSE = E[P —E(P)]* + [E(P) — P"]* + [P — P> + 2[E() — P"][P" — P*] (1)

Where P is the estimated survey index, E(P) is the expected value of the index, P’
is the defined goal of the index, P* is the ideal goal of the index. In this model, E[P —
E(P)]? represents total variance including both sampling and measurement variance.
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These errors are due to samples of representative products and point of sales, [E(P) —
P"]? includes measurement errors resulting from surveys for collecting prices and
defining weights, [P” — P*] indicates errors arising when the computational formula
or the definition of the index are not adequate with the respect to the ideal goal of
the index.

The availability of SD, which contain transactions of all goods that have been
sold, the prices actually paid by consumers, and the quantities sold for each item
code or GTIN! may significantly improve the accuracy of SPIs (Laureti and Poli-
doro, 2018). In this contex, SD has proved to be extremely useful for constructing
official price index for temporal comparisons given its extensive coverange of trans-
action, information on weights, price and characteristics of items.

Unfortunately, a few of theoretical research has been conducted on SPIs in par-
ticular no standard errors or reliability measures are computed and published for
PPPs. To this aim, the mean square error model, generally applied to temporal price
index, should be extended to SPIs in order to evaluate their accuracy.

By using SD it is possible to calculate indices based on a variety of “superlative”
index number formulae, including the Fisher ideal index, thus reducing the amount
of [P” — P*]. In this framework, several studies evaluated the effect of using different
price index formulae based on SD (Imai, Diewert e Shimizu, 2015; Laureti and
Polidoro, 2018).

Measurement errors [E(P) — P”]? are also reduced when using SD for replac-
ing on-field collected prices thanks to the increased number of products priced, the
improved territorial and population coverage (prices may be collected in each city
across the province and not only in the provincial capital). In contrast, the traditional
basket is a relatively small sample of the complete universe of goods and quantities
sold are not available. Moreover, the use of unit value as “price”, calculated as the
total expenditure for that item code divided by the total quantities sold, represents a
more accurate measure of transaction price than an isolated price quotation (Diew-
ert 1995) moreover, it is a representative price paid by consumers over the reference
period, thus reducing conceptual uncertainty.

The accuracy of a price index depends also on the selection of representative
items: with SD it is possible to obtain probabilistic sample for products sold in mod-
ern retail chains. Empirical approaches for measuring variance for temporal price
index are based on the use of replication technique repeated sampling techniques
from a model population (Heravi and Morgan, 2014).

The jackknife method of variance estimation could provide a way to get index
variability information by resampling from a single sample. This is the aim of our
paper, the innovative contribution of our paper is to estimate the accuracy of PPP
obtained by using ISTAT SD.

Since January 2018 Italy has been using SD for compilying official CP1. How-
ever, standard error are not computed even if a measure of transitory uncertainty is
published in new releases. Imost a third of EU countries are using SD for compiling

! Global Trade Item Number is the current name of the barcode and it identifies a unique product
over time and space.
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CPIs even if using different methos. However, little is done to used SD for spatial
price comparison.

3 Jackknife replications for computing PPP uncertainty

Originally introduced as a technique of bias reduction, the Jackknife method has by
now been widely tested and used for variance estimation (Durbin, 1959). Efron and
Stein (1981) and Efron (1982) provide a discussion of the Jackknife methodology.
Verma (1993) and Verma and Betti (2011) provide a general description of JRR
and other practical variance estimation methods in large-scale surveys. Like other
resampling procedures, the JRR method estimates the sampling error from compar-
isons among sample replications which are generated through repeated resampling
of the same parent sample. Each replication needs to be a representative sample in
itself and to reflect the full complexity of the parent sample. The JRR variance es-
timates take into account the effect on variance of aspects of the estimation process
which are allowed to vary from one replication to another. In principle, these can
include complex effects such as those of imputation and weighting. The basic JRR
model which shall be adopted in this work can be summarized as follows. Consider
a design in which two or more primary units have been selected independently from
each stratum in the population. As in the case of the linearization approach, sub-
sampling of any complexity may be involved within each PSU, this does not affect
the variance computation formulae. In the standard ‘delete one-PSU at a time Jack-
knife’ version, each JRR replication is formed by eliminating one sample PSU from
a particular stratum at a time and increasing the weight of the remaining sample
PSU’s in that stratum appropriately so as to obtain an alternative but equally valid
estimate to that obtained from the full sample. This procedure involves creating as
many replications as the number of primary units in the sample.

Let j be a subscript to indicate a sample PSU and let k£ indicate its stratum;
moreover, let a; > 2 be the number of PSU in stratum k, assumed to be selected
independently. Let A be a full sample estimate of any complexity, and l(kj) the
estimate obtained after eliminating primary unit j in stratum k and increasing the
weight of the remaining a; — 1 units in that stratum Also, let 7L<k) be the simple
average of the A jy over the a; values of j in k. The variance of A is then estimated
as follows:

var(A) =Y |(1- fi)

% a

Y Aj) —Aw)? )

ay — 1
ke
Where (1 — f}) is the finite population correction which in typical social surveys

is approximately equal to 1.

Under quite general conditions for the application of the procedure, the same and
relatively simple variance estimation formula (??) holds for A of any complexity.

This in fact is the major attraction of the JRR method for practical application.
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In this framework we use the rationale behind JRR to estimate the uncertainty due
to the selection of the retail trade outlets as well as the sampling error component in

(1.

4 Data and results

The analysis has been carried out by ISTAT using 2018 SD for all outlets of the
Tuscany region. Annual provincial average prices which are obtained by aggregat-
ing the weekly price of each GTIN code by considering outlet-type (hypermarket
or supermarket of a specific chain) and modern distribution chains for the Tuscany
region. The dataset consists in 85,345 annual price quotes from the ten Tuscany
provincial capitals concerning the eight most important modern distribution chains.
In order to illlustrate the potential of the suggested methodology, in this analysis the
BHs for Mineral water, Coffee and Pasta are used. The Eurostat-OECD methodol-
ogy for computing international PPPs has been used, in which it does not consider
real weights for items at BH level. Laspeyres and Paasche indexes has been com-
puted by using expenditure share for each product sold in both provinces in the
comparison.

bl _ Lieny Pikdij P

" Yieny pidii’ !
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, P =./PLxPh 3)
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Then Fisher index are computed. In order to garantee the transitivity property we
apply the Elteto-Koves-Szulc (EKS) method:

GEKS—FISHER _ T [pF < pF11/M
Pie ™ =[P < Pi] (4)
I=i
With the aim to obtaining variance estimation of the calculated PPP, the jackknife
replications are performed by setting the outlet as PSU and strata to provinces. Re-
sults in Table 1 show little variation among provinces.

Table 1 Estimated PPPs for Provinces of Tuscany(FI=1.00). JRR estimates of coefficient of vari-
ation in parenthesis.

Provinces

BHs AR GR LI LU MS PI PO PT SI

Mineral water 0.9884 0.9990 1.0140 1.0124 1.0234 0.9997 0.9950 1.0005 1.0016
(0.36%) (0.65%) (0.71%) (0.80%) (0.51%) (0.37%) (0.41%) (0.52%) (0.72%)
Coffee 0.9984 1.0313 1.0367 1.0117 1.0380 1.0006 0.9996 0.9985 1.0073
(0.67%) (0.73%) (0.58%) (0.54%) (1.19%) (0.57%) (0.72%) (0.48%) (1.67%)
Dried pasta  1.0027 0.9926 1.0092 1.0060 1.0299 1.0013 1.0018 1.0008 1.0152
(0.57%) (0.61%) (0.35%) (0.38%) (0.78%) (0.31%) (0.54%) (0.32%) (0.83%)
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Interestingly, the province of Siena (SI) is the one showing highest variation

for two out of three BHs, namely coffee and pasta. Regarding mineral water, the
province of Lucca (LU) shows the highest variation followed again by the province
of Siena. On the contrary, for each BH the lowest variations are to be found in the
provinces of Arezzo (AR), Pistoia (PT) and Pisa (PI).
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Communication of Uncertainty of Official
Statistics

La comunicazione dell’incertezza delle statistiche ufficiali

Edwin de Jonge and Gian Luigi Mazzi

Abstract Communication of uncertainty of official statistics is of fundamental im-
portance, but is not a common practice. We advocate that uncertainty measures in
official statistics should be calculated and communicated and discuss issues in the
communication of uncertainty. Best practices in verbal, numerical and visual com-
munication of uncertainty measures in statistics are presented and discussed.
Abstract La comunicazione dell’incertezza delle statistiche ufficiali ha una impor-
tanza fondamentale ma non ¢ pratica comune. Noi riconosciamo che le misure di
incertezza nella statistica ufficiale dorebbero essere calcolate e comunicate e discu-
tiamo i problemi di comunicazione dell’incertezza. Inoltre presentiamo e discutiamo
le "best practices” nella comunicazione verbale, numerica e visuale delle misure di
incertezza in statistica

Key words: Uncertainty measures, Visualisation, Official Statistics

1 Introduction

Statistics has the aim of producing accurate, precise and reliable measures for a
given social, economic and environmental phenomenon. All statistical data should
ideally be accompanied by indications of its accuracy, precision and reliability. Usu-
ally official statistics are presented and communicated as a singe value without any
indication of accuracy, precision and reliability. Official statistics are inherently un-
certain since they always include a measurement error which is given by the dif-
ference between the true and often latent and unobservable value of the target phe-
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nomenon and its estimate produced by statisticians. The European level the Code of
Practice Principle 12 explicitly mentions that “Sampling errors and non-sampling
errors are measured and systematically documented according to the European stan-
dards”. Despite this, errors have received little attention and little was done to com-
municate uncertainty.

This has been noted by [2], [6], [3] and [9], who emphasise as headline statistical
estimates, are often presented as point estimates, arguably conveying a misleading
degree of reliability, without explicitly expressing underlying and inherent uncer-
tainties. It is important to try to provide an answer to a legitimate question: why
are official statisticians ignoring the inherent uncertainty associated to the statis-
tics they are producing? Providing an exhaustive answer is out of scope of this pa-
per but we give two main reasons explaining this conservative approach. The first
one reflects that official statisticians are worried that, explicitly acknowledging the
presence of uncertainty in their statistics, could lower the reputation and credibil-
ity of their institution. The second is the assumption of statisticians that their users
do not understand uncertainty and to properly deal with uncertainty without being
confused. When dealing with uncertainty in official statistics there are three main
aspects which need to be carefully considered and analysed. The first one is repre-
sented by the identification of the causes of uncertainty. Manski distinguishes three
main source of uncertainty: temporary, permanent and conceptual. The second as-
pect is the measurement of uncertainty, which can be a challenging endeavour espe-
cially when trying to measure independently various types of uncertainty. The third
challenging aspect is the communication of uncertainty and to this specific topic the
rest of this paper is devoted.

2 Various types of communication

The communication of uncertainty in economic and social statistics is of fundamen-
tal importance. Not communicating uncertainty of statistics leads to wrong conclu-
sions about their certitude, which leads to subsequent political, financial, social or
economic decisions which are not correctly factoring in those uncertainties. Even
more so, it would raise questions why was a certain statistic revised after some time
if it was communicated with certitude in the first instance? and therefore causes
distrust in future publications. Communicating uncertainty in an unclear manner
however, can also create negative perceptions in users. Consequently uncertainty
measures need to be communicated in a clear, transparent, easily understandable,
unambiguous and meaningful manner. Communication tools should guide users to
have a correct and positive perception of the uncertainty phenomenon helping them
to integrate it in their own analysis or decision process. The way of communicating
uncertainty also depends on what kind of uncertainty one is concerned about: di-
rect and indirect, as [9] argues. Direct uncertainty refers to the uncertainty about a
fact, number or scientific hypothesis that can be communicated either in quantitative
terms , for instance a probability distribution or confidence interval, likelihood ratios
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or verbal indication of its probability. On the other hand, indirect uncertainty refers
to the quality of the underlying knowledge that forms a basis for the measured num-
ber. This will generally be communicated as a list of caveats about the underlying
sources of evidence in a qualitative scale. In this paper we are focusing on com-
municating direct uncertainty. Literature considers three types of communication:
verbal, numerical and visual communication which are not necessarily substitutes
but often complementary each other. Following [9] we can say that the appropriate
format also depends on the medium of communication.

2.1 Verbal communication

Verbal communication aims at providing users with short, standardised messages
giving information on the uncertainty level associated to a specific statistical es-
timates. Verbal communication is widely used for forecasting, because the verbal
terms describe probabilities. In policy when a forecasting estimate is used, it is im-
portant to describe the certainty of the estimate with a verbal indication. A well
known example of forecasts are the climate analyses and global temperature fore-
casts of the The Intergovernmental Panel on Climate Change (IPCC). The following
terms are used in the communication of the IPCC [8] (table 1):

Virtually certain >99%
Very likely 90% — 99%
Likely 66% — 90%
About as likely as not [33% — 66%
Unlikely 10% - 33%
Very unlikely 1% - 10%
Exceptionally unlikely <1%

Table 1 IPCC verbal uncertainty assessments

The main difficulties limiting the use of verbal communication in official statis-
tics is the constitute by the identification of a clear glossary, consistent across lan-
guages, as well as of a standardised set of messages.

2.2 Numerical communication

The most common communication method for uncertainty in official statistics is
numerical communication. Often they are sampling error indications, but can also
include other sources of uncertainty. Some statistical output is pseudo-accurate: the
numerical precision of the number is higher then its statistical precision, e.g. the
number of farm chicken in 2019 the Netherlands according to Statistics Netherlands
was 100 992 944, which seems overly precise. Rounding a statistical estimate to
match its statistical precision is therefore a good practice.
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Sampling errors are often expressed in standard errors (SE), which is the standard
deviation o of the sampling distribution. When this approximates the normal distri-
bution the true value x of statistical estimate £ lies within [£—1.96-SE, £+ 1.96- SE|
with 95% confidence. The 95% confidence interval is very common in many sci-
ences and official statistics. Other common, but currently less used, uncertainty
measures include a Bayesian credible interval and a prediction interval. A credi-
ble interval is a summary statistic of a Bayesian data analysis in which the posterior
probability distribution of a statistic is estimated. A prediction interval expresses the
uncertainty of a prediction, which is conceptually different because there is no true
value (yet).

When numerical uncertainty measures are communicated by statistical institutes
they are most often not presented together with the statistic but described in a foot-
note or methodological appendix.

While a confidence interval expressed in percentages gives an indication of the
size of the uncertainty interval and therefore its error, it does not communicate the
probable range in which the true value lies. A good practice for numerical commu-
nication of uncertainty is therefore to present the user an interval with lower and
upper bound in the same scale as the statistic it self, e.g., 2.3 ([2.2,2.4]) in stead
of 2.3+ 5%, which also allows for asymmetric interval resulting from an advanced
statistical method. Which interval measure is used is for most users less important,
for them interval indicates the certainty that the producer of the statistics has found
for this statistic.

2.3 Visual communication

Visualisation tools have proven to be a powerful tool for displaying and commu-
nicating statistics [14, 10, 12, 11, 13]. The visual perception channel of users of
statistics allows for detection of data patterns and abnormalities, such as outliers
or missing data with ease [15]. Often visualisation of statistics provides a dense
data summary, summarising and compacting many data into one single picture.
A properly constructed visualisation
shows the main message of the data,
trends or other data patterns, but
also reveals subtle details. Visualisation
techniques are a promising method, al-
lowing to show at the same time statis-
tical data together with the associated
uncertainty. this can be achieved by in-
corporating the uncertainty measures
into the visualisation tools. In practice Tz 4s e T os s w2

there are two main ways to measure and  Fig. 1 Bar chart with error bars

consequently communicating uncertainty: the use of an interval measure (e.g. con-
fidence interval) and probability distribution (e.g. density distribution of errors).
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Figure 1 shows the most used method in scientific papers of plotting statistical
uncertainty: error bar charts.

Each point estimate is visualised with a bar, and the confidence interval is plotted
as an interval on top each bar. This is a direct encoding the interval and has the
benefits that the visual focus is on the point estimate and that the confidence interval
is a detail. It follows the same good practice as for numeric communication, that it
shows that range of probable values. The error bar makes it also possible to compare
the sizes of the intervals for the different estimates. A disadvantage is that the error
bar is visually asymmetric, the lower bound is less visible than the upper bound.

When data are expressed as time series, such as for many macroeconomic indi-
cators, The line chart is the most appropriate and used visualisation tool.

Figure 2 shows the different options to visually add uncertainty to a line chart
from the user study in [16].

Options a, b, ¢ and g are confi-
dence interval options. All these op- DN
tions “work” for users, but [9] showed
that c) and g) are slightly better in read-
ing off the overall trend of a time series.
The paper indicates that the error band
is most natural to users and can be used “ M
as a good practice for showing time
series. When dealing with probability
distributions, several methods can use (c) band (d) gradient
such as diamonds (often used in medi-
cal statistics), box and violin plots, giv- AN e
ing a more accurate idea of the under- W
lying distribution but not of the uncer-
tainty since the point estimate is miss-
ing. We can also use a density plot,
which shows the probability of a value
or a gradient approach (especially ap-
propriate for time series data) where
probability is encoded in transparency,
the more likely, the less transparent and (g) error bars
more. In the recent year one of the most Fig. 2_. Uncertainty. visualisation options for line

. . charts from [16]
popularised approach is the fan plot
which is designed to show the bounds of several different confidence intervals (of-
ten coloured to emphasise the changing probability density going further from the
point) and are used by the Bank of England when communicating past and forecasts
of future GDP estimates.

(a) solid border (b) dashed border

(e) thinning lines (f) random lines
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3 Conclusions

Uncertainty of official statistics should be communicated in a clear, transparent and
understandable manner. Using the best practices for verbal, numerical and visual
communication as presented in this paper, should lead to increased and improved
publication of uncertainty in official statistics. Contrary to common belief, percep-
tion research indicates that common users of statistics have an understanding that
measured official statistics have uncertainty and are able to handle communicated
uncertainty measures. Not only that uncertainty of statistics is communicated is im-
portant, but also how they are communicated.
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Measuring uncertainty for infra-annual macroeconomic
statistics

La misura dell’incertezza nelle statistiche macroeconomiche infra-annuali

George Kapetanios *, Massimiliano Marcellino ¥, Gian Luigi Mazzi *

Abstract The Comunikos project launched by Eurostat aims at investigating new methods and tools for mea-
suring and communicating uncertainty in official statistics. This paper, which originates from the Comunikos
outcome, describes an approach for measuring and displaying uncertainty in macroeconomic infra-annual
statistics together with an application

Abstract Comunikos e’ un progetto lanciato da Eurostat che si propone di investigare nuovi metodi e stru-
menti per misurare e comunicare l'incertezza nelle statistiche ufficiali. Questo paper, originato dai risul-
tati del progetto Comunikos, presenta una metodologia per misurare ’incertezza associata alle statistiche
macroeconomiche infra-annuali assieme ad una applicazione

Key words: official statistics, uncertainty, signal extraction

1 Introduction

Statistical offices and other public agencies producing statistics usually communicate a variety of official
economic and social indicators in general as single values (normally corresponding to the central point es-
timate), without explicitly mentioning the associated inherent and unavoidable uncertainty. While the tech-
nical documentation associated with official data often acknowledges the possible presence of errors, little
is done to communicate widely such features. While it is difficult to derive a valid scientific or professional
explanation for this circumstance, Manski (2019) argues that one possible reason for this status quo lies in
the partly political nature of official statistics. He argues that policy makers or other public agencies may
be incentivised to express strong certitude in their communication rather than providing further information
about the underlying and inherent uncertainty. However, conveying strong certitude about data or economic
analysis can be harmful for the development of public policies in multiple ways. If policy makers incor-
rectly believe that existing statistical analyses provide an errorless description of the current state of the
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 Senior Consultant, glmazzi @pt.lu

22



George Kapetanios, Massimiliano Marcellino, Gian Luigi Mazzi

economy, they will not take into proper account the underlying uncertainty when taking their decisions.
Moreover, communicating official statistics with strong certitude leads to further difficulties because of the
way that third parties, especially media, distribute this information to a wider audience, namely by largely
taking them at face value, which may lead to further miscommunication. On the other hand official statisti-
cians are worried by the possibility that showing that statistics are affected by uncertainty could lower their
credibility. Furthermore, they consider that uncertainty, especially when it is relatively high, could confuse
or even mislead policy makers and analysts. This explains, even if it does not justify completely, the tra-
ditional conservative position taken by official statistical agencies. Nowadays things are starting to move,
even if slowly, and the attention to all aspects related to the uncertainty in official statistics is progressively
growing up within statistical institutions. In such a promising context, also Eurostat has decided in 2019 to
play an active role contributing to the measurement and communication of uncertainty in official statistics
by launching a new research project within its methodological framework contract. This Eurostat project
labeled COMmunicating UNcertainty In Key Official Statistics” (Comunikos) aims at:

e review and categorise the various sources of uncertainty in official statistics and identify their impact on
the disseminated data;

e review the methods and metrics used in official statistics as well as in other disciplines to measure uncer-
tainties;

e propose new methods and metrics to present uncertainties based on the review of existing sources and
methods;

e develop case studies and empirical applications related to both time series and cross-sectional and survey
based statistics;

e provide enhanced recommendations and guidance on measuring and communicating uncertainty in offi-
cial statistics;

The rest of this paper (which is based on the outcome of the Comunikos project) is devoted to the presentation
of the method identified to measure uncertainty in time-series based statistics and of a short description of
an empirical application.

2 The Methodology

The methodology is based on state space modelling. Such models provide a natural avenue since they permit
the presence of unobserved variables that can proxy for the true process that statistical agencies and other
policy making bodies are trying to measure. Such models have an added benefit of allowing for the con-
sideration of particular economic structures that can inform the quantification of conceptual uncertainties.
The proposed model is a state space representation of the signal extraction problem following the work of
Cunningham et al (2012). Using business surveys and other indirect measures, the model allows for an ar-
ray of measures of each macroeconomic variable of interest. Then, for each variable of interest, the model
comprises alternative indicators, a transition law and separate measurement equations describing the latest
official estimates. The model is presented in a vector notation, assuming m variables of interest. However,
we simplify estimation by assuming block-diagonal structure throughout the model so that the model can be
estimated on a variable-by-variable basis for each of the m elements in turn. Let the m dimensional vector of
variables of interest that are subject to data uncertainty at time # be denoted by y;, t = 1,...,T. The vector
y; contains the unobserved true value of the economic concept of interest. The model for the true data y; is
given by
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q
Ve =H+Y Aiyiit&, (1)
i=1
Aj,...,A, are m x m matrices, A(L) =1I,, —A;L—...—A,L? is a lag polynomial whose roots are outside
the unit circle, p is a vector of constants, & = (€y;,...,&y) and E(ge]) = X¢, where we denote the main
diagonal of Z¢ by 62 = (crgz1 ,---,02 ). We further assume that Ay,...,A, are diagonal. Let y; ™" denote a
noisy estimate of y; published by the statistical agency at time ¢ 4+ n, where n = 1,...T —¢. The model for
these published data is

v =y v @)

where ¢” is the bias in published data of maturity n and v/*" the measurement error associated with the
published estimate of y, made at maturity n. One of the main building blocks of the model is the assumption
that revisions improve estimates so that official published data become more accurate as they become more
mature. Reflecting this assumption, both the bias in the published estimates and the variance of measurement
errors are allowed to vary with the maturity of the estimate - as denoted by the n superscript. The constant
term ¢” is included in equation (2) to permit consideration of biases in the statistical agency’s data set.
Specifically, ¢* can be modelled as

Cn:Cl(l—l-A,)”71, (3)

where ¢! is the bias in published data of maturity n = 1 and A describes the rate at which the bias decays as
estimates become more mature (—1 < A < 0). This representation assumes that the bias tends monotonically

to zero as the estimates become more mature. The measurement errors, vfr”, are assumed to be distributed

normally with finite variance. Serial correlation in v:™" is allowed. Concerning the estimation strategy, we

mainly use maximum likelihood via the Kalman filter.

3 Application

Our application is based on a dataset containing data for 5 key macroeconomic indicators: Harmonized
Index of Consumer Prices (HICP), Industrial Production index (IPI) Retail Trade Volume Index (RTI), Un-
employment Rate (UR) and Gross Domestic Product in volume (GDP) for the Euroarea and its 4 major
countries: Germany, France, Italy and Spain. Data start in 2000 with vintages available from March 2018
to March 2019 (13 vintages or releases). Then, we have created a quarterly dataset taking for each monthly
variable the average of the 3 months of a given quarter. Data were further transformed in quarterly growth
rates except for UR which was transformed into a quarterly difference. As a first consideration, the HICP
is almost never revised while the RTI is the most often revised indicator among those considered. Over
the 2000-2018 sample, the data for GDP show the mean growth rate to have been highest for Spain and
lowest for Italy, with the growth rate for the Euroarea, Germany and France being in between, and quite
similar to each other. The data for France have the lowest volatility over the period, with the data for the
other countries up to twice as volatile. The data for all countries show a skew to the downside, reflecting the
great recession, with the downside skew greatest for Germany, and smallest for Spain. Out of the monthly
series, IP and RTT are shown to be somewhat more volatile than GDP, even when considered at the quarterly
frequency. In broad terms, the patterns across the countries are similar to what is observed for GDP, with
the exception of the volatility of RTI growth which turns out to be higher in the case of Spain than for the
other countries. In contrast to GDP growth, which has been positive on average over the 2000-2018 sample
for all countries, the growth rates of IP and RTI have not been positive on average for all the countries. IP
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growth has been negative on average over the sample for Italy, Spain and France, and RTI growth for Italy
and Spain, what might be an indication of a shift in activity from industry and retail trade to other parts of
the service sector. The UR, finally, has declined on average over the sample in the cases of Germany and
the Euroarea, increasing for the cases of Italy and Spain, and unchanged for France. As GDP growth, the
changes in the UR are shown to have the lowest volatility over the sample in the case of France. The highest
volatility is recorded in the case of Spain, even though the volatility of real GDP growth for that country has
been the lowest across the countries. In terms of revisions, the data suggest that the average revision is of
the same order of magnitude for the (quarterly) growth rate of real GDP and RTI, while revisions to the IPI
growth rate have tended to be somewhat larger on average, at least for the Euroarea, Germany and France.
The volatility of the revisions is quite similar across the countries, with exceptions to the upside for IPI for
Italy and Spain, and RTI for Germany. When applying our modelling strategy, due to the limited number
of releases we set the initial error variance to 1, the parameter beta in serial correlation to -0.2 implying
an AR(1) process for v(t+1). Initial bias in the statistical agency’s data set and bias decay were both set to
zero, as based on an earlier study by Cunningham et al (2012) for UK data. We have experimented with the
decay parameter delta, setting it to -0.01 and -0.05 and with the correlation of the measurement errors with
the underlying state of the economy. The correlation was set to -0.5; 0 and 0.5 in turn. The results show
that delta=-0.05 and rho=-0.5 perform best in describing the revisions in inflation, GDP for all countries and
retail trade for all countries but Spain as measured by Mean Squared Error of the final release and the filtered
estimate. For industrial production the same combination of variables performs best for Germany and Italy,
while for the remaining three countries moving to a slower decay of delta=-0.01 provides better results. In
the case of unemployment the no correlation case for delta=-0.05 works best for all countries but Spain for
which delta=-0.01. What is interesting to note about those results is that with respect to the correlation of
the measurement error, the best-performing specification is the same (rho=-0.5) for the variables expressed
as growth rates - GDP, IP and RTT - and another (rtho=0.0) for the UR, expressed as a simple difference,
and irrespective of the decay parameter (whether delta=-0.05 or -0.01). This supports the notion that vari-
ables tend to display different patterns of data uncertainty, and therefore require different treatment for data
uncertainty, depending on whether they are stationary or trending.

4 Conclusions

In this short paper, which summarizes an extensive work carried out within the Comunikos project of Eu-
rostat, Kapetanios et al (2020) we considered a state of the art framework for modelling real-time data and
quantifying the uncertainty surrounding them. We applied this framework to a post-crisis sample (2000-
2018) for the Euroarea and its four largest countries to provide an extensive set of empirical results. The
results indicate that the model-based estimate of the true process in terms of mean squared error (MSE)
outperforms the most recent published estimate for all the variables considered. The results further illustrate
the sensitivity of the performance of the model in terms of the mean squared error (MSE) with respect to the
two model parameters, the decay parameter 8, and the parameter capturing the correlation in measurement
error, p. Overall, the results suggest that the treatment for data uncertainty is both feasible and important,
and that the appropriate choice of parameters is quite relevant to achieve the best empirical performance.
One aspect that must be given some consideration in applying the methodology is the nature of the variables
- trending or stationary - that are being estimated.

25



Measuring uncertainty for infra-annual macroeconomic statistics

References

1. A. Cunningham, J. Eklund, C. Jeffery, G. Kapetanios, and V. Labhard. A state space approach to extracting the signal from
uncertain data. Journal of Business and Economic Statistics, 30:173-180, 2012.

2. Charles F Manski. Communicating uncertainty in policy analysis. Proceedings of the National Academy of Sciences,
116(16):7634-7641, 2019.

3. G. Kapetanios, M. Marcellino, Felix Kempfs, g. L. mazzi, Jana Eklund Vincent Labhard Measuring and communicating
uncertainty: status of the art and perspectives. Statistical working paper collection Eurostat 2020 forthcoming

26



Bayesian methods in biostatistics

27



Network Estimation of Compositional Data

Stima di un Grafo di Dati Composizionali

Nathan Osborne, Christine B. Peterson, Marina Vannucci

Abstract Network estimation for Gaussian data has been extensively studied in the
statistical literature. In this paper, we seek to develop a novel method for compo-
sitional count data. We use a hierarchical Bayesian model with latent layers and
employ spike-and-slab priors for edge selection. For posterior inference, we uti-
lize the expectation maximization algorithm to enable efficient estimation. Through
simulation studies, we demonstrate that the proposed model outperforms existing
methods in its accuracy of network recovery. We show the practical utility of our
model via an application to microbiome data from the Human Microbiome Project.
Abstract La stima di grafi per dati Gaussiani ¢ stata ampiamente studiata nella
letteratura statistica. In questo contributo, proponiamo un nuovo metodo per i dati
di conteggio composizionali. Usiamo un modello gerarchico Bayesiano con strati
latenti e a priori spike-and-slab per la selezione degli archi. Per l'inferenza a pos-
teriori, si utilizza l’algoritmo EM che consente una stima efficiente. Attraverso
studi di simulazione, dimostriamo che il modello proposto supera i metodi esistenti
nell’accuratezza della stima del grafo. Mostriamo ['utilita pratica del nostro mod-
ello tramite un’applicazione a dati di microbioma dello Human Microbiome Project.

Key words: graphical model, EM algorithm, count data, Bayesian hierarchical
model, microbiome data
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1 Introduction

In this paper, we propose a Bayesian hierarchical model for compositional data that
allows for estimation of network interactions. In the Gaussian setting, the problem
of selecting edges in the graph reduces to the estimation of a sparse inverse covari-
ance matrix, since exact zeros in this matrix, which is also known as the precision
matrix, correspond to conditional independence relations. In frequentist settings,
penalized likelihood methods, such as neighborhood selection and the graphical
LASSO, have been proposed. These methods have also been extended to count data
by using data transformations or penalized log-likelihood methods. In Bayesian in-
ference, the G-Wishart prior, which is the conjugate prior that imposes exact zeros
in the precision matrix, has been explored by several authors for inference of Gaus-
sian graphical models, but poses significant computational challenges and it is not
easily scalable. Alternative shrinkage constructions that employ continuous priors
on the off-diagonal elements of the precision matrix have been proposed, including
the Bayesian graphical lasso, which relies on double exponential priors, or mixture
spike-and-slab priors [5], for which efficient expectation conditional maximization
methods have been recently proposed [4], that allow scalability.

In our approach, we consider multivariate count data, and specifically composi-
tional data that have a fixed sum constraint. We model the data using a Dirichlet-
Multinomial likelihood and then introduce a latent layer by modeling the log con-
centration parameters via a Gaussian distribution. We allow additional covariates to
influence the variable counts and account for this through the mean function. We
also capture the dependence relationships of the concentration parameters by esti-
mating the inverse covariance matrix via the shrinkage prior of [S]. For posterior
inference, we implement an expectation-minimization (EM) algorithm to estimate
the model. This allows us to gain flexibility by using a Bayesian model, while still
remaining computationally efficient. We test our model on a simulated dataset and
see that it outperforms competing models. We apply the model on data from the gut
microbiome from the Human Microbiome Project.

2 Model

Suppose we have observed multivariate counts arranged in an n X p matrix, X, where
p is the number of observed variables measured across n samples. We then let the p-
vector X; correspond to the measurements for observation 7, and the matrix entry x; ;
correspond to the j/ variable measurement for the i’ observation. We also observe
q covariate measurements for each of the n observations, with these ¢ additional
factors possibly influencing the measured counts for each observation. We arrange
this covariate data in an n X g matrix, M.

We are interested in understanding the conditional dependence relationships
among the p variables. We adopt a hierarchical model formulation with a latent

Gaussian layer, similarly to [6], as
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Z; | By,M;,B,Q ~ MVNorm(By +M;B, Q")
o; =exp{Z;}
h; | a; ~ Dirichlet(o;)
X; | h; ~ Multinomial(h;).

ey

In this hierarchical formulation, we introduce a latent normal variable Z;, which
is a direct transformation of the concentration parameter ; and therefore controls
the observed counts X;. This model has several important features: the Dirichlet-
Multinomial likelihood for count data, X;, allows us to account for overdispersion
as well as the compositional nature of the data. The dependence among the Z; is
captured by the inverse covariance matrix, also known as the precision matrix, €2.
We are also able to control for the influence of additionally observed covariates and
the abundance of a covariate with the mean term, Bg + M;B.

Prior on By and B We first introduce the priors on the mean elements of Z, which
will allow us to control for additional covariates. We put a non-informative prior on
each element of By, specifically By, o< 1. We then consider a horseshoe-like prior on
the elements of B, which will encourage the effects of non-influential covariates to
be shrunk to zero. Following the work of [1], we say

0; 1 —exp(—h)
By j | . j,0; ~ N(O, 5 ), p(thj) = Wvo < Mg, j < 00,0, >0,
M, j 2my

where . ; is a shrinkage parameter for each individual regression coefficient, and
0; a global shrinkage parameter for each coefficient related to the j" variable in Z.

Prior on Inverse Covariance Matrix Next we introduce the prior on the precision
matrix €, which allows us to learn a sparse association network. We consider the
prior introduced by [5] as a prior on the precision matrix entries:

77.7(.Q | 57\/17\/0,}.) °<H{(l — 5,'7j)N0rmal(a)i7j | O, Vg) + 5,-‘er0rmal(a)i’j | 0, Vlz)}

i<j
HEXP(COi,i | A/2)1gem+
(2)

where vy and v are fixed standard deviations, that assume small and large val-
ues respectively, and &; ; is a latent variable indicating whether or not an edge is
present between nodes i and j. The mixture of normals on the off-diagonal preci-
sion matrix entries enables the selection of interactions, represented by edges in a
network, since non-zero precision matrix entries reflect conditional dependence re-
lationships. Here, entries reflecting conditional independence relations do not equal
exactly zero, but get shrunk to close to zero. The diagonal entries are drawn from a
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common exponential prior. The final term in equation (2) expresses a constraint to
the space of positive definite matrices M. This prior is particularly advantageous
in our model, as it allows for efficient estimation via the EM algorithm and leads to
less bias in graph estimation than the graphical LASSO, as shown by [4].

We complete the modeling by setting the prior on the graph structure, assuming
independent Bernoulli distributions on the inclusion of each edge as follows:

p(8ij | 7)o w05 (1= 1) =% | 7w | ag, by ~ beta(az, br). 3)

Model Estimation via EM We define the objective function to maximize as

F(Q,6,7,Z,B,Bo) =p(Z |M,Q,B)p(2 | §,v1,vo,A)p(B | u,0)p(1)
p(8 | m)p(m|an,br)p(X| ).

Following the work of [1, 4], we take the expectation of the objective function in
terms of & and L ;. This gives an E step of updating

s _ Gij
52.7,2.8.80ij] = i ai; + b

1 1—pi;  pi

E =d= L4
5‘9’"’Z’B’B°[Vé(1 — &) +Vvi 5:;1'] Tovwoom

1 0; 0,
By (35 | B.2,0) = fix = — 5 (- = 2
Hjal ! 2%9;/2 B?,k Bik —0;

where ajj = p((l)l"j ‘ 51'7]' = 1)7'[.' and b,‘j = p(CO,'J | 6,‘7]‘ = 0)(1 — 7'C). We can think
of the parameter p;; as an estimate of the posterior probability that the edge i,j is
selected in the network. We use these updated values in the M step to update the

precision matrix, £ and standard deviation parameter 6;.

. N Z i—M;B;
In the M step, we first update the centering parameters, By, = % We

next update B, updating each column, B, and corresponding 6; independent of each
other column. These updates are

M™™ . 20\t MTZ;
Bj.k—( 5; + diag( 0, )) (

1 q
). 6;=— Y 21;B;
o 1 qu’l PR

Note that o; is the standard deviation of the j™ column of Z, found by using the
properties of the multivariate normal distribution shown in equation (1).

We then perform a column-wise update of the precision matrix, £2. Consider the
following notation and block structures:

Q1 012 T Si1 812
Q0= ,(Z— (MB-+B Z— (MB+By)) = .
( ol o ) (Z— (MB+By))" (Z— (MB+By)) ( 5o, m)

We can then do a column-by-column update as
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W3 = —((s2+ )@ ) - diag(d) Dsiz . 0y = o Qf ol 4
' +522
(“n+)::i<j P?jil)
(ag+br+22 ) )
Finally, the matrix of latent variables can be estimated by finding a point estimate
for each entry. This is done by updating each row of the matrix independently. As
shown in [6], the objective function to optimize with respect to Z is

The point estimates of 7 is also updated as & =

I (oij+xij) — I (s(0u) +5(Xi)) -

™=
™~

1
log P(Z | X,;M,By,B,Q) = . (
i=1 j=1

ff“au FI((a) < 5 06| 2. 3 (7 (B MB) 202 (Bo-+ MiB),

where I is the log-gamma function, and s(x;) = Zle (xij). To accomplish opti-
mization of each Z; we use the limited-memory quasi-Newton (L-BFGS) algorithm,
which is a quasi-newton gradient descent method that makes use of the inverse gra-
dient to direct where to search through the variable space.

The parameters are updated by alternating between the E and M steps, updating each
parameter in their respective step. Since €2 is updated via a column wise update, in
each M step the updates of {2 are repeated until the estimate of 2 for given iteration
has converged. For a more detailed derivation of each E and M step refer to [1, 4].

3 Simulated Data

We simulate data to be similar to microbiome data, and follow a simulation set up
similar to [6] but use dimensions n = 350, p = 100, and q = 5. We compare the
proposed models performance to SparCC, SpiecEasi, and mLDM [2, 3, 6] which
are specifically designed for network discovery of microbiome data.

Results in Table 1 show that in all cases the proposed model performs best in
terms of TPR and AUC. In all network structures other than a hub structure, the
proposed model also does best in F1 and MCC scores. SpiecEasi and mLDM both
did well in regards to FPR, but also selected more sparse networks.

4 Human Microbiome Data

Figure 1 shows an estimated network using microbiome data from the Human Mi-
crobiome Project. We find that OTUs of the same phyolgenetic family are more
likely to be conditionally dependent on each other and also that OTUs of differ-
ent families have more negative partial correlations, indicating that those are more
likely to be in competiton with each other, as also observed by [3, 6]
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Table 1 Simulation results shown as averages across 25 different simulated data sets. Band, Hub,
Block, and Random refer to the underlying network structure used to generate the data.

[p=100,n=350[TPR FPR FI MCC AUC|[TPR FPR FI MCC AUC|

Band Hub
SparCC 0.576 0.097 0.371 0.343 0.645(|0.841 0.112  0.224 0.303 0.781
SpiecEasi 0.173 0.020 0.233 0.217 0.878(|0.371 0.021  0.309 0.298 0.934
mLDM 0.364 0.022 0.430 0.419 0.838((0.719 0.017  0.609 0.618 0.914
Proposed Model [0.768 0.049 0.604 0.589 0.933|(0.883 0.094  0.267 0.350 0.956
Block Random
SparCC 0.611 0.092 0.391 0.369 0.687(|0.713 0.094  0.413 0.412 0.741
SpiecEasi 0.200 0.020 0.261 0.245 0.892(|0.193 0.016  0.256 0.245 0.925
mLDM 0.395 0.017 0.477 0.470 0.864(/0.435 0.013  0.525 0.529 0.910
Proposed Model [0.810 0.048 0.622 0.613 0.946|(0.852 0.067  0.551 0.560 0.954

Microbiome Network Microbiome Network - Partial Correlations

f e TR ‘

Fig. 1 Results when using data from the Human Microbiome Project. The figure on the left shows
the network, with conditional dependence of OTUs indicated with a black point and red lines
separating the phyogentic families. The figure on the right shows results from the same data but
looks at the partial correlations of each OTU obtained from the estimated precision matrix.
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Using co-data to empower genomics-based
prediction and variable selection

L’uso dei dati complementari per migliorare le previsioni
basate su dati genetici e la selezione delle variabili

Magnus M. Miinch, Mirrelijn M. van Nee and Mark A. van de Wiel

Abstract Genomics-based prediction is cursed by the dimensionality of the covari-
ates and their collinearity. Fortunately, several sources of complementary data (co-
data) are available in the public domain, such as pathway information, p-values from
similar studies and genomic annotation. We discuss several types of co-data and
how such co-data can be combined to inform the regularization (i.e. the priors) for
subsets of the genomics variables in (Bayesian) regression settings. Several priors
(and corresponding penalties) are considered, and estimation techniques facilitating
efficient computation, such as variational and empirical Bayes, are discussed.
Abstract La qualita delle previsioni dei modelli per dati genetici é affetta dal prob-
lema del dimensionalita e della collinearita presente tra covariate. Fortunatamente,
esistono diverse fonti pubbliche di dati complementari (co-data), come pathway
data, p-values da studi simili e annotazioni genetiche. In questo lavoro, noi discu-
tiamo diversi tipi di co-data e come tali dati possono essere formalizzati, ad es-
empio mediante la specificazione di una distribuzione a priori in una regressione
Bayesiana. Si studieranno inoltre diverse distribuzioni a priori e le rispettive per-
formance in termini di efficienza computazionale per vari approcci inferenziali quali
il variational e empirical Bayes.

Key words: Co-data, empirical Bayes, variational Bayes, penalized regression

1 Introduction

Clinical research studies the wealth of genomics to predict disease-related outcomes
and discover biomarkers of diseases that may be driven by few or many variables.
Samples of high-dimensional genomics provide a limited amount of information on
the covariates, making prediction and covariate selection difficult. Performance may

Dep. Epidemiology & Data Science, Amsterdam University medical centers, Amsterdam, Nether-
lands, e-mail: mark.vdwiel @ amsterdamumc.nl
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be improved when additional information on the covariates, termed co-data, is in-
corporated [8], accessible, for example, from external studies or public repositories.

Ideally, one would like to extract and exploit all relevant information from mul-
tiple and various co-data sources. Group-lasso type of methods can handle grouped
co-data, penalising covariates in groups to favor group-sparse solutions. Group-
and latent overlapping group-lasso [3, 13] form the basis for structured group-lasso
penalties like grouped trees [5] and hierarchical groups [12]. As these penalties are
parameterised by only one hyperparameter, their flexibility to adapt to the main data
is insufficient: non-informative or contradictory grouping information may lead to
sub-optimally performing prediction models [8, 2]. Alternative methods like the
adaptive lasso [14] exist, but are prone to overfitting, because of the covariate-
specific weight that is typically estimated from the same data.

Our focus is on methods that allow co-data-adaptive regularization, in particular
methods with a(n) (empirical) Bayesian flavor. We focus on clinical prediction, and
therefore on methods that can deal with dichotomous and/or survival response.

2 Co-data

Co-data stands for complementary data, which contains information on the covari-
ates; it may originate from any source of information, including data from different
or the same samples. In the latter case, it should not include the response labels
of those samples, as this may lead to overfitting when training the learner on the
main data using co-data adaptive penalties. Below we describe several structures of
co-data. Such structures determine the type of penalization induced by the co-data.

i) Non-overlapping groups: the covariates are grouped in non-overlapping
groups. An example in clinical genomics are the published gene signatures: a set
of genes that is known to play an important role in the development of the disease.
This set defines two groups: each gene either belongs to a signature or not; ii) Over-
lapping groups: Pathways are a well-known example of overlapping groups: genes
can belong to multiple pathways, which induces overlap between the group defined
by the pathways; iii) Hierarchical or graph-structured groups: In molecular bi-
ology many relations are represented by a graph or hierarchy. If one has exon-level
data, a simple hierarchy is: chromosome — gene — exon. Another example is gene
ontology, which represents groups of genes in a directed acyclic graph (DAG). At
the top of the hierarchy nodes represent general functions, which are refined in more
specific biological functions downwards the DAG; iv) Continuous co-data: Some
co-data may present itself on a continuous scale. Examples are p-values from exter-
nal data or correlations with other omics covariates than those used by the learner.

The co-data functionality differs substantially between the methods discussed
below. All methods can handle non-overlapping groups, but only some can handle
the other co-data structures. In addition, the methods differ in how these are handled,
and in the ability to handle multiple co-data sources.
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3 Regularized regression

Lety = (y1,...,yn) and X = (X; j);"f] =1 be the response vector and high-dimensional

covariate matrix, respectively. We consider regularized regression:

g(ﬁ;yvx)_fl(B% (D

where ¢(B;y,X) is an appropriate log-likelihood for modeling y and f3 (B) is
a penalty function, to be specified for the methodologies below. Alternatively, a
Bayesian formulation is pursued, in which case a prior 7 (B) plays the role of regu-
larizer. All methods below allow a vector of penalties or hyperparameters A, instead
of a scalar, where the specific penalty for f3; is modeled by the use of co-data.

4 Co-data informed regression

Group-adaptive ridge regression employs a penalty:

)4
H.B) =Y Ag)B;, 2)
=1

where g(j) = g if j € %,, a group based on the co-data, or alternatively f; ~
N(0, 1';(])), with ,L.gz(j) = C)L‘g?}). For fixed hyperparameters and suitable constant C,
the Bayesian MAP estimate equals the maximum penalized likelihood estimate. Be-
low we discuss two methodologies that employ ridge with empirical Bayes penalty
parameter estimation: GRridge [8] and ecpc [10]. The fully Bayesian method
graper [11] also handles ridge, and is discussed further on. The crux behind both
GRridge and ecpc is the moment-based empirical Bayes estimation of A. Both
methods first conventionally estimate a global penalty A by cross-validation. Then,
group penalties are estimated by solving the equations

1oy g L 32
g L6 =g L EUBD

J€Y, j€YG,
with expectation taken with respect to y and the prior of 3, N(0, ‘cg(j)). This renders
a linear system of G equations with G unknowns, (1'12, RN Té) denoted by At? =
b. Solving this system renders 72, so by equivalence, A. Overlapping groups are
modeled by averaging variances of all groups of which a covariate is a member.
The extension ecpc [10] introduces an extra layer of shrinkage on group level.
It applies penalised moment-based empirical Bayes estimation for 72:

2 = argmin ||[AT? — b|[3 + fpen (Tz;if) , 22 =max(0, ‘Z';) 3)
2
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The estimate for the hyperpenalty jLT parameterising the penalty function f, is
obtained via a data-driven way of randomly splitting the groups of covariates. The
extra level of shrinkage renders a flexible framework as any penalty can be used on
the group level, e.g. to shrink group estimates to counter overfitting in the number
of groups or to include group structure by using structured penalties on group level.
Different co-data sources may demand different penalisation strategies suitable for
the type of co-data. The model first estimates group weights independently for each
co-data set, using a hypershrinkage strategy suitable for that specific co-data set. Co-
data weights are then estimated to integrate multiple co-data by a weighted average.

The following hypershrinkage strategies are allowed: 1) the default L, penalty.
Such a smooth penalty counters overfitting for an increasing number of groups and
handles overlapping, correlated groups. 2) a lasso penalty combined with the default
penalty, for group selection; 3) a hierarchical lasso penalty [3, 12], which selects
groups under a given hierarchical structure. After selection, the default penalty is
used to obtain group weight estimates of the selected groups. This strategy is used
to find a well-fitting, data-driven adaptive discretisation of continuous co-data.

Group-regularized elastic net (gren) [6] consideres the penalty:

p p
f}.(ﬁ):Alj;\/l;(j)‘ﬁﬂ“’laglé(j) ]'27 “)

where the global L;- and Ly-norm penalization parameters A; and A, determine
overall penalization of the features, while the group-specific penalty multipliers
l;, ) adaptively shrink the features based on the prior feature group structure. We
use the square root in the Lj-norm such that the feature-specific penalty weights

have the same effect on the B; scale: | /AL|B;| = [wgB;] and A;B7 = (wgB;)*. As in

GRridge and ecpc, the global penalty parameters A;, A, are estimated by cross-
validation. The lg’, are estimated by maximum marginal likelihood empirical Bayes:

~

A= argmax ML(A';y), with ML(A";y) = /ﬁexp[ﬁ(ﬁ;y,X)]ny(ﬁ)dﬁ. %)
l/

The Bayesian prior version of the penalty in (4) is obtained by reparameterising
the ridge prior as ,L.jz = (yj2 -1/ (/'L; (j)lzyjz) and adding an extra layer to the prior
[4]: yjz ~t-I"(1/2,842 /A2, (1,0)), where tr-I"(k, 8, (x;,x,)) denotes the truncated
gamma distribution with shape k, scale 0, and domain (x;,x,). Direct maximisa-
tion of (5) requires the repeated numerical calculation of a p—dimensional integral,
which is unfeasible or computationally prohibitive for many modern problems. Indi-
rect maximisation is achieved by repeated expectation-maximization (EM) updates:

A0 — argmax E|, [log nl/(yz)M'([)}, (6)
l/
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where the expectation is with respect to the posterior p(yz\y) This expectation is
difficult to compute due to the unavailability of a closed-form posterior. The poste-
rior is therefore approximated with variational Bayes (VB): Q(B,¥*) = q(B)q(y*) ~
p(B,Y*|y). The approximate expectation Eg ~ E,a,, is available in closed-form, and
leads to an update (6):
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with d(ék) =Y, EQ[YJZBJZ / ()/j2 -1) Mgf(”]. The constraints ensures that overall pe-
nalization is determined by the global penalty parameters A;, A;. The Bayesian elas-
tic net does not give point estimates of the regression coefficients. To produce such
point estimates, we refit the regular, frequentist elastic net with fixed A;, A, and
lé’,, as estimated by cross-validation and emprical Bayes, respectively. Similarly to
ecpc, the gren penalty in (5) may be extended to include multiple sources of fea-
ture groupings by simply modeling the penalty multiplier as a product within both
the L;- and L;-norm [6].

Group-adaptive spike-and-slab, graper [11], is an hierarchical, full Bayes method
that allows differential priors based on co-data groups. In short, the likelihood is
either Gaussian or Bernoulli (for dichotomous outcome) and the prior for each re-
gression coefficient f3; is a spike-and-slab:

T(B)) = Mgy 80 + (1= () )N(0, 73 ) ®)

Hence, both the inclusion probability 7, ;) and the Gaussian prior variance T;(j) may

depend on the group g(j). Then, 7, and Tg are endowed with their ‘default’ priors: a
uniform and vague inverse-Gamma distribution, respectively. Much of the elegance
of graper lies in the variational Bayes estimation strategy. The authors supply
two versions: one where the posterior of B is approximated by a full factorization,
and one where a more realistic, but computationally more demanding, multivariate
normal is used. The authors show that the latter is more accurate in several ap-
plications. Moreover, they show superior performance to group-agnostic methods
like (adaptive) lasso and elastic net, as well as the group-lasso. Finally, they report
competitive predictive performances of GRridge and graper for dense settings
(applying graper without spike and a Gaussian slab).

5 Discussion

We have discussed several co-data adaptive methods. Of these methods graper
is the only full Bayes method, which may therefore be superior in terms of uncer-
tainty propagation. This may be particulary attractive when uncertainty of predic-
tions is of interest. In [9] a hybrid alternative to empirical Bayes ridge and full Bayes
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ridge is discussed: the overall penalty parameter is endowed with a prior, while co-
data-based penalty multipliers are estimated by empirical Bayes. A small simulation
study shows that the coverage of the prediction intervals is as least as good as that
of the empirical Bayes and full Bayes counterparts.

If the underlying data generating mechanism is truly sparse, graper (sparse
setting) and gren likely outperform the ridge-based methods. Although posterior
selection methods for the latter exist [1], graper and gren may be preferred when
a (very) sparse model is desired. By far the most flexible method is ecpc: it can
seemingly deal with multiple co-data sources of various kinds, and addresses hyper-
parameter shrinkage. While graper and gren can only handle linear and logistic
regression, ecpc and GRridge can also handle penalized Cox regression.

Besides graper, other hierarchical Bayes methods, such as [7], may provide
an alternative solution to include external information for specific settings. These
methods, however, typically do not scale well computationally, and often offer lim-
ited flexibility in terms of implementation.
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Statistical Disclosure Control for Integrated Data

Controllo statistico della riservatezza di dati
integrati

Natalie Shlomo'

Abstract The digitalization of all aspects of our society leads to new and integrated
data sources offering unprecedented opportunities for research and evidence-based
policies. On the other hand, detailed personal information is more easily accessible
leading to increased disclosure risks. Traditional statistical disclosure control (SDC)
risk scenarios of identity and attribute disclosures and methods for confidentializng
statistical data may no longer be sufficient. This has led to statistical agencies placing
more control on the release of the data by restricting and licensing access. Guided by
government initiatives for open unrestricted access to statistical data, we explore
whether the computer science definition of a differentially private perturbation
mechanism can be included in the SDC tool-kit. This implies that users of open-access
data will have to work with perturbed data.

Abstract La digitalizzazione in corso nella societa offre I 'opportunita per la ricerca
di utilizzare nuove fonti di dati ottenute tramite integrazione. Cio porta a un maggior
rischio di identificazione. Gli scenari tradizionali di controllo statistico del rischio
(SDC) di identificazione personale o di un suo attributo e i corrispondenti metodi per
la creazione di dati statistici anonimizzati possono non essere piu sufficienti. Cio ha
indotto gli istituti di statistica a porre sotto maggior controllo il rilascio dei loro dati
restringendone [’accesso. Le iniziative governative sull’accesso aperto ai dati
statistici ci ha indotto a investigare se il meccanismo di pertubazione noto come
differential private perturbation tipico nella comunita computer science possa essere
incluso fra gli strumenti di SDC. In questo contesto, gli utenti di dati open-access
dovranno usare dati perturbati.

Key words: Differential Privacy, Table Generation, Remote Analysis, Synthetic Data

1. Introduction

Statistical disclosure control (SDC) for traditional forms of statistical data is well
established in the literature. These traditional forms of statistical data include
microdata from social surveys, magnitude tables from business statistics and
frequency tables for whole-population register/census counts (see Hundepool, et al.
2012 for more details). In this paper, we focus on microdata. SDC methods for
protecting microdata arising from social surveys include both ‘safe data’ and ‘safe
access’ approaches. In terms of ‘safe data’, survey microdata is generally protected
by coarsening the quasi-identifiers, deleting sensitive variables, such as low-level
geographies, and top-coding sensitive variables such as the size of the household,
income and expenditures. Since social surveys typically have very small sample
fractions, statistical agencies generally assume that a potential attacker would not
have response knowledge, meaning that the attacker would not know if an individual
is included in the survey microdata or not. Sampling therefore provides an inherent
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level of protection and is considered an SDC method in itself. In terms of ‘safe access’,
the survey microdata is generally released into data archives or under special licenses
so that users need to undergo an application process and state the purpose of their
request prior to gaining access to the data. The disclosure risk scenario for survey
microdata is the ability of an attacker to link the microdata to a population database
on a set of quasi-identifiers, i.e. identity disclosure, to assess whether a data subject
in the microdata is unique in the population. A data subject with rare and unique
identifying variables is more likely to be a population unique. Therefore, disclosure
risk measures for quantifying identity disclosure are typically matching probabilities
based on the quasi-identifying variables. Given the large number of variables for each
data subject in the microdata, an identity disclosure leads to attribute disclosure where
many new variables can be learnt about the data subject. Denoting Fj, the population
size in cell k of a table defined by identifying variables having K cells and f;, the
sample size and Y.X_, F, = N and Y §_, fi = n, the set of sample uniques, is defined
as: SU = {k: f;, = 1}. The sample uniques are potential high-risk records since they
may be population uniques. Individual per-record risk measures in the form of a
probability of re-identification are estimated. These per-record risk measures are then
aggregated to obtain global risk measures as follows (where I is the indicator
function): Number of sample uniques that are population uniques: 7, = Y, [(fi, =
1, F, = 1); Expected number of correct matches for sample uniques (i.e., a matching
probability) 7, = ¥, I(fi, = 1) i).

When the population is unknown, Elamir and Skinner (2006) propose using a
Poisson Distribution to estimate the disclosure risk measures with log-linear
modelling to estimate population parameters inferred from the observed sample
counts. Skinner and Shlomo (2008) developed goodness of fit criteria for determining
the optimal log-linear model which produces unbiased estimates of the disclosure risk
measures. Shlomo and Skinner (2010) adapt the estimation of risk measures to take
into account measurement and perturbation errors. An extension of the probabilistic
modelling by Reiter (2005a) accounts for the probability of re-identification weighted
by suppositions on attacker knowledge regarding the methods of perturbation. More
recently, Manrique-Vallier and Reiter (2012) used mixed membership models to
estimate the probability of re-identification.

With the digitalization of all aspects of our society, statistical agencies are able
to develop new, integrated and linked data sources offering unprecedented
opportunities for research and evidence-based policies. New data sources can contain
whole population sectors, such as in big data, and can be combined and integrated
statistically through correlation structures. However, with detailed personal
information easily accessible from the internet, traditional SDC disclosure risk
scenarios are no longer sufficient and statistical agencies are relying more on
restricting and licensing data. One disclosure risk scenario that is growing in
prominence with new forms of integrated data is inferential disclosure as it
encompasses the traditional disclosure risk scenarios of identity and attribute
disclosures. Inferential disclosure risk is the ability to learn new attributes with high
probability from combining and manipulating datasets. Inferential disclosure can arise
if there is a proportion of some characteristic that is very high within a subgroup or a
regression model with very high predictive power. In fact, an individual does not
even have to be in the dataset in order to disclose information.
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Driven by demand from governments to provide open access data alongside the
restricted access data, this increased disclosure risk has led to statisticians
investigating more rigorous definitions and approaches for protecting the
confidentiality of data subjects in microdata. The computer science definition of
differential privacy (Dwork, et al. 2006) is currently under research and development
on its use in the SDC tool-kit. Differential privacy is a definition of an output
perturbation mechanism that states that no one individual can be revealed and all
possible outputs must be indistinguishable up to a degree of epsilon with and without
the data of one individual. For data to be differentially private, a stochastic
perturbation mechanism is applied under certain parametrizations. Traditional
approaches of deterministic mechanisms such as sampling and coarsening are not
differentially private (Shlomo and Skinner 2012). In Section 2 we define differential
privacy and then provide an overview of some open-access data dissemination
methods based on protecting outputs in Section 3. We conclude in Section 4.

2. Differential Privacy
Differential privacy was developed by computer scientists as a standard for a
perturbation mechanism for protecting outputs in a remote query-based system with
the aim to specifically protect against inferential disclosure. See Dinur and Nissim
(2003) and an overview book by Dwork and Roth (2014) for more details on
differential privacy. In differential privacy, a ‘worst case’ scenario is allowed for, in
which the potential attacker has complete information about all the units in the
database except for one data subject of interest. The definition of a perturbation
mechanism M satisfies e-differential privacy if for all queries on neighbouring
databases a,a’eA differing by one individual and for all possible outputs defined as
sub-sets SeRange(M) we have:

P(M(a)eS) <e® P(M(a)€EYS) @)
This means that when observing a perturbed output S, little can be learnt (up to a
degree of e? ) and the attacker is unable to decipher whether the output was generated

P(M(a)esS) . Jo
Pottanes) is bounded (the probability

in the denominator cannot be zero). The solution to guarantee differential privacy in
the computer science literature is by adding noise/perturbation to the outputs of the
queries under specific parameterizations. The noise is generated from the Laplace
Distribution. In addition, a relaxation was proposed leading to the definition of (¢, §)
differential privacy where § is a small probability of obtaining an unbounded ratio.
This extension allows more utility, for example by limiting the extent of the
perturbation.

from database a or a’. In other words, the ratio

3. Open-access Dissemination Strategies

Since access to microdata, particularly those arising from integrated and linked data
sources, is generally licenced within safe data enclaves, open-access options will rely
on generating outputs from the microdata through structured web-based internet
platforms that return protected (perturbed) outputs in the form of tables and statistics.
Another option for open-access data is to produce synthetic data where data is
generated from a model based on the sufficient statistics obtained through the original
data. We discuss both approaches here.
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3.1 Web-based Dissemination

Online flexible table generating servers allow users to define, generate and download
their own tables. A good example is the Australian Bureau of Statistics (ABS)
TableBuilder for disseminating census tables. In flexible table generating, users
access the servers via the internet and define their own table of interest from a set of
pre-defined variables and categories typically from drop-down lists. The generated
table undergoes a series of ad-hoc SDC checks. If it passes the criteria, it is
confidentialized and then downloaded to the user’s PC without the need for human
intervention. These SDC checks may include, for example, limiting the number of
dimensions in the table, minimum population and sparsity thresholds, ensuring
consistent and nested categories of variables to avoid disclosure by differencing. One
characteristic of the ABS TableBuilder is that for any cell that is generated from
census microdata, the perturbation of the cell value will always be the same. Fraser
and Wooton (2005) describe the ‘same cell-same perturbation’ approach where each
individual in the microdata is assigned a random number. Any time data subjects are
aggregated to form a cell in a table, their random numbers are also aggregated and
this becomes the seed for the perturbation. Therefore, the same cell will always have
the same perturbation. This reduces the chance of identifying the true cell value
through multiple requests of the table and averaging out the perturbations. According
to this setting, all possible tables and all possible cells that can be generated in the
flexible table generating server are essentially known in advance and hence can be
protected under a given privacy budget ¢ in (1). This is known as a non-interactive
mechanism in the theory of differential privacy. Any post-processing of a
differentially private output will still be differentially private.

To produce a table for discrete variables (continuous variables may be
discretized for the purpose of producing tables), Rinott et al (2018) propose using a
differentially private exponential mechanism (McSherry, et al. 2007) based on a utility
function: u(a, b) described as follows:

Given a list of all possible cells k = 1, ...,K: a = (a4, ...,ag)€EA choose output b =

(by, ..., bg)eB with probability proportional to exp (Euii'b)) where ¢ is the privacy
budget and the scale is defined as: Au = max max |u(a, b) — u(a’, b)|where a and

bEB a,a’reA

a’ are neighboring databases that differ by removing one individual. Au is known as
the sensitivity in the differential privacy mechanism. The utility function is defined
through a loss function: u(a, b) = —l; = Y.X_, |ax — by| . Under this definition, for
a list of internal cells where a data subject appears only once, the sensitivity Au is 1.
If marginal totals are also included and an individual appears several times in the list
then Au will increase. This mechanism is essentially a discretized Laplace distribution
and is optimal for the case of perturbing count data with respect to preserving utility.
Furthermore, bounding the perturbations such that |a; — by | < m for all k leads to
(g, 8)- differential privacy where § is the probability at the cap m. Shlomo et al.
(2019) compared standard SDC methods and differential privacy for a flexible table
builder containing survey-weighted counts. The differential privacy mechanism
consisted of perturbing the sample counts and then adjusting the survey-weighted cell
count according to the average survey weight in the cell. They showed that for the
case of internal cells of tables and relatively large sample counts there was less
perturbation required under differential privacy and higher utility compared to the
SDC approaches.
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It is now recognized that differential privacy for protecting frequency tables can
be a viable technique in the SDC tool-kit at statistical agencies. Open questions remain
and are subject to further research. Whilst the use of the non-interactive differential
privacy mechanism will avoid depleting a privacy budget under multiple generation
of tables, how to set this budget and determine the sensitivity of the mechanism given
the large-scale dissemination of tables containing internal and marginal cells need
careful consideration. In addition, policy makers need to understand the consequences
of the privacy parameters € and §. Moreover, there is a need to go beyond the flexible
table generating server towards a remote analysis server where users can query a
dataset for exploratory analysis, measures of association and regression modelling and
in return receive a confidentialized output under the differentially private mechanism,
smoothed histograms and sequential boxplots for scatterplots and residual analyses.

3.2 Synthetic Data

In recent years, there have been initiatives to produce synthetic microdata as public-
use files that preserve some of the statistical properties of the original microdata. This
type of open data allows researchers to plan their research questions and data analysis
and prepare their code prior to gaining access to the licenced restricted data. In
addition, these data can be used for teaching purposes. The data elements are replaced
with synthetic values generated from an appropriate probability model that is
developed through the sufficient statistics of the original data. Similar to imputation
techniques, the synthetic data is generated through a posterior predictive distribution.
See Reiter (2005b) and references therein for more details of generating synthetic
data. The synthetic data can be implemented on parts of data so that a mixture of real
and synthetic data is released although this means that a thorough disclosure risk
assessment is needed prior to releasing such data. In practice, it is very difficult to
capture all conditional relationships between variables and within sub-populations. If
models used in a statistical analysis are sub-models of the model used to generate data,
then the analysis of multiple synthetic samples should give valid inferences. The
subject of using differential privacy in the production of synthetic data is still
undergoing research. One early application for generating synthetic data using a
differential privacy mechanism that is embedded in the Bayesian Multinomial-
Dirichlet model is the US Census Burcau ‘On the Map’ available at
http://onthemap.ces.census.gov/. It is a web-based mapping and reporting application
that shows where workers are employed and where they live according to the Origin-
Destination Employment Statistics from the US Census 2001. More information is
given in Abowd and Vilhuber (2008). New research is ongoing where differentially
private noise is added to the estimating equations used to  generate synthetic data
through the sequential regression modelling approach. In addition, the regression
models are adapted to ridge regression which bounds the parameter space. Early
results show that adapting the sequential regression modelling approach to the
differentially private standard does not have a significant utility loss compared to the
standard regression approaches.

4. Discussion

In recent years, with increasing opportunities for linking and integrating data,
statistical agencies are relying more on restricting access to such data due to their
inability to ensure the confidentiality of statistical units. However, with government
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initiatives for more open and accessible data, statistical agencies are exploring
alternative means for disseminating statistical data through web-based applications
and synthetic data. Given the rising concerns of inferential disclosure under these
new dissemination strategies, this has led to fruitful collaborations between
statisticians and computer scientists and initial research on whether the formal ‘by-
design’ privacy guarantee of differential privacy can be embedded in the SDC tool-
kit. However, perturbative methods of SDC come at a cost in that researchers will
have to cope with the perturbation when carrying out statistical analysis which may
require more training. Under differential privacy, the parameters of the privacy
mechanism are not secret and can be used to correct statistical analysis of perturbed
data and this provides a large incentive for including differential privacy into the SDC
tool-kit.
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1l Sistema Integrato dei Registri: primi passi per
affrontare i problemi di privacy

Mauro Bruno and Roberta Radini!

Abstract The Italian Integrated System of Statistical Registers (ISSR) provides
coherent and high quality data that support all the steps of statistical production,
ranging from the extraction of frames to aggregated data for dissemination. The ISSR
processes personal data on a large scale, such data can refer to populations with strong
privacy and confidentiality restrictions. In this paper, we will briefly describe how we
can enrich the data architecture of ISSR with privacy preservation solutions. In
particular, the system ISSR must be equipped with a privacy-preserving statistical
analysis system that: (i) performs privacy-preserving access on the input parties by
controlling elaborations that can be performed by the computing parties, and (ii)
decides which results can be published to which result parties.

Abstract 1] Sistema Integrato dei Registri italiano (SIR) fornisce dati coerenti e di
alta qualita che supportano tutte le fasi della produzione statistica, che vanno
dall'estrazione di frame a dati aggregati per la diffusione. Il SIR elabora i dati
personali su larga scala, tali dati possono fare riferimento a popolazioni
comportando rischi di forti restrizioni sulla privacy e sulla riservatezza. In questo
documento, descriveremo brevemente come possiamo arricchire l'architettura dei
dati del SIR con soluzioni di tutela della privacy. In particolare, il SIR deve essere
dotato di un sistema di analisi statistica che preservi la privacy: (i) eseguendo
l'accesso in modalita “privacy-preserving” alle parti di input e controllando le
elaborazioni che possono essere eseguite dalle strutture di calcolo e (ii) decidendo
quali risultati possono essere pubblicati e a quali parti fanno riferimento.
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1 Background

In 2016, Istat launched a modernization program with the aim to redesign the
statistical production chain, moving from a silos-based model to a process-oriented
approach. Within this transformation, a major choice was the centralization and
organization of the statistical information from administrative sources and surveys in
an integrated system of registers, called the Italian Integrated System of Statistical
Registers (ISSR).

The main purpose of the ISSR is to provide to the production processes coherent
and high quality data to be used in all the production steps, from extraction of frames
for the selection of samples to aggregated data for dissemination and information for
statistical research on new issues.

The integrated system of registers is obtained from processing of personal data on
a large scale, also concerning particular categories such as minors, disabled people or
in general populations with particular privacy and confidentiality restrictions. In view
of the unquestionable value in obtaining important statistical outputs, the integrated
system of registers must be equipped with particular policies for the protection of the
privacy, defined as the right of an individual or business to keep information about
them from being disclosed. Personal privacy is recognised and upheld by the
European Union as a fundamental human right [1].

In this paper, we will briefly describe how we can enrich the data architecture of
ISSR with privacy preservation solutions. In particular, the system ISSR must be
equipped with a privacy-preserving statistical analysis system that: (i) performs
privacy-preserving access on the input parties by controlling elaborations that can be
performed by the computing parties, and (ii) decides which results can be published
to which result parties.

1.1  Integrated System of Statistical Registers (ISSR)

The Italian Integrated System of Statistical Registers (ISSR) is a ‘micro data’
repository that guarantees: i) homogeneous management process of domain specific
registers, 1i) statistical, conceptual and physical integration of the statistical units
contained in each register. The registers that compose the ISSR refer to the core
themes of statistical production, i.e. Individuals, Families and Cohabitations,
Economic/Institutional Units and Places. Moreover, the relationship among the
themes allows it to be called “Integrated System” [2, 3, 4].

The design of ISSR data architecture is compliant with modern semantic
integration approaches, with a strong emphasis on active metadata guiding the access
to the system. More precisely the whole data architecture (see Figure 1) can be split
into three layers: all registers, ISSR and data consumption, defined by all type of
publication or analysis outputs.

ISSR offers flexibility and agility to retrieve on-the-fly data from all registers,
overcoming the limitations of older approaches such as ETL and data replication.
Currently, the System is composed by four sub-layers: 1) Physical Integration that
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combines data, using the unit identification code, 2) Integrated Micro Layer that
selects, integrates and transforms data, then exposing them as views, 3) Macro-data
Layer provides aggregated data to users to conduct analyses or business intelligence
activities, 4) Semantic level provides access to data via Ontology Based Management
System (ODBM) to micro and macro data [5].

The Ontologies is a formal, shared and explicit representation of the
conceptualization of the domain of interest expressed through the formal language,
which makes it "machine-actionable", allow representing metadata “coupled” with
data. Therefore, in this system the metadata are not limited to a “documentation” role
but allow governing the data integration step by ensuring the high quality of integrated
data. Moreover, ontologies allow the access to the data and the accesses management.
This functionality can be a component to handle some Output privacy issues as
described below in Use Case 2.

In the 2 sub-layers, Integrated Micro Layer, we need to implement solutions that
solve or mitigate input privacy issues, as described in the Use Case 1.

1.2 Input and Output privacy: Techniques

In this section, we introduce input and output privacy core concepts. In literature,
the term Input Privacy refers to a set of methods and technologies that allow to
perform processing without accessing or deriving any input value provided, nor
accessing intermediate values or statistical results during the processing of data other
than output established for processing [6].

Input Privacy techniques allow processing registers linked data without accessing
directly to the data of each register, thus reducing liability and simplifying compliance
with data protection regulations. Secure computation techniques, which process data
while it remains encrypted or obfuscated from regular access, allow achieving this
goal. Input privacy techniques are generally used when a party wants to share data
with other parties, without providing access or sharing its information. Concerning
the ISSR, its input sources are the statistical registers and privacy measures have to
be put in place in order to enforce privacy on computations that involve multiple
registers.

Another class of techniques to preserve privacy is Output Privacy. Such class
guarantees that the published results do not contain identifiable input data beyond
what is allowable by Input Parties.
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Figure 1: ISSR privacy

Following the general description provided above in Figure 1 we identify the
parties involved in the ISSR and the ‘boundaries’ of input and output privacy.

In the following subsections, we will describe two applications of input and output
privacy techniques in the context of ISSR. ‘Use Case 1’ describes how input privacy
techniques allow merging two or more registers in a single archive, in compliance
with data protection regulations. ‘Use Case 2’ describes the access the ISSR to obtain
a non-aggregated or aggregated output combining differential privacy with ontology-
based access to information.

Use Case 1: Input Privacy

Suppose we want to perform analyse the employment conditions of individuals
with disabilities with respect to the municipality of residence. This analysis requires
linking the basic Register of individuals with the selection of the disabled, enriched
with the information of the municipality of residence and the Register of Labor, which
records the job positions of the selected individuals.

In this scenario, access to register data could be ontology-driven. Ontologies
allows defining concepts and relationships between concepts, therefore allow
identifying queries - or more general analysis - that can have strong impact on privacy
of individuals. In addition, these analyses allow defining possible harm to individuals.

The use of input privacy techniques such as (Full) Homomorphic Encryption (HE,
FHE) [7] are extremely onerous from a computational perspective, thus limiting for
the number of operations that can be performed. Therefore, ontology-driven accesses
could determine in which cases processing according to input privacy.
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We can define, through ontologies, confidential and sensitive the information
about disabilities and potentially discriminating if combined with information on their
employment.

The link of two registers using privacy-preserving record linkage techniques is
described in [8]. This type integration is classified as Private Set Intersection with
Analytics (PSI-A) [9]. Each register has an owner internal at Istat; the analysis can
be executed by one of owners or a third party (internal at Istat). In order to avoid the
disclosure of sensitive information during the linkage process, we need sophisticated
techniques. We will examine HE and FHE, a family of encryption schemes with a
special algebraic structure that allows computations to be performed directly on
encrypted data without requiring a decryption key. In particular, Full Homomorphic
Encryption allows both additions and multiplications to be performed on encrypted
data.

Use Case 2: Access Privacy

Suppose we want to perform analyses relating to the residential individuals in
small areas (sub municipality). This analysis requires linking the basic Register of
individuals with the selection of residential people, enriched with the information of
the addresses or the sub municipality areas of residence and the Register of Places,
which records the geographic identification.

As described in previous case, the use of the ontologies can guide in the definition
of risky concepts and dangerous with respect to privacy relationships between
multiple concepts.

We can define through the ontologies the relationship between individuals and the
residential address or area as a risky information and that can determine the damage
of location of the people and therefore define required the use of privacy input
techniques to the access to this information.

A second level of use of ontologies can be to intercept people with a set of

characteristics that can make them re-identifiable.
Besides the use of ontologies, we are investigating the use of output privacy
techniques belonging to Differential Privacy. Differential Privacy is an approach used
to quantify and limit the number of information about individuals in a database that
leak out releasing the result of an aggregate calculation on that database.

References

1. Privacy and Data Protection by Design, European Union Agency for Network and Information
Security (2015) https://www.enisa.europa.eu/publications/privacy-and-data-protection-by-design

2. Wallgren, A., Wallgren, B. (2014): Register-Based Statistics. Statistical Methods for Administrative
Data. Wiley

3. G. Garofalo, R. Radini, M. Scannapieco: The Italian System of Statistical Registers: On the Design
of an Ontology-based Data Integration Architecture. In proceeding of NTTS Conference on New
Tecniques and Tecnologies for Statistics (2017)

51



Mauro Bruno and Roberta Radini
P.D. Falorsi, R. Radini, M. Scannapieco, L. Tosco: Modernizing Data Integration Systems at Istat.
European Conference on Quality in Official Statistics, Q2018, Krakov, Poland (2018)
R. Radini, M. Scannapieco, L. Tosco: The Italian Integrated System of Statistical Registers: Design
and Implementation of an Ontology-based Data Integration Architecture. (2018)
https://www.istat.it/it/files//2018/11/Scannapieco_original-paper.pdf
UN Handbook on Privacy-Preserving Computation Techniques. (2019)
http://publications.officialstatistics.org/handbooks/privacy-preserving-techniques-
handbook/UN%20Handbook%20for%20Privacy-Preserving%20Techniques.pdf
Gentry, C., Boneh, D. (2009): A fully homomorphic encryption scheme. Vol. 20. No. 09. Stanford:
Stanford University
Vatsalan, D., Christen, P., O’Keefe, C. M. & Verykios, V. S., An Evaluation Framework for
Privacy-preserving Record Linkage. Journal of Privacy and Confidentiality, 6(1), 35-75 (2014)
Falorsi, P.D., Liseo, B., Scannapieco, M. (2019): Dealing with Privacy Issues in Data Integration
Systems, versione estesa dei proceedings di ‘Law via the Internet 2018°, Knowledge of the Law in
the Big Data Era, Series Frontiers in Artificial Intelligence and Applications, ISBN 978-1-61499-984-
3, IOS Press

52



Trusted Smart Surveys: a possible application of
Privacy Enhancing Technologies in Official
Statistics

Trusted Smart Surveys: una possibile applicazione delle
tecnologie di miglioramento della privacy nella statistica
ufficiale
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Sommario In this discussion paper we outline the general concept of Trusted Smart
Surveys as a possible use-case for the application of Privacy Enhancing Technolo-
gies (PET). Central to the Trusted Smart Survey paradigm is the notion of extracting
output information without revealing the input data. This can achieved by leveraging
PET to compute the final desired information — a statistical indicator or and aggre-
gate table — without centralising the individual data from the respondents. Together
with additional mechanisms for ensuring transparency, auditability and public con-
trol over the whole process these technologies can help to scale up public trust in
new survey models, hence promoting participation, and in this way contribute to
improve accuracy and relevance of official statistics.

Sommario In questo contributo viene delineato il concetto delle Trusted Smart Sur-
veys intesa come una possible applicazione delle moderne tecnologie di migliora-
mento della privacy (PET). Un elemento centrale di questo paradigma é il concetto
che il risultato di una computazione possa essere estratto senza rivelare i dati in
ingresso. In questo modo, le tecnologie PET consentono di ottenere l'informazione
desiderata — ad esempio un indicatore statistico oppure una tavola di valori ag-
gregati — senza centralizzare i dati individuali dei partecipanti. Insieme ad altri
meccanismi tesi a garantire la trasparenza, la verificabilita e il controllo sull’inte-
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ro processo, queste tecnologie possono aiutare a rafforzare la fiducia da parte del
pubblico nei nuovi modelli d’indagine, promuovendo una maggiore partecipazione,
contribuendo cosi a migliorare [’accuratezza e la rilevanza delle statistiche ufficiali.

Key words: Trusted Smart Survey, Trusted Smart Statistics, Privacy Enhancing
Technologies, Official Statistics.

1 From traditional surveys to Smart Surveys

The traditional survey model based on paper questionnaire is based on a batch of
questions (questionnaire) presented to the respondent, by a human interviewer, du-
ring a single survey session. Such questionnaire-based interaction model has not
changed with telephone-based and computer-assisted interviews. Instead, levera-
ging the smartphone (via a mobile app) allows for several important changes to the
survey model. First, the so-called response burden can be diluted over much longer
intervals, even months or years, with a continuous flow of questions presented at
very low rate in the background of the respondent’s normal activities. Second, the
active data generated in response to explicit queries may be complemented by and
combined with passive data collected automatically by sensors onboard the smart-
phone (e.g. GPS, accelerometer, etc.) or acquired from other devices within the per-
sonal sphere of the respondent (e.g., home appliances, Internet-of-Things devices),
again contributing to reduce the response burden (e.g., automatic diary). Third, the
human interviewer can be replaced by an Artificial Intelligence (Al) assistant. The
combination of these elements enable the design of context-aware survey models
where timing and content of the presented questions are decided dynamically based
on context information as inferred based on the sensor data. For example, a question
of the kind “It seems you are travelling today: is this trip mainly intended for work
or for leisure?" might be posed during the trip instead of the more traditional “How
many business trips did you perform in the previous 6 months?" In other words, the
combined use of Al and passive data allow to decide dynamically when and what
question to ask. Furthermore, questions can request explicit action and non-textual
response, for example taking photos or recording sound (“Can you please take a
photo of your surrounding environment?").

What we have outlined insofar is basically the concept of Smart Surveys. Throu-
gh the smartphone app, Statistical Offices (SO) have the possibility to establish a
continuous, long-term dialogue with each respondent. Furthermore, they have the
opportunity to feed back individualised reports to the respondent, to disseminate
selected figures and statistics of special interest for particular groups, and to bet-
ter communicate the importance of official statistics. In this way, the bi-directional
dialogue between the SO and the respondent may become even more interactive.

Such fundamental change of paradigm is enabled not only by the availability of
mobile technologies, but also by the fact that continuous interaction with mobile
apps is considered rather normal nowadays. It is not only a matter of exploiting
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new digital technologies, but also leveraging the new digital behaviours and new
digital attitudes that citizens have developed through the use of such technologies.
In the private sector, marketing strategies are increasingly relying on continuous
low-intensity interaction with customers via mobile apps, and in principle similar
practices (with appropriate adaptations) may be adopted by public institutions for
public interest purposes, including by statistical offices to produce better official
statistics. That does not mean that SOs are called to emulate marketing practices
from the commercial sector. Rather on the contrary, SOs have the opportunity to
pioneer new models of data use based on their constituent principles of transparency,
openness, independence and democratic control, and to show the way to other public
institutions (but also to the private sector) as to how the collectivity can (re)gain
democratic control over its data. In so doing, SO should remain critical and vigilant
of the possible negative consequences and unintended effects, not least the risk of
distorting — or anyway influencing excessively — the social phenomena they aim
at measuring. Taking a critical design approach, SO can design new survey models
that ripe the potential benefits of the new (data, technologies, behaviours, attitudes)
while minimising the potential risks. In the remainder of this short contribution we
propose an initial reflection on one of several aspects related to the design of a
suitable Smart Survey model, namely the issue of trust.

2 From Smart Surveys to Trusted Smart Surveys

The smart survey model is considerably more intrusive in the life of the participant
than the traditional survey model: it would allow SO to plug into a much richer,
wider and deeper set of data about the individual respondent and his/her activities,
with much greater level of detail and for longer times. The rising awareness by
the public about the dystopian risks of mass surveillance would make such model
difficult to accept (if at all desirable) unless a set of convincing safeguards are put
in place to offset the risks of any possible data misuse — against the individuals,
groups and the whole collectivity — and to guarantee a level of transparency and
trustworthiness that is commensurate to the risks.

Trust is a complex issue where aspects of trust in the process, trust in the in-
put data and trust in the output statistics are closely intermingled and reciprocally
inter-dependent. If the respondents fear negative consequences resulting from par-
ticipating in Smart Surveys, they will not provide their truthful data (or provide no
data at all) and the resulting final figures will be poorly representative of reality. In
this way, lack of trust in the process causes lack of trust in the input data and there-
fore in the final statistics. To stir a virtuous cycle of trust, SOs must provide strong
trust guarantees on the whole survey process in the first place.

As the survey model evolves from traditional to smart, additional guarantees must
be provided, also based on new technological means. The success of a well designed
Smart Survey model requires SOs to put in place (and convincingly communicate
to the respondents and to the general public) a set of strong mechanisms to ensure
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by design public control on what information is extracted from such data, how (me-
thodology), why (purpose) and by whom. This requires the deployment of a cohe-
rent combination of “soft" measures (i.e. legal provisions, organisational processes,
practices) and “hard" measures (i.e. technological solutions) that are adequate to the
new scenario'. Putting in place a coherent set of strong safeguards is what qualifies
the Trusted Smart Survey model, i.e., an augmentation of the Smart Survey concept
by technological and non-technological elements aimed at increasing the degree of
trustworthiness of data use.

3 Design principles: an initial proposal

Designing a Trusted Smart Survey model is a task that involves multiple dimen-
sions: it is matter of trustworthiness engineering where security, privacy, organi-
sational and communication elements must be blended together, each of them en-
tailing hardware, software and humanware aspects. To this aim, it is important to
establish a common terminology and a clear set of design principles and require-
ments in the first place. A key aspect of the Trusted Smart Survey paradigm, and
more in general of the whole Trusted Smart Statistics concept [1], is a shift of focus
from data collection to data use. This implies that the central pivot of the whole
engineering process is the combination of DATA and CODE — not merely DATA.
Generally speaking, given a collection of input data = and pre-defined function
f, statistical production entails the computation of the output y = f (). The func-
tion f denotes here any generic algorithmic workflow (or statistical methodology)
described by a pre-defined sequence of mathematical operations of arbitrary com-
plexity. The most complete and non-ambiguous description of a complex function
f is by means of a computer program, i.e., software code. A computation instance,
or query, is therefore associated to the application of CODE f to DATA z, hence
to the DATA-CODE pair {(x, f). Both elements may be centralised at a single ma-
chine administered by a single entity, or distributed among multiple machines pos-
sibly administered by different entities. In the envisioned model of Trusted Smart
Survey the individual data of each participant remain local to the participant’s pri-
vate space (e.g., her personal device or private cloud space). The code execution is
split between the participant’s machine, for the local pre-processing of individual
data (“micro" processing), and an institutional or inter-institutional infrastructure
supporting secure private computation of aggregate values (“macro” processing) th-
rough PET. Such PET infrastructure might possibly comprise multiple machines
administered by different organisations, as e.g. with Secure Multi-Party Computa-
tion (SMPC), or it may reduce to a single machine controlled jointly by multiple
institutions, e.g., based on Trusted Execution Environment (TEE) combined with

! While a set of measures is already in place to ensure trustworthiness of statistical production and
protection of personal data collected from traditional sources, such measures need to be scaled up
and strengthened in order to cope with new, more intrusive non-traditional kinds of data sources.
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mechanisms for multi-party authorisation. Whatever PET solution is adopted, it is
important to avoid concentrating control into a single point of trust.

Paraphrasing a famous quote: “DATA is neither good nor bad; nor is it neutral"
(the original version had “technology" instead of “data" [2]). In fact, the discourse
about what is ethically desirable vs. undesirable — hence operationally allowed or
disallowed, technically enabled vs. disabled — would be more clearly scoped if
centered specifically on the DATA-CODE pair (x, f), rather than solely on DATA
x. It is possible to envision data governance models wherein the legal right and the
technical possibility of applying a particular CODE on a particular set of DATA is
decoupled from who holds the data. Keeping data holding and data usage as distinct
issues is indeed a pivotal aspect in the discourse.

Based on the above considerations, we list below a possible set of design prin-
ciples for the future Trusted Smart Survey model. Our goal here is to present an
initial proposal serving as starting point for a critical discussion within the statisti-
cal community. With the caveat above, we propose to consider the following design
principles:

1. For a generic respondent i, the individual data element x; remains private to the
respondent and is never disclosed as such to any single other entity — DATA are
closed and remain stored at their respective sources.

2. The source code of f is always made openly available for public scrutiny before
and after performing the computation, in order to allow for ex-ante and ex-post
checks — CODE is open.

3. The final result of the computation y (query output) is made available to the SO
but not automatically released to the public — access to the query output remains
restricted to authorised SO.

4. Before execution, the source code of f must be approved by a pre-determined
set of ex-ante controllers.

5. The execution of every query must be logged in a secure way and made accessible
to ex-post controllers. Each log must contain all appropriate meta-data, including
an unmodifiable pointer to the exact code version that was executed and detailed
information as to who had access to the computation result.

6. Technical and organisation means are adopted to ensure that the binary (exe-
cutable) code run on the data corresponds to the (source) code f that was
preliminarily approved by all ex-ante controllers (e.g., code authentication).

7. Technical and organisation means are adopted to ensure that the information
stored in every log corresponds truthfully to the query execution.

The role of ex-ante or ex-post controller may be taken by any entity (institution,
organisation, association, etc.) bearing a legally recognised interest related to the
query. To illustrate, consider the example that entity A is mandated to ensure me-
thodological quality (the code f is appropriate and fit for the purpose), entity B cares
that the prospective output to be computed by f is ethically acceptable, and entity
C is concerned that the same output does not cause harm to some legitimate private
business. One possible way to reassure and gain support by all entities is to assign
to all such entities a shared, non-exclusive ex-ante controller role. Similar conside-
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rations apply for the assignment of ex-post controller roles. We do not claim here
that each and every entity with some interest in the computation has automatically
the right to act as controller. However, the PET infrastructures must allow to flexibly
configure ex-ante and ex-post controller roles to different entities as needed in each
specific use-case. In other words, having such feature in place at the software and
hardware level allows to flexibly engineer the process and governance model at the
humanware level, and to assign shared, non-exclusive controls to the relevant and
legitimate stakeholders.

Note that Principle (3) foresees that access to the computation output y may still
be restricted to the SO. This provision allows to execution of computation function
f for which the output y still yields some residual risk of personal re-identification.
In this case, it is responsibility of the SO to apply the usual Statistical Disclosure
Control (SDC) checks in post-processing before releasing the final statistics to the
public. Alternatively, Differential Privacy (DP) mechanisms may be embedded in
the computation function f. Depending on the specific use-case, both variants can
be considered. In summary, referring to the notions of Input Privacy and Output
Privacy (see e.g. to [3] for a discussion), the whole chain from raw input data until
final statistics must compose an Input Privacy solution (e.g., SMPC or TEE) with a
solution for Output Privacy (SDC or DP).

The above principles imply that (i) the computation function f is defined be-
forehand, and (ii) the whole statistical production process is fully automatised and
represented in machine-readable code. These conditions are not problematic in the
statistical production stage, but may be somewhat critical for research and methodo-
logical development where some degree of manual data exploration is unavoidably
needed. To cope with such situation, a slightly modified set of design principles
could be formulated, where some items are loosened (e.g., ex-ante checks) while
others are strengthened (e.g., ex-post checks) in order to maintain adequate control
while allowing for the necessary degree of flexibility during manual exploration.
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Disegni ottimi per prove cliniche a risposte esponenziali

Rosamarie Frieri and Marco Novelli

Abstract Most of the randomized clinical trials for treatment comparisons have
been designed to obtain a balanced allocation among the treatments. This is mostly
due to the so-called universal optimality of balance. However, with several treat-
ments the balanced allocation may not be efficient and could be strongly ethically
inappropriate, in particular for phase Ill-trials. In [3], taking into account the ex-
ponential model, the target allocation maximizing the power of Wald test under a
suitable ethical constraint has been derived. In this paper, we further explore the
operating characteristics of such allocation through a comparison with other targets
proposed in the literature, showing that the constrained optimal target exhibits good
performances in terms of inferential precision and ethical demands.

Abstract La maggior parte degli studi clinici randomizzati per il confronto tra
trattamenti sono stati disegnati per ottenere un’allocazione bilanciata tra i gruppi.
Questo e dovuto principalmente alla cosiddetta ottimalita universale del bilancia-
mento. Tuttavia, in presenza di molti trattamenti, [’allocazione bilanciata potrebbe
risultare inefficiente e fortemente non etica, in particolare nelle prove cliniche di
Fase IIl. In [3], considerando risposte esponenziali, é stata derivata ’allocazione
ottimale che massimizza la potenza del test di Wald basato sui contrasti, sotto un ap-
propriato vincolo etico. In questo articolo, verranno approfondite le caratteristiche
operative di tale allocazione anche attraverso un confronto con le altre allocazioni
proposte in letteratura, allo scopo di valutare la sua efficienza rispetto a criteri di
natura sia etica che inferenziale.
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1 Introduction

In randomized clinical trials two competing goals, i.e. individual vs. collective
ethics, have to be balanced. Indeed, the need to allocate more patients to the best
available treatment (individual ethics) usually conflicts with the rigourous pursuit
of scientific knowledge obtained with high inferential precision (collective ethics).
So far, the vast majority of randomized clinical trials have been designed to achieve a
balanced allocation among treatment groups, thanks to the optimal properties of bal-
ance especially in terms of estimation accuracy (see [6]). However, adopting equal
allocation in the presence of several treatments could be neither efficient - since it
is different from the optimal design for hypothesis testing (see [2, 3]) - nor ethical,
especially in the context of phase-III trials, where the need to care for the well-
being of the subjects involved in the trial is of primary importance. To overcome
this trade-off, target allocations depending on a metric that accounts for treatment
effects and/or their variabilities have been proposed, in order to obtain a valid com-
promise between ethical demand and inferential precision (see [1, 5]). Generally,
these allocations depend on the unknown model parameters and can be targeted by
suitable response adaptive randomization procedures, namely sequential allocation
rules that, making use of the information accrued along the trial, change the as-
signment probabilities at each step in order to skew allocations toward the superior
treatment. Recently, taking into account the problem of testing statistical hypothesis
in normal homoscedastic trials, Baldi Antognini et. al. in [2] proposed an optimal
target which maximizes the power of the Wald test of homogeneity, subject to an
ethical constraint reflecting the effectiveness of the treatments. Moreover, Frieri and
Zagoraiou in [3] derived a constrained target for exponential outcomes that are par-
ticularly relevant for oncological trials with survival endpoints. In this paper, we
explore in depth the operating characteristic of the allocation derived in [3] through
a comparison with other targets proposed in the literature. Our results show that the
constrained optimal target guarantees very good performance in terms of statistical
power, estimation precision, and ethical demands.

2 Framework and notation

In this work, clinical trials in which each subject is sequentially allocated to one
of K > 2 available treatments are considered. Let &, be the treatment assignment
indicator such that & ; = 1 when patients j is assigned to treatment k (k = 1,...,K)
and 0 otherwise, with 21[5:1 Okj = 1. The experimental outcome of the corresponding
patient, Y;, is assumed to be exponentially distributed with E(Y;[8; = 1) = i, the
treatment effect, and V(Y;|6; = 1) = ,u,f its variance. At each stage n, let T, =
(Tins .. Txn) | with 1, =n! Z?:] Okj and ZkK:l T, = 1, be the vector collecting
the treatment assignment proportions up to that point, and g = (U, ..., uUx)  the
vectors of treatment effects. In what follows, without loss of generality, we adopt
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the-larger-the-better scenario, that is an higher response is more desirable for the
patient’s care, and we will work under the non-restrictive assumption that pu; >
U > -+ > Ug, i.e. the best performing treatment is labelled as the first one and the
worst as the Kth one.

Here, the inferential focus is on the treatment contrasts, so letting A" = [1x_;| —
Ix_1], where 1, and I, represent the p-dim vector of ones and the identity matrix,
wedenote by . = A" = (U — W, ..., 11 —ug) " and R, = (L1, — fon, - -+, flin —
fix,) " the vector of contrasts wrt the first treatment and their MLEs, respectively.
Under well-known regularity conditions, fl, is strongly consistent and asymptot-

ically normal, i.e. @, = . and \/n(R,, — K1, LN N(0x_1,A"M~'A), where

M = M(u|m) = diag (u; *m;),_,  is the Fisher information matrix associated

with p. Finally, let us define by p = (p1,...,px) ", with p > 0 and YX_ pp =1,
the desired target allocation proportion, that can be obtained through suitable opti-
mization problems.

The experimental strategy adopted to obtain the optimal target depends on the
objective of the trial. When the aim is to maximize the inferential precision in the
estimation of the treatment contrasts, Sverdlov and Rosenberger in [7] derived the
tr4 optimal target by minimizing tr[A"TM~'A], i.e.

ph = wmvK—1 My
TR/ S Sy Y VK —T+YE,

It is easy to show that pl-A > pl‘-‘fH <= U; > Uiy fori=1,...,K —1 so this target,
for exponential outcomes and under the-larger-the-better scenario, is ethical. On the
side of hypothesis testing instead, a typical problem in multi-arm trials is to test the
null-hypothesis of equality of treatment effects, i.e. g, = 0x_1, where Ox_1 is the
(K — 1)-dimensional vector of zeros. The target allocation maximizing the power
of the Wald test of homogeneity is p* = (1 /(11 + Uk),0,...,0, ux /(1 + px)) "
(see [3]), which is clearly inappropriate for both statistical and ethical reasons. To
avoid empty treatment arms, Zhu and Hu in [9], adopting the same framework in
[8], set an optimization problem in which the power of the test is maximized subject
to a constraint on the lower bound of the minimum number of subject assigned to
each treatment. More specifically, the ensuing target pZ should satisfy p? > T for
i=1,...,K, where T € [0,1/K] is selected by the user. The target pZ is available
in closed form (which is not reported here for brevity, see [9]), however, it is only
defined when iy = --- =ty > Ug11 > ... 2> Ug—g > UK _g+1 = -+ = Uk, for some
positive integers s and g such that s + g < K. Notice that this framework does not
include the configurations of the parameters in whichs+g=K,ie. yy =---=pu; >
Ujy1=---=pugforj=2,... . K—1.

Finally, Frieri and Zagoraiou in [3], by adopting a multipurpose design method-
ology, derived the optimal allocation maximizing the power of Wald test sub-
ject to an ethical constraint reflecting the efficacy of the treatments. The ensu-
ing constrained optimal target maximizing the non centrality parameter ¢(p) =
n-u/[ATM'A]" 'y, of the multivariate Wald test subject to p; > p; ;1 for i =

and pf =

fork=2,...,K. (1)
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1,...,K—11is
c Ja=E&=Dxx,....x)" ifx<k!,
pe=2", . . 2)
P ifx>K ",
where p? is the balanced allocation and
2
1 vK 1 1
o mke (5 )
K (1 _1\yk (1L _ 1Y\
£ () 2 G )
Note that in the presence of a cluster of superior treatments [ = --- = g >
Poi1 > .. > Uk—g > Hg—gr1 = - = U all targets p€ = (p&,....pCx,...,x)"
suchthat )} pl-C =1—(K—s)xand s+ g < K are optimal. Instead, when s+ g =K

every allocation such that Y, pf =1— (K —s)x =1 /(w1 +pux) =1-¥5 ., pf

is optimal.

3 Comparisons of optimal allocations for the exponential model

In this section, we compare the statistical performances of the previously in-

troduced designs, that is pA,pZ p€ and pZ, in terms of the normalized power,

TM—1(pA
Ep(p) =¢(p)/¢(p*) and the try efficiency, E;., (p) = w. As a mea-

sure of ethics, we consider the ratio between the total expected outcome and its
maximum value, that is Eg(p) = y; ! Zszl Uip;i. Figure 1 summarizes the operating
characteristics of the targets for yp = 10, u3 =9 and 4 = 8, as u; varies from 15
to 35. As far as the statistical power is concerned, for values of u; close to t, p?
with T = 0.1 shows the highest power efficiency while, as 1| increases (greater than
25) the best performance in terms of Ep(-) is achieved by p€ in (2), whose power
is always increasing wrt ;. Note that, this property is not shared by all the targets.
The p# target in (1), the balanced one and pZ for T = 0.15 and T = 0.2 always
present lower power than p€. In terms of ethical demand, p¢ outperforms all the
competitors with a gain wrt the second best (p%, T = 0.1) up to 7%. The ethical
efficiency of p¢ - as also confirmed by other studies omitted here for brevity - is
slightly decreasing for values of u; close to t, and tends to increase as [l; grows.
A similar behaviour is retrieved only for p#, whereas all the remaining targets have
decreasing ethical efficiency as ) increases. In terms of estimation precision, the
second best is pZ with T = 0.15 for p; < 26, while the same target with 7 = 0.1
shows a value of E;., approaching 1 as p; grows. The constrained target pC ex-
hibits an estimation efficiency almost constant wrt t; with a value always greater
than 0.93. In general, the balanced design shows the lowest efficiency in all the mea-
sures considered, while the performances of pZ strongly depends on the subjective
choice of T
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Fig. 1 Efficiency measures for p4, p€, p8 = (0.25,0.25,0.25,0.25)", and pZ for T = 0.1,0.15
and 0.2 where p; € [15,35], 14p = 10,43 =9 and pq = 8.

In Table 1, we present some examples in which groups of treatments with the
same efficacy are considered . We can notice that pC, which coincides with the bal-
anced design in scenario (a), skews the allocations to the best performing treatment
as the differences between p; and the other treatment effects increases. In all the
configurations considered, p€ leads to the highest power while keeping the ethical
and the estimation efficiency always greater than 92.3% and 91.5%, respectively.

Scenario u P Ep(p) EE(P) Eny(P)
p* =(0.379,0.219,0.219,0.183) T 0.670 0.970 1
(a) (12,12,12,10)7 p€ =p? 0.818 0.958 0.915
p” - - -
pt =(0.394,0.227,0.189,0.189) T 0.975 0.936 1

C T
+ p€ =(0.318,0.227,0.227,0.227) 1 0923 0.969
(b) (12,12,10,10) p? 0.992 0917 0.898
pZ - - -
p1 =(0.409,0.197,0.197,0.197) " 0.928 0.902 1

C _ T
1 p€ = (0.545,0.152,0.152,0.152) 1 0925 0.932
(c) (12,10,10,10) " 0.682 0.875 0.881
pZ - - -

Table 1 Behaviour of p4, p€ and p® = (0.25,0.25,0.25,0.25) 7 in presence of groups of treat-
ments with the same efficacy.
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As discussed in Section 1, it is worth noticing that the target proposed by Zhu
and Hu [9] cannot be computed for some parameters configurations, e.g. scenarios
(a), (b), (c) of Table 1. This drawback can strongly affect its applicability.

Notice also that in clinical trials comparing K > 2 treatments the definition of
ethics is not unequivocally determined and the requirement of being ethical by
skewing more patients to the superior treatment may sometimes be misleading (see
[3]). The structure of the ethical constraint p; > pjy; fori=1,...,K—11in pC en-
sures that the target has its components ordered accordingly to the magnitude of
the treatment effects. In general, this property is not shared by the considered tar-
gets: for example the p# allocation in (1) assigns more patients to the reference
treatment, which in our set-up coincides with the best treatment. However, if for ex-
ample we consider g = (10,12,12,12) T, then p4 = (0.325,0.225,0.225,0.225)T.
Moreover, if we adopt pZ with T = 0.1 in a configuration close to scenario (a), e.g.
i =(12.1,12,11.9,10) " then the ensuing target is p* = (0.357,0.1,0.1,0.443) 7.
In both examples the highest proportion of patients is receiving the less effective
drug showing that these targets may be inappropriate from an ethical viewpoint.

The results of Figure 1, Table 1 and the discussion above, show that the con-
strained optimal target pC represents a valid trade-off between statistical power,
inferential precision and ethical demand.

Acknowledgements Marco Novelli was supported by the Italian Ministry of Education, Univer-
sity and Research under PRIN 2015 “Environmental processes and human activities: capturing
their interactions via statistical methods (EphaStat)”.
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From measurement to explanatory approaches:
an assessment of the attractiveness of the
curricula programs supplied by Italian
universities

Dalla misurazione all’analisi delle determinanti: una
valutazione dell’attrattivita dei Corsi di Studio in Italia

Isabella Sulis and Silvia Columbu and Mariano Porcu

Abstract The aim of this study is to define the attractiveness of degree programs
supplied by Italian Universities using data provided by the National Student Archive
(NSA) on a cohort of students enrolled at the universities in a.y. 2017-18. For this
sake, micro data on students university mobility choices have been summarized at
field of study level in each of the Italian University by defining several indicators
of degree programs attractiveness. A classification of universities based on the at-
tractiveness of the fields of study they offer have been advanced which relies on a
robust definition of mover and which takes into account multiple aspects of the in-
vestigated phenomena. The resulting data set has been investigated using Multilevel
Latent Profile Analysis to identify profiles of universities and degree programs.
Abstract 1l lavoro analizza ’attrattiva dei corsi di laurea attivati nelle Univer-
sita italiane utilizzando i dati forniti dall’ Anagrafe Nazionale Studenti relativi alla
coorte di immatricolati nell’a.a. 2017-18. I micro dati sulle scelte di mobilita degli
studenti sono stati aggregati a livello di corso di studio delle singole universita at-
traverso la definizione di diversi indicatori di attrattivita. La scelta di usare indica-
tori multipli per la definizione di un indice di attrattivita ha consentito di avanzare
una classifica delle universita, in termini di attrattivita dei corsi di studio attivati
nell’offerta curriculare, che si basa su una definizione robusta di studente in mo-
bilita e che tiene conto di molteplici aspetti complementari. L’utilizzo della Multi-
level Latent Profile Analysis ha permesso di identificare profili di universita in base
all’attrattivita dei rispettivi corsi di laurea.

Key words: university attractiveness, Multilevel Analysis, Latent Profile Analysis,
Field of study
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1 Introduction

The study of the capability of universities of attracting students from other geo-
graphical areas has become a topic of great relevance in the last years, since it is
strictly linked with the reputation of the universities and their perceived quality in
the public opinion [2, 3, 9], with the depopulation of the youth and educated people
from the less developed areas of the country and the related brain drain phenomenon
[6,7,5,1,8,9, 10, 4]. This study aims to measure the attractiveness of Italian
universities focusing on degree programs they supply and addressing the follow-
ing research questions: (i) How Italian degree programs can be classified according
to their capability to attract students? (ii) Which are the main profiles that arise
of universities and degree programs in terms of attractiveness? We operationalize
attractiveness using multiple indicators and we adopted a multilevel latent profile
analysis for shaping profiles of universities and degree programs characterized by
different levels of attractiveness. For this sake micro data provided by the National
Student Archive (NSA) on a cohort of students enrolled in # 1540 bachelor degrees
of # 80 Italian Universities in a.y. 2017-18 has been adopted and individual student
mobility choices have been summarized for each university at field of study level
(degree program) by defining six indicators of attractiveness which are function of
the number of incoming movers, the distance from their city of residence and their
status of free or forced movers.

2 Data

We use the micro data provided by the NSA related to a cohort of freshman enrolled
in 2017/18 and the information on the two surveys Almal.aurea on graduated in
2015 in order to build up a data set of Italian bachelor degree programs. The micro
data provided by NSA have been summarized (averaged) at degree program level
for each university to sketch profiles in terms of socio-demographic background
of their students. The distribution of students and degree programs by disciplinary
field is listed in Table 1. We use a robust definition of mover by considering as
student in mobility only those students who attend a university outside their region
(for regional mobility) or the province (for provincial mobility) of residence and
who take more than 90 minutes to reach their municipality of residence from the
university.

Moreover, we identified free and forced mover students. Namely we classified as
free movers only those students who had the possibility to attend the degree pro-
grams where they enrolled in their province of residence and chose to move. In this
way we overcome issues related to considering as movers, students coming from
bordering areas or universities which offer a limited number of degree programs.
Six indicators have been considered in order to operationalize the attractiveness di-
mension of bachelor degree programs offered by Italian universities: 1) the number
of incoming robust regional mover students in each degree program over the num-
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Table 1 Number of students and degree Programs by disciplinary field

Disciplinary field N. degrees N. students
Agrarian Sciences 64 7,979
Other Scienfic 78 7,797
Architercture and Ingeneering 180 45,026
ArteeDesign 63 10,350
Biology and Chemestry 70 12,808
Economics 134 41,759
Pharmacy 48 8,190
Education 63 12,613
Computer Sciences and ICT 65 9,145
Law 91 19,894
Literature 99 13,342
Languges 63 20,229
Mathematics ad Phisic 67 6,447
Politics and Social Sciences 153 25,249
Health Profession 147 15,402
Psychology 32 7,023
Physical education 33 6,192
Total 1450 269,445

ber of enrolled students in each degree program (INCIDENCER); 2) the number of
incoming robust provincial mover students in each degree program over the number
of enrolled students in each degree program (INCIDENCEP); 3) the number of in-
coming robust regional movers attracted by a degree program of a given university
on the total number of regional movers in the specific study field (classe di laurea)
of the degree program in Italy (QUOTEMOVERR); 4) the number of incoming robust
provincial movers attracted by a degree program of a given university over the total
number of regional movers in the specific study field (classe di laurea) of the de-
gree program in Italy (QUOTEMOVERP); 5) the number of free movers coming from
other regions (without applying the condition of the 90 minutes travel time) over
the total number of enrolled students (FREEMOVERR); 6) the average travel time of
students coming from other regions using the travelling time between municipalities
estimated by ISTAT (AVERAGETRAVEL)'. The average values of the indexes and
their standard deviations (see Table 2) show a remarkable variability of the six in-
dicators across the four geographical macro-areas and within the macro-areas. This
clearly highlight the divergences between Centre-North and South universities not
only in the capability to attract students but also in the type of mover students at-
tracted (free versus forced movers) and in the extension of their catching area in
the national framework. The dimensionality of the selected attractiveness indicators
has been assessed using Principal Component Factors Analysis on the standardized
indicators. Results clearly suggest the presence of a dominant factor which explains
about 72% of the common variance.

! For this last indicator we had to impute values for incoming and outgoing mover students in
Sardinia and Sicily (less than 3% of the population) as the Istat database provides for the two
islands only the travel time for between municipalities within region movements.
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Table 2 Descriptive Statistics attractiveness of indicators

INCIDENCER |[INCIDENCEP| QUOTEMOVERR
MACRO-AREA |mean sd mean sd mean sd
CENTRE 0.18 0.15 0.20 0.16 |0.04 0.06
ISLANDS 0.02 0.04 0.12  0.11 ]0.003 0.01
NORTH 0.15 0.14 0.16 0.14 |0.05 0.09
SOUTH 0.06 0.11 0.09 0.12 [0.02 0.05

QUOTEMOVERP [FREEMOVERR [AVERAGETRAVEL
MACRO-AREA |mean sd mean sd  [mean sd
CENTRE 0.04 0.06 0.20 0.15 |65.83 39.85
ISLANDS 0.02 0.02 0.04 0.09 |40.61 13.78
NORTH 0.05 0.08 0.23 0.17 |64.87 36.20
SOUTH 0.02 0.05 0.10 0.15 |40.38 22.89

3 Modelling Approach

Multilevel Latent Profile Analysis [12] has been used to jointly classify universities
and degree programs in Level-2 and Level-1 latent classes and to sketch profiles for
both. The number of lower and higher level classes has been defined on the basis of
the improvement in the goodness of fit measures, heterogeneity in the classes and
interpretability of the results [11]. By indicating with j = 1,...,n; the 1540 degree
programs on which the analysis refers to (Level-1 units) and withk=1,..., K the 80
universities (Level-2 units) in which degree programs are clustered, the vector y;;
of observed values for units & is explained by defyning two discrete latent variables
U (defined by h = 1,...,H latent classes) and V (defined by m = 1,...,M classes),
respectively at Level-1 and Level-2 units. A 2-level latent profile model is described
by two equations representing respectively the level-2 and the level-1 membership.
That is at second level

g

H
A :hZP(Vk =) [1fujlve=h),
=1

j=1

with P(v; = h) membership probability of Level-2 units to profile h, and at first level

~

M
Foijlve=h) =Y, Plugj = mlve = 0) [ [ f Ojiluxj = m,vic = h),

m=1 i=1

where P(uy;j = m|vy = h) is the conditional membership probability of first level
units to profile m, given the belonging in level-2 class h, and yy; is the value of
the indicator i (i = 1,...,]) for unit kj. We assume that f(yxji|luxj = m,vi = h) is
normally distributed with mean (i, and variance szmkh).
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4 Results

On the basis of these aspects, four Latent Classes have been identified to profile
degree programs attractiveness and three Latent Classes to differentiate between
universities, as Table 3 shows. The profiles of the latent classes at Level-1 (Table 3
(a)) have been drawn looking at the differences in the expected values of the indi-
cator items (expressed in z-score) between degree programs belonging to different
classes. Namely the degree programs in LC2 have on average a value of the z-score
equal to -0.96, thus it detects Low attractive degree programs, whereas degree pro-
grams in LC4 have an average z-score equal to 1.53, thus it identifies High attractive
degree programs. LC3 and LC2 with values equal to -0.61 and 0.05 detect respec-
tively Medium-Low attractive and Medium attractive degree programs. The value
of the Wald test statistics show that the average values of the indicators significantly
differ between LCs. At Level-2 three profiles of Universities arise on the basis of the
proportion of degree programs classified in each Level-1 category (Table 3 (b)). Low
attractive universities have about 50% of the degree programs classified in the Low
attractive LC at Level-1, Medium attractive universities have about 68% of degree
programs classified as Medium-Low and Medium attractive, whereas High attractive
universities have 53% of degree programs classified as High attractive.

Table 3 Results Multilevel Latent Profile Analysis: L-1 Degree Programs, L-2 Universities

a) Latent Classes Profiles: Level 1

Indicators Medium-Low Low Medium High Wald p-value R?
LC1 LC2 LC3 Lc4
INCIDENCER -0.72 -1.06  0.07 1.71 2072.67 0.00 0.79
rank 2 1 3 4
INCIDENCEP -0.62 -1.15  0.10  1.67 2698.00 0.00 0.80
rank 2 1 34
QUOTEMOVERR -0.59 -0.74 -0.13  1.46 88273 0.00 0.54
rank 2 1 34
QUOTEMOVERP -0.54 -0.76  -0.10  1.40 1128.68 0.00 0.51
rank 2 1 3 4
FREEMOVERR -0.65 -1.11  0.12  1.63 2084.44 0.00 0.77
rank 2 1 3 4
AVERAGETRAVEL -0.58 -095 024  1.29 1166.73 0.00 0.58
rank 2 1 3 4
mean -0.61 -0.96 0.05 1.53
average rank 2 1 3 4
Labels LC Medium-Low Low Medium High
b) Latent Classes Profiles: Level 2
Level 2 Level-1 Latent Classes
Latent Classes Medium-Low Low Medium High
Low 0.378 0.501 0.103 0.018
Medium 0.323 0.173 0.361 0.142
High 0.089 0.001 0.381 0.530
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5 Conclusion

Main findings clearly suggest the clustering of universities and degree programs in
lower and higher level latent classes with different intensity of the underlying latent
trait. Latent classes at Level-1 and Level-2 are well differentiated at both levels of
analysis. Further analyses focused on the e determinants of class assignment are still
in progress.
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Pull factors for university students’ mobility: a
gravity model approach

11 gravity model per la individuazione dei fattori di
attrazione per la mobilita studentesca

Giovanni Boscaino and Vincenzo Giuseppe Genova

Abstract Migration phenomena are characterised by flows that are typically multi-
lateral. Often an outgoing flow corresponds to one or more incoming flows, which
counterbalances it. When the balance is negative, socio-economic problems can
arise. Italy has been afflicted for years by a particular type of unilateral migra-
tion: student mobility. Thousands of students leave the South to study in the Centre-
North, driven by the better socio-economic conditions of those areas, and by more
prosperous job prospects. Since this flow is not followed by a return one, nor by
other incoming flows, the historical, socio-economic gap between North and South
is widened. Taking advantage of the big dataset concerning the cohorts of students
enrolling in Italian universities, made available by the Ministry of Education, we
adopted the viewpoint of gravity models to investigate the social, economic and
educational aspects of universities and destination areas that can make mobility at-
tractive, studying them also over time.

Abstract I fenomeni migratori sono caratterizzati da flussi tipicamente multilater-
ali: ad un flusso in uscita ne corrisponde uno o pii in entrata che ne bilancia il
saldo. Ma accade a volte si assiste a flussi sbilanciati, con saldo molto negativo
conducendo a problemi socio-economici. L’italia da anni é afflitta da un partico-
lare tipo di migrazione unilaterale: la mobilita studentesca. Migliaia di studenti
abbandonano il Sud per studiare al Centro-Nord, attratti dalle migliori condizioni
socio-economiche. Poiché tale flusso non é poi seguito da uno di ritorno, né da un
altro in entrata, lo storico divario socio-economico tra il Nord e il Sud e amplificato.
Sfruttando il dataset delle coorti degli studenti che si iscrivono alle universita ital-
iane, fornito dal MUR, per indagare gli aspetti socali, economici e formativi delle
universita e delle aree di destinazione che possono rendere appetibile la mobilita,
studiandoli anche nel tempo, secondo I’approccio del gravity model.

Key words: Student mobility, gravity model, mobility pull factors
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1 Introduction

The critical role of a university for the development of a territory is widely accepted
in the literature. Its importance is due mostly to two factors. First, universities play
a core role in the level of education in the area in which they are situated. This im-
portance is amplified where there is a knowledge-based economy, for which human
capital is of primary importance and the labour market requires highly qualified peo-
ple [9]. Second, Perry & Wiewel [12] introduced the notion of university as urban
developer and regenerator, having positive, direct and indirect effects to the envi-
ronment around. If it can attract students, then income will be created from them,
due to the increase in both population and demand of consumer goods. In Italy, since
the 90’s students’ mobility has brought a significant national concern for the socio-
economic future of the Country. Specifically, students from the southern regions
tend to move toward the northern ones, and this phenomenon is seen as a perpetual
mechanism of the regional disparities and the existing dualism between the southern
and northern regions of Italy [1]. From the origin region perspective, students’ mi-
gration may severely hamper the regional potential in many ways. First of all, when
students move from one region to another one, they have to be financially supported
by their families, creating a transfer of capital to the destination ones. Second, the
origin regions could lose their best students and so the best human capital for their
future growth, since students are more likely to find a job in that region. If grad-
uates do not come back to their home regions, these regions will have less human
capital, losing the ability to attract external investments, that together with their
economy, will be negatively affected. In the academic year 2016-2017, compared to
the 685,000 southerners enrolled at the University, 25.6% study at a University in
the Centre-North. The share of residents in the Centre-North studying in the South
is only 1.9%. The net migration balance is about 157,000 units, and is constantly
increasing. Students who emigrate for study purposes make up about 0.7% of the
resident southern population [5]. The empirical evidence shows how, when we con-
sider the entire range of working life, the rate of Return On Investments in human
capital in the southern regions is about half of that observed in the “richest” regions
of the Center-North (Piedmot, Lombardy and Emilia-Romagna, [6]). Besides, stu-
dents’ choice regarding where to study often depends on the (perceived) “quality”
of the training offered by the university. In Italy, the largest regions usually offer the
broadest range of topics, becoming an attractive pole for the migratory flow of stu-
dents. It emerges rather clearly the presence of a market failure [8]. The economic
theory suggests how there should be market equilibrium characterised by invest-
ments smaller than the optimal ones, or sub-optimal choices in terms of “quality”
of universities or courses that fit better the students’ needs. The study carried out by
Dotti et al. [9] shows that, although the quality of a university and its characteris-
tics play a central role in the decision process of a student, the characteristics of the
labour market in a specific region must be taken into account as well. They point out
that in the southern regions there are not universities which attract students living
more than 200 kilometres of distance, and the number of registrations of a university
is linked to the job prospects of students, so to the expected number of job offers.
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Amendola & Restaino [7] focus the attention to the determinants and characteristics
of the mobility process from and toward Italy. They show that the number of stu-
dents interested in spending part of their academic education abroad is steadily in-
creasing. This is not a surprise, given that students who choose to study abroad earn
much in terms of life experience, intercultural competencies and quality of studies,
being more and more willing to learn and/or to strengthen their competencies and
knowledge. The study carried out by Camillo et al. [11] on Italian graduates who
work abroad, shows that more than 80% of graduates interviewed five years after
getting their degree would make the same choice because they were very satisfied
and would not go back in Italy. So, it seems that the Italian labour market is not able
to increase the value of human capital generated by Italian universities. Students’
enrolment has decreased significantly, especially after the economic crisis of 2008,
while the students’ migration from the South to the other regions of the Country
has increased. This phenomenon has created further inequalities within the Country
and a cultural and socio-economic loss for the South of Italy. The study presented
in this paper aims to explore the determinants of students’ mobility in Italy. In par-
ticular, the focus is on the pull factors of the destination universities and areas. We
have considered information coming from institutional statistics about universities’
and city areas characteristics, seeking for some aspects that can motivate students to
abandon the South.

2 Methodology

In literature, the Gravity Models approach is one of the most adopted to study mi-
gration flows from an origin to a destination place. The main idea behind the Gravity
Model is the Newton gravity law: a gravity model assumes that flow (the attraction
force) is proportional to the sizes of origin and destination (of bodies’ masses) but

inversely proportional to the distance of these two places (bodies). In its general
YiY;
flows, N;; is the number of people move from area i to area j; G is a constant; Y;
is the number of people in area i; Y; is the number of people in area j; d;; is the
distance between countries i and j. Under a modelling approach previous equation

can be expressed by logarithmic transformation:

form a gravity model can be expressed as N;; = G~ where, considering mobility

In(N;j) = Bo+ P In(Y;) + B2 In(Y;) + B3 In(dij) + &i; M

In literature many reformulation of Eq. 1 were proposed, in particular authors pro-
posed to substitute the d;; with variables that act as detractors, e.g. the travel costs.
For example, concerning students’ mobility, Beine er al. [2] argued that students’
mobility could be affected by migration costs and the size of the network at the des-
tination. According to them, the network at the destination is defined as migrants
from the origin city living at the destination and this network can facilitate migra-
tion flows. Indeed previous migrants are likely to provide assistance and information
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to those students decide to migrate in the city j, reducing migration costs [2, 3]. The
goal of our analysis is to study the determinants of students’ mobility and the pos-
sible effects of the migration chain. When students move because they are advised
and invited by friends or relatives living in the destination area, we are in the pres-
ence of a migratory chain [4]. According to Beine ef al. [2], we decided to analyse
students’ mobility following a Gravity Model approach with mixed effects on clus-
ters of Sicilian municipalities (clusters of origin), and on the provinces of “out of
Sicily” universities (provinces of destination). Clusters come from [10]: 38 clusters
grouping the 390 Sicilian municipalities, based on economic, commercial and ge-
ographical proximity aspects, and the spoken language (Italian vs local dialects).
In our analysis we assume the response variable is Njjj; ~ NB(,u,-j‘k, Gij‘k), where
Njjix 1s the number of outgoing students from cluster i to university’s province j
conditioned to the k —th covariate profile. Under these assumptions the model is:

In(;i) = n(Nig) + 04 +Vio + X;B + Z,y+ 6;;In(M;j) + &+ 0;  (2)

where Njj; is the total number of freshmen of the i cluster of Sicilian municipali-
ties, ¢ is the intercept, V; is the vector of student’s characteristics in the cluster i,
X are socio-economic covariates of the provinces of destination, Z, are covariates
related to the characteristics of university u, and M;j, are students of previous years
from cluster i that study at university u in the province j. ¢, 3, and y are vectors
of unknown regression parameters and 6;; is the network effect. & ~ N(0,0?) is
the cluster of origin random effect, and @; ~ N(0, 62) is the province of destination
level random effect. As the aim of this analysis is to evaluate pull factors in stu-
dents’ mobility, we decided to include in the model socio-economic covariates and
universities covariates that can act as pull factors. Another goal of this analysis is to
measure the migration chain effect in students’ mobility. In this first approach, we
decided to use as migration chain effect the network measure proposed in [3], that
is expressed by 0 in eq. 2. Our idea is if a chain migration effect in Italian university
students there exists, the parameter 8 should be positive and significant.

3 Results and comments

The model in Eq. 2 was estimated for data coming from the Italian Ministry of Ed-
ucation. In particular, data regards individual information about two cohorts (2014
and 2017) of the population of the Italian freshmen followed up to graduation. Many
variables are available: socio-demographic (Gender, Area of study, High School Fi-
nale Grade, and Diploma Type), life quality of the province of destination (Unem-
ployment rate, House Price, Free time indicator, Public order indicator), and uni-
versity characteristics (Scholarship, Indicators of Services, Structures, and Commu-
nication). The baseline profile is a student with high school grade [60 — 70], from
scientific high school, that enrol at a Degree Course of the humanistic area, with
quantitative covariates. For sake of simplicity and pages limit, the estimates of the
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four models are reported in Table 1. Concerning the baseline profile, the expected
number of outgoing students, for the cohort 2014, is grater for those students choose
a non-humanistic area, and in particular the expected number of outgoing students
for male seems to be greater in the social area and for female in the scientific area.
Looking at the cohort 2017 (last two columns) we notice that outgoing male students
prefer the scientific area and females the health one, ceteris paribus. In the 2017 co-
hort, instead, male students with lower mobility are those choose the social area
and females the scientific area, maybe due to the labour market in the destination
provinces which could have determined the degree courses choice.

Table 1 Model estimates by gender and cohort, standard errors in parenthesis.

2014 2017

Parameters Males (s.e.) Females (s.e.) Males (s.e.) Females (s.e.)
Intercept -3.396 (1.11) -4.904 (0.39) -7.997 (2.30) -8.877 (1.49)
Health area 0.090 (0.06) 0.040 (0.04) 0.071(0.07) 0.069 (0.04)
Scientific area 0.118 (0.07) 0.093 (0.04) 0.080 (0.06) -0.051 (0.04)
Social area 0.169 (0.06) 0.068 (0.04) 0.042 (0.06) 0.019 (0.03)
Grade (70,80] 0.128 (0.04) 0.122 (0.04) -0.070 (0.04) 0.024 (0.04)
Grade (80,90] 0.101 (0.04) 0.119 (0.04) -0.043 (0.04) 0.053 (0.04)
Grade (90,100] 0.288 (0.04) 0.255(0.04) 0.233(0.04) 0.146 (0.04)
Classical -0.299 (0.04) -0.103 (0.03) -0.283 (0.04) -0.058 (0.03)
Professional -0.528 (0.09) -0.343 (0.08) -0.308 (0.07) -0.121 (0.06)
Technical -0.304 (0.04) -0.296 (0.05) -0.213 (0.04) -0.126 (0.04)
Other diploma -0.394 (0.07) -0.207 (0.04) -0.372 (0.06) -0.083 (0.03)
Unemployment rate -0.012 (0.01) -0.005 (0.01) -0.010 (0.01) -0.004 (0.01)
House price 0.000 (0.00) 0.000 (0.00) 0.000 (0.00) 0.000 (0.00)
Free time 0.000 (0.00) 0.000 (0.00) 0.000 (0.00) 0.001 (0.00)
Public order -0.001 (0.00) 0.000 (0.00) -0.002 (0.00) 0.000 (0.00)
M;j, 0.004 (0.00) 0.003 (0.00) 0.004 (0.00) 0.004 (0.00)
Services -0.010 (0.01) -0.001 (0.00) -0.018 (0.01) -0.011 (0.01)
Scholarships 0.011 (0.00) 0.001 (0.00) 0.015 (0.00) 0.005 (0.00)
Structures 0.002 (0.00) 0.000 (0.00) 0.015(0.01) 0.006 (0.01)
WEB -0.011 (0.01) -0.002 (0.00) 0.030 (0.01) 0.000 (0.01)

Furthermore, regardless the gender and the cohorts, looking at the high school
grade, the higher the grade, the bigger the expected number of outgoing students
and this result could be in according to the idea that families let move their children
if they are very talented and motivated. Instead, we can see differences due to the
high school diploma. Indeed, the expected number of outgoing students is lower
for students have not a Scientific lyceum diploma, and this result suggests the stu-
dents with a higher mobility profile come from the Scientific and Classical Lyceum.
Looking at pull factors related to the areas and the universities of destination, Table

77



Boscaino G. and Genova V.G.

1 highlights that the unemployment rate at the destination seems to play a role in the
student mobility: indeed, regardless the cohort and the gender the higher the rate, the
lower the expected number of outgoing students. In addition, such an effect is higher
for male students than females, and it does not show great differences between the
two years. Moreover, the more accessible the scholarships are at the enrolment, the
higher the number of students that chose an “out of Sicily” university is. Also, the
effect related to the scholarship seems to change according to gender. With respect
to the migration chain effect in students’ mobility, the explanatory variable M;;,
(defined as students that from cluster of origin i move to province of destination j
to study at university u in previous years) highlights a migration chain if it will be
positive and significant (as explained in section 2). Looking at Table 1, such effect
seems exist and it’s highly significant, and as expected this result could suggest mi-
gration chain plays a role in student mobility. Also, this result seems to be similar
and stable with respect to the gender and over time.
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Spatial autoregressive gravity models to explain
the university student mobility in Italy

Modelli gravitazionali spaziali autoregressivi per spiegare
la mobilita studentesca in Italia

Silvia Bacci, Bruno Bertaccini, Chiara Bocci

Abstract We investigate the mobility of Italian academic students among geograph-
ical areas (i.e., provinces) to attend university. The study relies on data collected by
the Italian National Student Registry and concerns students enrolled in the academic
year 2011-2012 in a bachelor degree program or a five-years degree program of any
Italian university. The methodological approach we adopt is based on the analy-
sis of the flows of students among provinces through spatial autoregressive gravity
models. The gravity component of this type of models accounts for the deterrence
effect due to the distance among province of origin and province of destination.
Instead, the spatial autoregressive component is introduced to capture homogenous
behaviours among contiguous geographical areas. In particular, we focus on alter-
native ways to specify the spatial weight matrix that characterises the spatial autore-
gressive component of the models at issue.

Abstract Oggetto di questo contributo é I’analisi della mobilita degli studenti uni-
versitari italiani tra aree geografiche (province) per frequentare l'universita. Lo stu-
dio si basa su dati raccolti dall’Anagrafe Nazionale Studenti e riguarda gli imma-
tricolati ad un corso di laurea triennale o a ciclo unico nell’anno accademico 201 1-
2012 in un qualsiasi ateneo italiano. L’approccio metodologico adottato é basato
sull’analisi dei flussi di studenti tra province tramite un’idonea specificazione di
un modello gravitazionale spaziale autoregressivo. La componente gravitazionale
del modello tiene conto dell effetto deterrente dovuto alla distanza tra provincia di
origine e provincia di destinazione. La componente autoregressiva spaziale viene,
invece, introdotta per catturare comportamenti omogenei tra aree geografiche con-
tigue. Una particolare attenzione é posta sulle possibili specificazioni della matrice
dei pesi spaziali, caratterizzante la componente autoregressiva spaziale dei modelli
in oggetto.
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1 Introduction

Mobility of academic students across a country (inter-regional mobility) to attend
university has important consequences on the economic development of the geo-
graphical areas involved, as the migration for study reasons is often just a precursor
of the migration for job reasons and students that move away from home to take
a degree tend not to return at the end of the academic studies. This phenomenon
is particularly remarkable in Italy where many students living in the South are at-
tracted by university courses offered in the North of Italy. Some recent contributions
in such a setting are [6], [7], [14].

In the present contribution we are interested in detecting homogenous geograph-
ical areas having a similar behaviour in terms of student mobility. More in detail,
we investigate the possibility of aggregation of: (i) geographical areas of origin on
the basis of their tendency to “send out” young people living there to attend univer-
sity and (ii) geographical areas of destination where academic campus are located
on the basis of their tendency to attract students from outside. The study deals with
the first-level mobility, that is the transition from the high-school to the bachelor (or
five-years) degree. Hence, the focus is on the flows of students from the place of res-
idence to a university located elsewhere, with provinces considered as the territorial
unit of reference.

The statistical methodology we adopt is based on the Spatial Auto-Regressive
(SAR) gravity models.

The class of gravity models (for a review see [1] and [13]) is typically adopted
to explain incoming and outgoing flows (of migrants, goods, workers, and so on)
between geographical areas (e.g. countries). In the higher education field, gravity
models are useful to explain the flows of students across territories and/or univer-
sities; examples of gravity models applied to the university context are given by
[12], [3] and [6]. In addition, some spatial components may be introduced to take
into account the spatial correlation between flows [10], after having controlled for
observable characteristics of the origins and destinations.

The data used in the study comes from the Italian National Student Registry (in
Italian, Anagrafe Nazionale Studenti - ANS), which is an administrative database
that monthly registers and monitors the careers of university students enrolled in
any degree program in a public or private university located in Italy.
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2 Data

Analyses are carried on freshmen enrolled in the academic year 2011-2012 in a
bachelor degree program or a five-years degree program (i.e., degree program that
usually lasts five or six years), defined according to Law 509 of 1999 and Law 270
of 2004, of any Italian higher education institution, with the exclusion of on-line
universities. The set of students amounts to 207,388 distributed in 71 universities
and 102 provinces (note that a certain number of universities have campus dislo-
cated on several provinces). The biggest universities are the University of Rome “La
Sapienza” (5.3%), Bologna (5.0% of students) and Neaples “Federico II”” (5.0%).
The 28.9% of universities is located in the North-West of Italy, the 21.5% in the
North-East, the 23.1% in the Centre, the 19.5% in the South of Italy and the remain-
ing 7.0% in the Islands (i.e., Sicily and Sardegna). A more detailed description of
the data at issue together with some assessments of the capability of attraction and
retention of students by universities is provided by [2].

Around one-half (48.6%) of freshmen enrolled in a bachelor or five-years degree
program comes from a province different from the one where he/she lives. Obvi-
ously, in certain cases the migration is “forced” because the higher education offer
of several provinces is completely absent or strongly limited (see Fig. 1). For this
reason, the study of flows needs to take into account the distinction between forced
migrant students and free migrant students [9] or, similarly, the distinction between
provinces that supply a complete and varied offer of bachelor degree programs and
provinces with a limited or absent offer.

Flows by destination
[J0-1000
(11000 - 2500
2500 - 4000
I 4000 - 8000
I 8000 - 25309

Flows by origin
[1384-1000
[ 1000 - 2500
I 2500 - 4000
I 4000 - 14607

(a) (b)

Fig. 1 Number of outgoing students by province of residence (panel a) and number of incoming
students by province of destination (panel b).
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3 The SAR gravity model

The gravity model we rely on is formulated as [8]

logVy; = Bo + Yilogdp + log)‘c’bhﬁo + log)?/DiBD + ep, (D

with Y;; denoting the flow of students from the origin / to the destination i, with
h representing the province of residence and i the province where is located the
university attended by the student. Moreover, dj; is the road distance in kilometers
between / and i: as the distance between s and i increases, we should observe a
reduction in the flows towards i. Vectors X, and Xp; collect characteristics of the
origin & and destination i, respectively, that affect outgoing and incoming flows,
such as the type of higher educational offer supplied (e.g., complete and varied,
limited, absent). Moreover, 3y is the constant term and %, BO’ and BD are the re-
gression coefficients associated with the distance and the other characteristics of the
origin and the destination; ey is the error term. Considering n provinces, the model
analyses all flows for n® origin-destination pairs of provinces. The n x n flow ma-
trix contains intra-provincial flows in its main diagonal and inter-provincial flows
in its off-diagonal elements; it is vectorised by stacking the columns to form an
n?* x 1 vector of log-flows contained in y. Hence, model (1) may be written in matrix
notation as . T,
¥ = PBo+7¥d+XoPo+XpPp +é€, 2

where d is the n® x 1 vector of log-distances logdy;, Xo=X ®Tn and Xp = T,, ®)_f,
with X being the n X p matrix of the provinces’ p characteristics. To take simple the
notation we assume the same covariates for origin and destination provinces, but
this assumption is not necessary. In practice, the Kronecker product ) repeats the
same values of the n provinces to create a matrix of covariates associated with each
origin (Xo) and each destination (Xp).

The gravity model (2) assumes independence among the origin-destination flows.
It is possible to relax this assumption to account for different types of spatial de-
pendence between geographical areas [10, 11]. In detail, the SAR gravity model is
specified as follows

= Bo+ poWoy+ poWpy+ popWon¥ + 7d + XoBo + XpPp + &, ©)

with Wo = W®1,, Wp = 1,QW, and Wop = W QW, where W is the n x n
spatial weight matrix that accounts for the neighbour relationships between the n
provinces. The coefficients pp, pp, and pop measure the strength of the origin-
based, destination-based and origin-to-destination-based dependence, respectively.
In other words, these correlation coefficients denote how larger flows from origin
h to destination i are accompanied by: larger flows from neighbours of 4 to i (po),
larger flows from 4 to neighbours of i (pp), larger flows from neighbours of & to
neighbours of i (ppp). Note that the model specification could include one or more
of the spatial components.
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4 Specification of the spatial weight matrix W

The specification of a SAR gravity model requires a suitable definition of the spatial
weight matrix W. We can adopt two main approaches to define the elements wy; of
W: () taking into account actual geographical relations or (ii) considering socio-
economic similarities. Note that, whatever the definition of W matrix is, elements
on the principal diagonal are set to O by definition.

Point (i) represents the traditional approach to the definition of W. Typical
choices are given by:

e contiguity matrices of order 1 (i.e., we consider only areas that share a border)
or higher (i.e., we also consider neighbours of neighbours): wy; = 1 if area & and
area i are contiguous (of order 1 or higher), and 0 otherwise;

e k-nearest neighbours: wy; = 1 if i is one of the k-nearest areas to /, and O other-
wise;

 distance-based neighbours: wy; = 1 if i is within a specified distance from 4, and
0 otherwise;

* inverse distance: wy; = 1/dj;.

A different perspective is adopted under point (ii), where the elements of W are
defined according to measures of similarity alternative or complementary to the
geographical ones. The recent literature proposes the use of socio-economic vari-
ables that characterise the substantial (not necessarily geographical) neighbourhood
among areas; for instance, [5] use a distance between areas based on a quality of
life indicator.

Preliminary results obtained using contiguity matrices of order 1 are displayed
in Figure 2, where the spatial autocorrelation Moran’s index is plotted both for out-
going flows (panel a) and for the incoming flows (panel b).

Moran's | = 0.093 Moran's | = -0.067

o R

e

spatially lagged log(origin flow)
4+
spatally lagged log(destination flow)

6 7 8 9 o 2 4 6 8 10

log(origin flow) Iog(destination flow)

(2) (®)

Fig. 2 Moran’s index plot for the outgoing flows (panel a) and the incoming flows (panel b).
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The Moran’s index outlines weak (although significant) spatial correlation be-

tween flows of students from different provinces, with a few provinces having a
leverage effect. In order to better investigate the spatial correlation structure of data
at issue, the future work will be focused on the evaluation of alternative specifica-
tions of the spatial weight matrix W, mainly based on socio-economic similarities
(point (ii) above) in order to detect groups of provinces sharing a common behaviour
in terms of propensity to send out students to attend university elsewhere and/or to
attract students from other provinces.
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A Time Clustering Model for Spatio-Temporal
Data

Un modello di clustering temporale per dati
spazio-temporali

Clara Grazian and Gianluca Mastrantonio and Enrico Bibbona

Abstract Clustering methods are ubiquitous in many areas of science: ecology, en-
vironmental sciences, microbiology, linguistics, transport models, etc. Model-based
methods, like mixture models, allow to quantify the uncertainty on the cluster-
ing, however extensions to data showing specific types of dependence, as spatio-
temporal data, present some hidden difficulties. In this work, we propose an ap-
proach to identify clusters in spatio-temporal data and study their evolution over
time; the method is invariant with respect to the ordering of the clusters and to the
choice of the reference cluster.

Abstract Metodi di clustering possono essere trovati in ogni area della science:
ecologia, science climatiche, microbiologia, linguistica, trasporti, etc. Metodi basati
su modelli, come i modelli mistura, permettono di quantificare l'incertezza sulla
struttura di clustering, ma introduzione di strutture di dipendenza particolari,
come quelle caratteristiche dei dati spazio-temporali, presentano alcune difficolta
nascoste. In questo lavoro, proponiamo un approccio per identificare cluster in dati
spazio-temporali e studiare la loro evoluazione nel tempo; il metodo é invariante
rispetto alla scelta dell’ordine dei gruppi e del grouppo di riferimento.

Key words: logistic-normal process, hidden Markov models, coregionalization, in-
variance
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1 Introduction

Clustering analysis is one of the main tasks in statistics and applied statistics; some
examples can be find in the task of characterising the number and the features of
animal behaviours from tracking trajectories, identifying the genetic characteristics
of regional flora which increase the probability of survival in presence of pollution,
or defining levels of resistance to antibiotics of bacteria. In this respect, mixture
models represents a flexible tool to define a probability distribution for the problem
of clustering. The natural temporal extension to mixture models is defined by the
class of hidden Markov models (HMMs) [7].

Although HMMs are very popular and applied in various settings, the Markov
structure can be too restrictive in some situations. One typical example is the depen-
dence of the allocation to each group to external variables or processes. A possible
solution would be to introduce covariate information that models the probabilities,
however this type of information is not always available and the strucutre of this
dependence can be too complex to be easily defined in a model. Another problem of
HMMs is that the probabilities to belong to each cluster are time-independent: this
is a strong assumption that is rarely satisfied. Finally, the full set of clusters should
be present in all the temporal window of observation, while it could be reasonable
to assume that some clusters can appear and disappear in specific moments, in par-
ticular if the time framework is large. The main reason why the HMM is so widely
used lies on its efficiency and ease of implementation.

We propose a model where the clustering probabilities are time-dependent and
depend on the particular locations of the data. These is achieved by assuming that
the vector of probabilities is marginally distributed as a logistic-normal model (Log-
itN) [1] and the structured temporal dependence is induces by a Gaussian process
obtained through the coregionalization method [2]. The logitN distribution was pro-
posed by [1] as a distribution for compositional data, i.e. vectors of positive prob-
abilities with the sum-to-one constraint. With respect to the Dirichlet distribution,
which is usually introduced to model compositional data, the logitN distribution
has the advantage that relates the vector of probabilities to a latent Gaussian ran-
dom variable. The structure of the simplex, where the probabilities are defined and
which is imposed by the sum-to-one constraint, imposes that in a vector of K ele-
ments, only (K — 1) are free to vary, while the K-th is deterministically determined,;
this element is usually defined the reference element.

Since there is no reason to choose any group as the reference one, inference
should not depend on this choice; however, the introduction of a coregionalization
in the Gaussian process involved in the Gaussian latent variable can change the
marginal distribution of the elements of the probability vector; a solution to this
problem is usually reached by introducing simplifying assumptions.[5] assumes in-
dependence between the K — 1 process and spatio-temporal correlation functions,
while [3] and [6] assume dependence between the vectors but only a common func-
tional form for the spatial correlation is used for all regimes.

In this work, we propose a method which is invariant with respect to the choice
of the reference element and to the choice of the ordering of the groups.

87



A Time Clustering Model for Spatio-Temporal Data

2 A LogitN representation of the temporal clustering

Let {t1,t2,...,t7} = 7 be the set of observed time points and let x(s) = {x;(s) },c7
be the data observed at locations s € R2. Let z(s) = {z(s)},cs with z(s) €
{1,2,...,K} =, and f(-) be a generic density, with parameter of location &,
and scale Q. We assume that the data come from a mixture-type model based on
(possibly multivariate) normal densities:

F(x(s)[2{&, 2i}) = ij(xf(s)‘éz,(s)agzt(s))v €))
teg
X ()18 2 (5)) ar(s) ~ N2 (8 (5) Qi) )

It is necessary to define the distribution of the allocation variable {z(s)},c 7 in
such a way that it can describe the dynamic evolution of the clustering probabilities.
The most popular model used in this setting is the hidden Markov model, which
assume that

2,(8) |z () A hewer ~ Y Mo (88, (€)
ket
with z;, = 1 and where O is the Kronecker delta function, i.e. the evolution is gov-
erned by the Markov property. The mixing probability 7, ;(s) is the probability that
the location s belongs to component k at time ¢ and are defined in such a way that
T i(s) >0and Y& | m 4(s) = 1 for each s and 7.

The cluster probabilities {m; x(s)}; are allowed to vary across space and time.
In particular, we want to introduce dependence among them such that observations
close in space or time are more likely to be allocated to the same cluster than obser-
vations which are more distant from each other. In order to work on the dependence
structure, the standard approach involves to work on a transformation of the proba-
bilities

e“’t,k(5>
LR e

Tk (8) k#K. “)
From (4), it is evident that there is an identification problem, since the vector of
probabilities is invariant by adding a constant ¢ to all the @, ;(s) € R, then an
identification constraint is needed; it is usual to set one of the a),ﬁk(s) to zero, e.g.
w.k(s)=0forallz € 7 ands € R2.

The (K — 1)-dimensional vector @;(s) = (@1 (s),..., @ x—1(s))" is assumed to
be a realization of a time structured Gaussian process

o;(s) = (Ig-1 @ X, (s)) B+ An,(s) (5)

where X, (s) is a vector of p (possible) time-dependent covariates,  are (K — 1)p
regressors, A is an (K — 1) x (K — 1) matrix and 1,(s) = (0,,1(S), -, My, (k—1)(8))'s
where 1_; = {1 };c7 is a realization of a Gaussian processes with zero mean and
isotropic and stationary correlation functions Ci(|t — ¢'|; y;). Moreover, 1;(s) as
a function of space are independent-in-time spatially correlated errors distributed
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accordingly to a Gaussian process with zero mean and with spatial covariance
function, given by a isotropic correlation function Ci(|s —s'|;6;), where 6, de-
scribes the decay rate of the correlation as a function of the distance between lo-
cations. The dependence structure of the Gaussian process induces a dependence on
the compositional vectors. Since marginally @, is normally distributed with mean
(Ix—1 ®X;(s)) B and covariance matrix £ = AA, then 7(s) = (7, 1 (S),... T x—1(s))’
is LogitN distributed:

7 (s) ~ LogitN((Ix—1 @X,(s)) B, X).

The term (Ix_; ®X;(s)) B rules the mean of the processes, while A introduce
dependence between the @_(s) = {®; (s) };c7, i.e. if A is diagonal the @ i(s) are
independent; finally, 1,(s) models the structured temporal dependence. The covari-
ance between @, (s) and @, (s) is given by

E0=AC, | A’

where Cj,_y is a (K — 1) x (K — 1) diagonal matrices with i-th diagonal elements
equal to G;(|t —7'||; y;).

The sum-to-a-constant constranint of compositional vectors introduces some dif-
ficulties in the modelling of the clustering probabilities, since

Cov(m k(s),m;1(s)+ -+ M p(s)+ -+ m x(s) =0

and, therefore,

K
—Var(m; i(s)) = ; Cov(m; k(s), m,;(s))-
14

The left hand side is negative except for the trivial case when 7 x(s) is a constant.
[1] and following works pointed out that a more consistent measure of depen-
dence between compositional elements can be measure as

,i(S) ”t’,j(s)
5) " 7 (s)

T,'j7k1(l,l‘/):COV (log 77: ),i,j,k7l€17...,K7
(]

that are the covariance between all possible combinations of log-ratios; it has to
be noticed that the elements of compositional vectors provide information about
the relative value of the components (i.e. ratios) instead of their absolute values.
Moreover there is a one-to-one correspondence between the composition data and
the log-ratios then the covariance may be expressed in terms of log-ratios without
modifying the statistical problem or losing information.

The measure of dependence T; jykl(t,t’ ) is related to the covariances of the Gaus-
sian variables @y through the fact that
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and then

T (t,1") = Cov(wy(s), @y j(s)) +Cov(wy(s), wye)(s) (6)
— COV((D”'(S), a)M)(s) — COV(CO;]((S), a)t/j(s))

Equation (6) highlights an important interpretation problem: the structure of ;;  (¢,1’)
changes if they involves the last components of the compositiona vector.

It is easy to see [1] that a LogitN process has independent components in term of
log-ratios at time lag |r —'|, i.e. T;j 4 (z,#") = O for arbitrary i, j, k and [, only if the
covariance matrix between @, (s) and @, (s) can be written as

ay+ag ax ... ag
ag ar»—+tag ... ag
Zl,t' =
ag ag ... ag—1+ag

It is then easy to see that independent @’s, i.e. diagonals X, does not imply inde-
pendence between the elements of 7. In general, the dependence structured assumed
for oy «(s) is not automaticcaly transferred to the vector of probabilities 7; i (s).

2.1 A new parametrization

A new parametrization which allows an easier interpretation of the parameters is
now proposed.

It is possible to model the Gaussian variable defined without imposing the iden-
tifiability constraint:

Y,(s) = (Ix ®Xi(s)) (B, B2) +A™M,(s) )

where 7,(s) is a K dimensional process, aand A* is a K x K matrix, f§; is a p(K —
1)-dimensional vector, 3, is a p dimensional vector and 1 ;(s) ~ GP(0,Cy(|t —
'|;y,)), where Cy (|t —'|; ;) is a covariance function that dependes on parameters
vector W,. At time ¢, the covariance matrix of 7,(s) is £* = A*(A*)". Moreover,
N x(8) ~ GP(0,Ci(|s —§'|;01)), where Cy(|]s —s'|; 0¢) is a covariance function that
dependes on parameters vector 0.

Similarly to (5), the compositional vector is defined by using the ¥;(s)

i eVk(s) ek (8) =%k (s)
Tals) = T e ® T pK ) k=1,....K.

In order to deal with the identifiability problem, we subtract the value ¥ x(s) to all
the components of 7, (s), instead of setting to zero one of the them:
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. Yk ()= k(s) .
T(S) = ————= =1,...,K.

t,k( ) Zg-{:] e%yj<s)77t-K(s> ) ) 5
We have then created a link between the two parametrizations, and the parameters

of (5) can be derived by the ones of (7):
A=[A"k-1),1x — [A"]K 1K,

where with notation [] we select the sub-matrix with given indexes; simlarly,

B=B;—1x 1®B,,
and, finally,

Z k- + k-1 (2o ko — 2y a bk — k-1 [Z7 k) ko
where 1, is a c-dimensional vector of elements equal to one. Given this link, it
follows that ; x(s) = @, (s) forany k =1,--- , Kandt=1,---,T.

The process 7,(s) provides more interpretable results: the set of log-ratio vari-
ances are easy to compute since

Tijxi(t,1") = Cov (Vi — Yo Yo — W) s

now all the 7;; 4 (¢,¢') have the same structure, solving the inconsistencies shown in
equation (6).

3 Conclusion

We have introduced a new model to describe and predict spatio-temporal trajectories
characterised by a clusters. This approach introduces a latent representation which
allows to maintain the assumption on the dependence structure among the clustering
probabilities. It represents a generalisation of the approach proposed in [4] in order
to introduce the possibility of spatial dependence in the clusters.

Areas of application are hugely variable: environmental sciences, animal move-
ments, epidemiology, economics, genomics, among many others.
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Reconstruction of sparsely sampled functional
time series using frequency domain functional
principal components

Ricostruzione di serie temporali funzionali scarsamente
campionate utilizzando componenti principali funzionali
nel dominio delle frequenze

Amira Elayouty, Marian Scott and Claire Miller

Abstract In this paper, we present a useful application of the recently devel-
oped time-varying Functional Principal Components (FPCs) to the analysis of non-
stationary Functional Time Series (FTS) that commonly occurs in high-frequency
environmental data. The time-varying FPCs (Elayouty, 2017) adapt to the changes
in the auto-covariance structure and vary smoothly over frequency and time by tak-
ing into account (i) the temporal dependence between the functional observations
and (ii) the changes in the covariance/variability structure over time. This makes
them an attractive option for a number of analyses including the assessment of sta-
tionarity, the clustering of functional curves as well as the reconstruction of sparsely
sampled functional data in a dynamic FTS context. The performance of the time-
varying FPCs in reconstructing sparsely sampled FTS has been assessed here by a
simulation study.

Abstract In questo paper, presentiamo un’applicazione delle Componenti Princi-
pali Funzionali (CPF) tempo-varianti, di recente sviluppo, all’analisi delle serie
temporali funzionali non stazionarie che tipicamente si osservano su dati ambien-
tali raccolti ad alta frequenza. Le CPF tempo-varianti si adattano a cambiamenti
nella struttura dell’auto-covarianza e variano in modo smooth nel tempo e nello
spettro delle frequenze prendendo in considerazione (i) la dipendenza temporale tra
le osservazioni funzionali e (ii) le variazioni nel tempo nella struttura di varianza-
covarianza. Questo rende le CPF un’opzione interessante per una serie di analisi
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che includono la valutazione di stazionariet, il raggruppamento di curve funzionali
e la ricostruzione di dati funzionali scarsamente campionati in un contesto di serie
temporali funzionali. Le prestazioni delle CPF tempo-varianti nel ricostruire serie
temporali funzionali scarsamente campionate sono state valutate tramite uno studio
di simulazione.

Key words: Functional Time Series, Frequency Domain, Smoothing, Sparsely-
sampled, Principal Components; Non-stationarity, Functional Spectral Density

1 Introduction

Current sensor technology enables environmental monitoring programs to record
measurements at high-temporal resolutions over long time periods, for processes
which are in reality continuous in time. Examples include water quality measure-
ments from automatic monitoring buoys/sensors recorded every 2 minutes over time
or temperature recordings from thermistor chains at different depths in a lake over
time. Unfortunately, statistical modelling and analysis as well as feature extraction
from these environmental High-Frequency Data (HFD) are challenging due to the
persistent and dynamic dependence structure over the different timescales (Elayouty
et al. 2016) that can even become more problematic with the presence of missing
measurements. Functional Time Series (FTS) analysis and its recent developments
(Hormann and Kokoszka, 2012; Hormann et al. 2015; Elayouty, 2017) provides an
appropriate framework for the analysis and feature extraction from these HFD, tak-
ing into consideration these challenges.

Frequency domain Functional Principal Components (FPCs) that vary smoothly
over time, taking into account both the temporal correlation and the non-stationarity
in the series, have been recently developed by Elayouty (2017). These time-varying
FPCs proved useful to the exploration and analysis of dynamic FTS that commonly
manifest in environmental data. Testing for second-order stationarity and cluster-
ing of individual curves in a FTS are two typical applications of these timevarying
FPCs (Elayouty, 2017). This paper presents an application of these FPCs to the re-
construction of sparsely sampled dynamic FTS, assessed through their performance
in a simulation study.

2 Frequency domain time-varying FPCs

In FTS, data are viewed as realizations of a functional stochastic process {X;(7) :
k € Z,t € 7}, with k denoting the discrete time parameter e.g. day and t being
the continuous time parameter defined on 7 e.g. intra-day. The time-varying FPCs
evaluate the Spectral Density (SD) of the FTS process at each time point k. An
eigen-decomposition of the SD is then performed at each time point k to extract
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the frequency domain eigenfunctions, under the assumption that the process varies
smoothly over time. The time-varying FPCs accommodate the varying autocorre-
lation structure in a FTS through the decomposition of the SD which, unlike the
lag-0 covariance, contains information on the whole family of lag-# covariances
(Hormann et al., 2015).

As only a limited number of replicates are available at each time point &, the local
lag-h covariances and spectral densities are estimated by smoothing the sample lag-
h covariances over time using a weight kernel wy(.) with smoothing parameter s,

1 /
Yo (K] keZiWS |k — k') Xy @ Xy )]
where wy(.) is a monotonically decreasing weight function of the distance |k — k|
regardless of the lag h, ensuring that the highest weights are assigned to the pairs
(Xk, X)) near the target point k. The neighbourhood contributing to the covariance
estimation is determined by the choice of the kernel and smoothing parameter.
After estimating Vk,h, the local SD is estimated at each time point k by:

Vien =

Fro= 7 Y Vinexp(—ih®), 6 €|—m, 7], ©
heZ

and the local eigenvalues ik,m(e) and eigenvectors @y ,,,(6) of I:"k,g are computed.
The local frequency domain FPCs { @y, (t) : 1 € Z} are then obtained via the inverse
Fourier transform of ¢ ,(6).

3 Reconstruction of sparsely sampled FTS

Although sensor data often come in large volumes they may involve periods of miss-
ing data as a result of temporary breakdown in equipment or in transmission of data.
Imputing or reconstructing these missing periods with a better accuracy is of in-
terest to develop a complete picture of the phenomenon. Obtaining the frequency
domain functional PCs at each time point k requires a full data set. For this rea-
son a naive simple imputation method, using the average for instance, can be used
to provide initial values for the missing periods. After that the time-varying FPCs
{@mi(t) : 1 € Z} are obtained and used subsequently to filter the original FTS across
a number of lags and leads [ to obtain the m" local dynamic FPC scores at k by:
)A/rElk,Z = Zlef Llicr Xk_,(t)ékm, (¢)dt. All (complete or sparsely sampled) curves can
thus be approximately reconstructed based on these scores, using g-term (smooth)
time-varying FPCs, g < oo, as follows:

Z Z B (1), k. 3)

This procedure can then be re-iterated to achieve better results.
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4 Results and Discussion

An extensive simulation study was conducted to assess the performance of the pro-
posed time-varying FPCs versus the stationary dynamic FPCs (Hormann et al, 2015)
in reconstructing sparsely sampled FTS, under a variety of non-stationary data-
generating processes. For each of the scenarios 200 FTS were simulated and for each
FTS a random collection of curves constituting v € (10,35)% of the total number
of curves in the series are made incomplete. For each randomly chosen incomplete
curve, a block of T € (35,60,100)% of the discrete data, representing the realisa-
tions of the curve at a set of finite time points, are made missing. Naive imputations
of the missing values are used as initial values before applying the FPCA.

The results of the simulation study indicated that, in basically all missing data
patterns, the missing data were better recovered using the time-varying FPCs (see
Fig 1). The performance of FPCs has been measured in terms of the normalised
mean squared errors (NMSE) between the initially simulated complete curves and
the reconstructed ones using the stationary dynamic FPCs and the time-varying
FPCs with different values of the smoothing parameter allowing for different levels
of smoothness. As the smoothing parameter decreases the NMSE decreases, reflect-
ing the necessity of using local FPCs in case of non-stationary FTS. It can also be
noted that the variation in NMSE between the 200 replications is systematically
smaller for the time-varying FPCs.

(0%,0%) (10%.35%) (10%.60%)(10%, 100%)(35%, 35%) (35%.60%)(35%, 100%)
DFPC - TV-FPCs (5=20) TV-FPCs (s=40) -o- TV-FPCs (s=100)

Fig.1 Average NMSE between the originally simulated curves and their recovered versions using
the first dynamic (red) and the first smooth dynamic FPCs with a smoothing parameter s = 20
(turquoise), 40 (purple), 100 (olive) based on the simulation results under the different levels of
sparsity specified by (v,7)%. The vertical bars represent one standard deviation from the mean
NMSE.
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5 Conclusion

Time-varying FPCA proved useful for reconstructing sparsely sampled curves in
dynamic FTS with an increased accuracy compared to the dynamic FPCA by Hom-
rann et al. (2015). This accuracy can even be improved through iteratively repeating
the same procedure.

Acknowledgements A.E. is grateful to the University of Glasgow sensor studentship for funding
part of the work.
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Algoritmi per tensori composizionali di terzo ordine

Violetta Simonacci

Abstract The PARAFAC-ALS procedure for estimating CP parameters on tridimen-
sional tensors is sensitive to data collinearity. This inefficiency is especially prob-
lematic if collinearity is paired with other issues such as data of large dimensions
and difficulties in establishing correct model rank. When dealing with compositional
data, i.e. positive values with a covariance bias, multicollinearity is inherent by def-
inition, and it is preserved also if the data is transformed in log-ratios by means
of the clr function. For this reason, alternative estimating procedures may be con-
sidered, such as INT and INT-2. These dual-step methods use the properties of the
SWATLD and ATLD algorithms during initialization to overcome ALS inefficiency
while still providing least squares results. Their comparative performance is tested
in an extensive simulation study on collinear data.

Abstract La procedura PARAFAC-ALS per la stima dei parametri CP su tensori
tridimensionali e sensibile alla collinearita dei dati. Questa inefficienza e parti-
colarmente problematica se la collinearita e accoppiata ad altre difficolta come
dati di grandi dimensioni e difficolta nello stabilire il corretto rango del modello.
Quando si trattano dati composizionali, valori positivi con covarianza vincolata,
la multicollinearita ¢ data per definizione e viene preservata anche se i dati sono
trasformati in logaritmi dei rapporti attraverso la trasformazione clr. Per questo
motivo, é possibile prendere in considerazione procedure di stima alternative, come
INT e INT-2. Questi metodi a doppia fase utilizzano rispettivamente le proprieta
delle procedure SWATLD e ATLD durante I’inizializzazione per sopperire alle inef-
ficienze del PARAFAC-ALS pur fornendo risultati in termini di minimi quadrati. Le
loro prestazioni comparative sono testate in un ampio studio di simulazione su dati
collineari.

Key words: centered logratios, CP model, collinearity, PARAFAC-ALS, three-way
data
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1 Introduction

Third order tensors of compositional data are positive data charachterized by spu-
rious correlations and organized along three indexes (individuals, variables, occa-
sions). These tensors, especially when large, can be quite difficult to model. Com-
positional data are generally treated as log-ratio coordinates in order to get to rid of
their biased structure [2]. The preferred log-ratio transformation for both two and
three-way exploratory analysis [1, 9, 6] is the centered log-ratio transformation (clr)
which preserves full multicollinearity of the data, i.e. one redundant dimension in
the variable space.

Multicollinearity does not present a major issue when bilinear SVD-based meth-
ods are applied, however it can become problematic for the estimation of the CAN-
DECOMP/PARAFAC (CP) model [3, 7]. This decomposition is an adaptation of
bilinear SVD to higher orders which guarantees a unique solution under mild con-
dition by imposing the restriction that the same latent structure is found throughout
samples. For this reason, it represents the preferred modeling tool for data with a
true trilinear structure. In this sense it can be differentiated from the Tucker3 pro-
cedure [12], an unrestricted high order version of bilinear models which does not
provide unique outputs, thus, can prove difficult to interpret.

CP uniqueness comes at the price of estimating issues, which become more likely
in case of large data, such as slow convergence and degeneracy. In particular both
permanent or temporary degenerate solutions may occur. This latter case is detected
when an iterative estimating algorithm encounters bottlenecks or swamps: it starts
converging towards a degenerate solution, slows down excessively but eventually
emerges from the swamp and finds the real optimal point. Degenerate solutions are
generally recognizable by the fact that two factors appear highly correlated but with
opposite signs. Abnormal convergence can be caused by bad-initialization, wrong
rank selection (the dimensionality of the model does not match the real underlying
one), data and factor collinearity.

Many algorithms have been proposed in the literature to fit the CP model, all with
different performances with respect to these difficulties. In general, unless specific
data conditions require it, the preferred option is PARAFAC-ALS (ALS), the proce-
dure originally proposed in [7]. This is because of a key advantage: its Loss of Fit
(LoF) function monotonically decreases, thus convergence is stable and results are
found in the least squares sense.

Nonetheless, this algorithm is quite slow at converging on large data sets and it is
sensitive to bad initial values, wrong rank and data collinearity. This last weakness,
pointed out in [8], is particularly relevant for compositions because it makes the
algorithm underperform on clr-coordinates especially for large tensors.

In particular it was observed in [5] that multicollinearity appears to slow down
the algorithm more than usual, and when it is paired with over-specification it may
also make it quite difficult for the procedure to find the correct results. As a solu-
tion it was proposed to use an alternative estimation process, an integrated proce-
dure called INT, which adds a Self-Weighted Alternating Tri-Linear Decomposition
(SWATLD) initialization step to ALS in order to overcome its deficiencies. This
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is because SWATLD, proposed by [4], is somewhat complementary to ALS in the
sense that it is robust in presence of wrong model specifications, collinearity and it
is fast at converging. However, it is less stable and precise, so it constitute only an
ideal initialization step.

INT was introduced for compositions but it was thoroughly tested only on non-
collinear data [11].

Starting from INT another procedure was also implemented later on in [10],
called INT-2, where the initialization step is no longer carried out by SWATLD but
by means of the Alternating TriLinear Decomposition (ATLD) proposed by [13].
This second version was not developed for dealing with collinearity but for mod-
eling large data-sets, as ATLD is a more efficient version of SWATLD albeit less
precise. It was never tested for compositions, however it has good potential to work
well because it is fast and robust to collinearity.

In this perspective the purpose of this work is to find the best algorithmic alterna-
tive for large tensors of c/r-transformed data between INT, INT-2 and ALS by eval-
uating which one is preferable in terms of accuracy and efficiency. Multicollinear-
ity, especially when associated with large dimensions and wrong factorization can
severely impair estimation of the CP model and recognizing the best way to address
this issue can be of great interest, especially with the increasing dimensionality of
data sets in all fields of research.

2 Methods

2.1 Third-order tensors of compositions

A third order tensor .7 € R™"*? with generic element #;; is a data structure
arranged along three dimensions or modes identified as first-mode with index
i =1,...,n, second-mode with index j = 1,...,m and third mode with index
k=1,...,p. Usually it is shaped like a cube containing the measurement of » in-
dividuals over m variables at p occasions along the vertical, horizontal and depth
dimensions respectively.

If one of the three indices is fixed while the other ones are free to vary, .7 can be
partitioned in three different sets of second-order tensors, referred to as slabs: frontal

slabs TEZ)X'") withk=1,..., p, vertical slabs T&X”) with j=1,...,m and horizontal
slabs TESX'") with i = 1,...,n. Slabs can be juxtaposed so that .7 is unfolded along
only two dimensions and treated as a matrix. Specifically we have three unfolded

tensors which are usually considered: Ti{'xmp ), Tg"xnp ) and Tép an).

If two of the indexes are fixed, the third order tensor can also be subdivided in
rank-one tensors, known as fibers. Specifically there are n x p horizontal fibers or
rows ty (1 x m), m x p vertical fibers or columns t (1 x n) and n x m “depth” fibers
or tubes t;;(1 x p).
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A third order tensor presents a compositional structure if its generic row t; =
[fitks---sti ke e ,timk] consists of positive values characterized by a covariance bias:
cov(titkstiok) + cov(titg, tiak) + - . . + cov(ti, timk) = —var(tix). The m elements of
a compositional row are denoted as parts because they describe the portions of a
whole and do not vary independently from each other, i.e. Z’j’-’zl tijx = K where K is
a constant representing a generic total.

The variability of such row-vectors can be fully explained only in relative terms,
by referring to ratios amongst them, thus the value of « is irrelevant and can be
scaled to one. When compositions are analyzed in absolute scores frontal slices are
perfectly collinear and their covariance matrix is singular.

The compositional problem can also be explained form a geometric stand point:
the biased structure translates into one dimension of the row-vector being redundant,
thus the sample space of the generic row composition t; is not R but rather the
unit-simplex S”~!. This vector space is characterized by its own geometric rules
called Aitchison geometry. In order to project compositions onto real space and
apply standard multilinear tools, they can be transformed in the log-ratios amongst
vector parts.

In exploratory analysis the most used transformation is the centered log-ratio
(clr). The clr function provides a correspondence between S”~! and R™ and con-
siders the logarithms of the ratios between each part and the geometric mean of the

full composition. Each frontal slab TEZ; ™ is transformed in ZEZ)X m)

element z;jx = t;jx/g(tix), with g(ty) =TT} tijk.

This transformation is symmetric and isometric, however, it maintains a redun-
dant dimension, thus the condition of perfect multicollinearity of frontal slabs is not
eliminated.

with generic

2.2 Compositional CP algorithms

A third-order tensor of clr-coordinates 2 € R"*™*P can be decomposed by means

of the CP model, which is based on the concept of polyadic decomposition.
A tensor is in polyadic form when it is represented as the linear combination

of 1,...,f,...Frank-one tensors. For a tridimensional tensor of c/r-coordinates we
have:
F F m
g =Y 9p=Y ajobgoes with) bjy=0 V 1,....f,...F )
f=1 f=1 Jj=1

The generic rank-one tensor &y is the result of a triad, namely the outer product of
the corresponding generic vectors ar € R”, by € R™ and ¢y € R”, which indicate the
factors of the first, second and third mode respectively. Each factor in every mode is
related to only one factor in the other modes, i.e. it belongs to only one triad. These
factors can be arranged as columns of loading matrices A = [ay,...,ay,...,ap] €
R™F B =[by,....bs,....,bp] ER™F and C=[cy,...,¢cy,...,cp] € RP¥F,
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If the total number of factors F corresponds to the tensorial rank of %, that it is
the minimal number of real underlying constructs which fully describe the informa-
tion in the array, this decomposition is known as rank decomposition.

The CP model aims to model a tensor with noise contamination & = % + & s
where & is the tensor of errors, by providing its rank decomposition without model-
ing excessive noise. The CP model is generally written using a frontal slab notation
in the following manner:

Zgy =2 +Ew =ADYB + By k=1...p @

Here the diagonal matrices D<i>, D) and D® contain the ith, jth and kth rows of
the first-, second- and third-mode factor matrices respectively while E;), E;) and
E ;) are the horizontal, lateral and frontal slices of &.

One of the problems connected with this procedure, however, is that the rank of a
tensor is hard to establish in advance, thus, when estimating parameters, F is often
chosen so that F > R and a rank decomposition is not reached. This case is called
over-factoring and results in the CP model being over-specified, which may create

problems in the estimation process, leading to degenerate solutions.
The first and most used algorithm for fitting the CP model is ALS. which carries
out least-squares optimization steps based on the following loss function:

)4 P .
min = Y |Zg —Zw > = Y 1Zw — ADVB'||? 3)
ABC 3 =1

The symbol || - || is used to represent the Frobenius norm.

Since this algorithm is sensitive to data collinearity, intrinsic to clr-coordinates,
and it is quite slow, thus hardly preferable for large data-sets, other procedures are
considered for comparison: i) INT developed to address collinearity issues but not
fully tested in this framework and ii) INT-2 developed for efficiency but could also
perform well on compositions.

INT is articulated in two optimization steps: an initialization phase in which
SWATLD is used to overcome collinearity and over-factoring issues, and a second
step in which ALS is used to refine the solution to obtain least-squares results.

SWATLD properties which make it robust to these difficulties are directly deter-
mined by the fact that instead of one, it uses three loss function and that the focus is
on extracting the trilinear information.

For a full presentation of INT and of its estimation steps refer to [11].

In the other procedure considered, INT-2 [10], ATLD is used rather than SWATLD
to initialize estimation, for the rest it is analogous to INT. ATLD has similar prop-
erties to SWATLD when it comes to overcoming deficiencies and it is also based on
three loss functions. ATLD is however more efficient than SWATLD but way less
stable in its final results.
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3 Experimental design and results

The aim of this study is to understand which algorithm is best suitable for large
tensors of compositional data. For this purpose the performance of the status quo
algorithm, standard ALS, is compared with the two alternative procedures, INT
and INT-2, developed for multicollinear and for large tensors respectively. A Monte
Carlo design is thus implemented in which the algorithms are tested on large tensors
of artificial data sets with three dimensionality: n =m = p =50, n =m = p = 100,
n=m = p = 150 and varied degrees of factor congruence and noise contamination.
Performance is tested in terms of efficiency (CPU time, number of iterations em-
ployed, number of bottlenecks encountered) and of accuracy (congruence with real
solution and MSE). Both the rank decomposition and the over-specification case are
considered

Preliminary results show that ALS clearly undeperformes with respect to both
INT and INT-2. In particular this latter procedure appears to be the best performing
option for efficiency and accuracy in over-factoring.
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High-dimensional regression with compositional
covariates: a robust perspective

Metodi di regressione per high-dimensional data con
covariate composizionali: una prospettiva robusta

Gianna Serafina Monti and Peter Filzmoser

Abstract In this contribution we propose a robust approach to high-dimensional
regression with compositional covariates. The proposed procedure is based on a class
of shrinkage estimators for least trimmed squares regression in combination with
elastic-net penalty. We illustrate the effectiveness of our methods by an application
to a human microbiome data set with the aim to robustly predict the body mass index
as a function of the gut microbiome composition.

Abstract In questo contributo presentiamo un approccio robusto ai metodi di re-
gressione penalizzata per la selezione automatica delle variabili nel caso in cui
la matrice del disegno abbia una natura composizionale. La procedura proposta é
basata su una regressione di tipo LTS (least trimmed squares) in combinazione con
una penalizzazione di tipo elastic-net. Al fine di illustrare I’ efficacia del metodo pro-
posto, viene presentata un’applicazione all’ analisi del microbiota intestinale umano,
strettamente connesso alle abitudini alimentari e agli stili di vita, al fine di stimare
in modo robusto 'indice di massa corporea .

Key words: Lasso; elastic net models; Log-contrast model; Model selection; Reg-
ularization; Sparsity
1 Introduction

Compositional data carry relative information, and often they are expressed in pro-
portions of percentages (Filzmoser et al., 2018). If there is a sum constraint, standard
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linear regression with compositional covariates cannot be applied; but even with-
out the constraint, standard regression models on the original compositions are not
meaningful.

In the seminal work of Aitchson and Bacon-Shone (1984), a regression model for
compositional data was proposed, known as log-contrast model. In this model the
response variable is a linear combination of log-ratios of the original compositions.
Let y be a response vector of dimension nx 1 and X,,x,, a design matrix of compo-
sitional covariates, w.l.0.g. expressed with constant sum 1, thus each row lies in the
unit simplex S = {x;; : x;; > 0 and Zf:l x;j = 1}. The linear log-contrast model
has the following structure

y:ZPﬁ\p+8, (1)

where ZP = {log(x;;/xip)}, j = 1,...,p— 1, is the additive log ratio transform ma-
trix of dimension n x (p —1), with the pth component as reference, and g\, =
(B1,...,Bp-1) is the regression coeflicient vector, and & is the error component,
usually assumed normally distributed around zero, with constant variance o-2. The
model (1) can be expressed in a symmetric form (Lin et al., 2014) introducing a
constraint on the coefficient vector:

p
y=2B+e, Y B;=0, @)
j=1

where Z = {log(x;;)} e R"™P and B = (B1,..., Bp).
Considering a high-dimensional setting, Lin et al. (2014) proposed a variable
selection procedure and estimation for model (2):

A

1 p
/J’=argmin(2—Ily—Zﬁ|I§+/lIIﬁII1), subjectto Y f;=0.  (3)
B n ]=1

where A > 0, is the regularization parameter and || ||, and || ||; indicate the ¢, and ¢;
norm, respectively.

Altenbuchinger et al. (2017) combined the variable selection problem and esti-
mation for model (2) with the elastic-net regularization (Friedman et al., 2010):

. (1 1-a _ L
Bierosum = argmin (2_ lly - Zﬁ”%"'/l (_ ||,B||§+(I ”B“l ))7 SUbJeCt to Zﬁj =0,
B n 2 =
“)
where « is a tuning parameter for the compromise between the £, and ¢; penalty.

Model (4) is known as zeroSum elastic-net regression, to emphasize the constraint
of the regression coefficients in conjunction with the elastic-net regularization.
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2 Robust and sparse regression models for compositional data

With the aim to explore sparse relationships between a response variable and a set
of covariates in a high-dimensional setting, Alfons et al. (2013) proposed a robust
estimator by adding an £; penalty on the coeflicient estimates to the least trimmed
squares (LTS) estimator (Huber and Ronchetti, 2009), leading to the sparse LTS
estimator:

h
BsparseLts = arg min { Dt (B + R, } (5)

i=1

where r(zl.) are the order statistics of the squared residuals,and | (n+p+1)/2] <h <n,
and | .| means rounding down to the nearest integer. Sparse LTS regression is
equivalent to detecting the subset of /& observations whose least squares fit produces
the smallest (penalized) sum of squared residuals. The authors demonstrated the
robustness of the estimator (5) to multiple regression outliers, as well as to leverage
points.

Kurnaz et al. (2018) extended the work of Alfons et al. (2013), they combined
the sparsity of the elastic-net (EN) procedure with the robustness of LTS regression.
They proposed the trimmed (EN)LTS estimator, based on the idea of repeatedly
applying the non-robust classical estimators to data subsets only. The (EN)LTS
estimator is defined by:

N . . 1 -«
fanirs =argmin  argmin (—IIy—XﬁII§+/1(—|Iﬁ||§+a||/3||1)),
B HC(L2...n):|H|=h \2h 2
(©)

A constrained penalized LTS regression estimator for (EN)-type penalized re-
gression is proposed here as follows,

N . . 1 1-«a
Brobierosum =argmin  argmin (— ||y—Zﬁ||§+A(— IBI2 +a 111, ))
B HC(L2...n):|H|=h \2h 2

p
subject to Zﬂj =0,
j=1

)

which conveys the zero-sum constraint typical of compositional covariates. We refer
to model (7) as RobzeroSum elastic-net regression, to combine the constraint of
the regression coefficients with the elastic-net regularization in a robust way. In the
following we will only consider the special case with @ = 1. An extensive simulation
study, not reported here for space constraints, demonstrates its robustness in presence
of outliers in the data.

107



Gianna Serafina Monti and Peter Filzmoser

2.1 Parameter selection

We suggest to perform a (10 fold) cross-validation procedure, over an appropriate
grid of values for A, to determine the optimal value of the elastic-net regularization
in (7). Thus the regression coefficient estimates are calculated in correspondence of
A which minimizes the CV-error.

3 An application to human gut microbiome

The study of human microbiome, i.e. the collection of all microorganisms found in
the human body, including bacteria, viruses, and fungi, is crucial in the understanding
of the roles that symbionts play on human health, and their impacts on a number of
diseases. We applied the proposed model to a cross-sectional study of the association
between diet and gut microbiome composition (Wu et al., 2011). In this study, fecal
samples from 98 healthy individuals were collected and the DNA samples were
analyzed by the 454/Roche pyrosequencing of 16S rRNA gene segments of the
V1-V2 region. The resulting microbiome database, produced by high-throughput
sequencing of 16S rRNA, is a matrix of counts of clustered sequences, known as
operational taxonomic units (OTUs), that depict bacteria types. Only the relative
abundances have a meaning, as the number of sequencing reads varied a lot across
samples (Weiss et al., 2017), thus microbiome data have essentially a compositional
nature. Due to the high proportion of zero counts in the OTU table, we considered,
among the 78 taxa at genus level, only those with an abundance > 0.2% in at least
one sample and those which appeared in more than 10% of the samples, resulting in
a matrix of dimension n X p = 98 x 37. Zero counts were replaced by the minimum
non-negative observed count. We fitted RobzeroSum elastic-net regression to predict
BMI response as a function of a subset of the most important taxa.

To measure the prediction accuracy of the RobzeroSum model and the zero-
Sum model, we calculated the trimmed-squared prediction error ||y —Z ﬁ(ﬁcv )| I% /h
(trimming level equal to 0.1). The RobzeroSum model achieved a value of 6.91 and
performs clearly better compared to the zeroSum model with a value of 11.37. This
can also be seen from the two scatter plots of the measured versus predicted BMI
values reported in Figure 1.

To determine the statistical strength of the selected taxa, we performed a classical
nonparametric bootstrap of the units (Hastie et al., 2015). Figure 2 (left) reports
the estimated regression coefficients, ﬁ j(/iCV)’ for the selected taxa. Thick lines
and thin lines represent ,BAj(/icv) + SE, and ﬁj(icv) +2SE respectively, where
the SE is estimated through the trimmed standard deviation of the 1000 bootstrap
realizations. Figure 2 (right) reports the proportion of times each coeflicient is
zero in the 1000 bootstrap realizations. We found that Clostridium is significantly
negatively correlated with BMI, as obtained by Lin et al. (2014). Furthermore the
major part of the selected taxa belongs to the Firmicutes phylum, confirming the
strictly dependence of the BMI with this phylum.
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Fig. 1 Left: Scatter plot of the fitted values for the BMI response variable according to the zeroSum
regression model estimates. Right: Scatter plot of the fitted values for the BMI response variable
according to the RobzeroSum regression model estimates.
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Three-way compositional analysis of energy
intensity in manufacturing

Analisi composizionale a tre vie dell’intensita energetica
nel settore manifatturiero

Valentin Todorov and Violetta Simonacci

Abstract Both the scientific and political communities agree that significant reduc-
tions in CO2 emissions are necessary to limit the magnitude and extent of climate
change and of course the energy efficiency is one of the most interesting issues an-
alyzed by economists and policy makers within this debate. Different measures of
energy efficiency in manufacturing can be defined but broadly this is the ratio of the
production output to the energy input, usually disaggregated by industry. We cre-
ate a global data set of energy intensity in manufacturing and analyze its structure
by country, time and industry applying parallel factor analysis (CP). Since we are
interested in the structure of the energy intensity, the absolute values are no more
relevant for the analysis and the nature of this data set is compositional which re-
quires specific adaptation of the methodology and suitable software.

Abstract La comunita scientifica e il mondo politico concordano sul fatto che la
riduzione dell’ emissione di CO2 é necessaria per limitare il cambiamento climatico,
quindi un efficiente uso dell’energia e tra gli aspetti pin trattati dagli economisti e
dai politici nell’ affrontare tale tema. Nella produzione manifatturiera sono definite
diverse misure di efficienza energetica, ma in generale il rapporto tra consumo en-
ergetico e output, disaggregato per settore, e tra i pin usati. Considerando i paesi,
gli anni e i settori merceologici, un dataset sull’intensita energetica nel settore man-
ifatturiero é stato costruito e studiato con I’analisi dei fattori paralleli (CP). Tut-
tavia, I’analisi dell’intensita energetica in valore assoluto non e [’aspetto piu rile-
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vante da studiare, inoltre, la natura di tali dati é composizionale e quindi richiede
un’adeguata metodologia e software.

Key words: energy intensity, manufacturing value added, PARAFAC, composi-
tional data

1 Introduction

Energy efficiency is one of the key emissions reduction policy tools and is becoming
a top priority in energy policies. If energy is used more efficiently, this can contribute
to steadier and potentially higher economic growth since the amount of energy re-
quired per unit of output can be reduced. This reduction will subsequently lead to a
reduced product price. Energy intensity is measured by the amount of energy used
to produce one unit of economic output. It is the inverse of energy efficiency: less
energy intensity means more energy efficiency. To calculate the energy intensity the
amount of energy used (in physical terms, kilotons of oil equivalent, or ktoe) is di-
vided by a measure of the produced output in monetary terms. Energy intensity in
manufacturing is measured by dividing the energy consumed by the manufacturing
value added. Many studies of energy efficiency are related to the analysis in one or
few countries and do not consider the issue globally. Kepplinger et al [7] analyzes
the energy efficiency in manufacturing industry using mixed-effect models, but is
limited to the aggregated level. Cantore [2] studies the energy efficiency in develop-
ing countries for the manufacturing sector using the Fisher Ideal Index but covers
only around 20 countries.

Data on manufacturing value added at annual frequency are available from the
UNIDO INDSTAT database and data on energy consumption can be obtained from
the International Energy Agency (IEA). Using the data from these data sources in
the present paper we will analyze the structure of energy intensity of the manufac-
turing industry across countries, time and industries. The outline of the paper is as
follows. The next Section 2 briefly introduces the concept of compositional data
and its relevance for parallel factor analysis (CP). Section 3 describes the data and
presents the results of the analysis. The last section concludes and outlines topics
for further research.

2 CP and compositional data

Compositional data as defined by Aitchison [1] are strictly positive multivariate
observations that carry only relative information, i.e. the only relevant information is
contained in ratios between parts of a composition. Compositional data with a given
constant sum constraint are represented in the simplex sample space, SP, which
consists of D-part compositions
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D T 2
SY ={x=(x1,...,xp) ;xj>0,j:1,...,D;Zx,~:K} €))
i=1

where K is an arbitrary constant (x equals 100 for the case of percentages and 1
for proportions). On the simplex the compositional data follow a specific geometry,
called Aitchison geometry. This means that standard statistical methods relying on
the Euclidean geometry in real space cannot be applied to capture the multivariate
structure. Therefore, to enable the application of multivariate statistical methods on
compositional data is necessary first to transform the data to the usual Euclidean
geometry. Several transformation for this purpose were introduced and it depends
on the analysis which of them to use. A simple and popular transformation is the
centered log-ratio transformation defined as follows:

clr(x) = {ln;&),...,zng’z)}T )

where g(x) is the geometric mean of all parts in the composition. The most important
property of the c/r transformation is that it preserves the distances among data, i.e.
it presents an isometry between the Aitchison geometry and the Euclidean geometry.

The CP model [see 3, 5] decomposes the 3-way data array X into three loading
matrices A (I x F), B (J X F), C (K x F) with F components (using the same num-
ber of components for each mode). The CP model can be written formally as

XA =AI,(C®B)" +E,, 3)

where X4, I4 (F X FF) and E4 (I x JK) are the original array, the superdiagonal
three-way identity array and the error array, all matricized with respect to the mode
A. The symbol ® represents the Kronecker product between two matrices. To esti-
mate the optimal component matrices the residual sum of squares

J

1 K 1 1
NEAIP =Y Y Y (ije—%i0)* = Y [lxi — &> = Y RD}
i=1 i=1 i=1

i=1j=1

is minimized. Three-way models are usually fitted by an iterative procedure based
on PARAFAC-ALS (ALS). In the case of compositional data the rotational invariance
of the ALS algorithm is important since it allows the application of any logratio
transformation with the isometry property [see 4, where CP was considered for the
first time in compositional context].

The computations in this paper were carried out using the R package rrcov3way [8].
It provides functions for classical and robust three-way modeling using Tucker3 and
CP. These functions can be applied on both compositional and non-compositional
data selecting the appropriate transformation.
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3 Energy intensity in manufacturing

The data on energy consumption is obtained from the world energy balances
database compiled by IEA [6]. It comprises data for more than 180 countries, 68
products and 98 flows in the period 1960-2017 in ktoe. From the products we select
only the total and from the flows—the 11 flows pertaining to manufacturing (see Ta-
ble 3). Manufacturing value added at annual frequency, disaggregated by industry,
is available from the UNIDO INDSTAT database (http://stat.unido.org)
for a large number of countries for the period 1963 to 2017 (at different level of de-
tail, but we will use the 22 ISIC Revision 3 divisions). The data can be downloaded
in current USD. Combining these two data sets in order to calculate the energy in-
tensity by country poses a number of challenges. The first issue that we observe is
that many countries, at least for a given period, do not disaggregate the data prop-
erly by flow but put everything into the category INONSPEC, therefore we exclude
from the analysis data where the value in INONSPEC is 90% or more of the total
or there are less than 5 flows with nonzero value. The discrepancy between the 11
IEA flows and the 23 ISIC Revision 3 divisions is obvious from Table 3—it was
necessary to combine several ISIC divisions into one flow but also several flows to-
gether (BASICMET=NONFERR+IRONSTL). When considering only the relative
nature of data, we do not need to convert the current US dollars into constant US
dollars. Both data sets are compositional (sum up to a total energy consumption in
manufacturing or total manufacturing value added, respectively). We can take their
ratios for every flow (to obtain the energy intensity by flow), and further continue
with the statistical processing in clr coordinates. After linking the two data sets
together and removing countries where either energy consumption or value added
is missing as well as removing obvious inconsistencies, we remain with 40 coun-
tries, 10 aggregated flows for the period 2000 to 2015 (16 years). This results in
a three-dimensional array with dimensions 40 x 10 x 16. We could start the analy-

Flow ISIC R3  ISIC Description

FOODPRO 15, 16 Manufacture of food, beverages and tobacco

TEXTILES 17, 18, 19 Manufacture of textiles, wearing apparel; dressing and dyeing of fur
Tanning and dressing of leather

WOODPRO 20 Manufacture of wood and of products of wood and cork
PAPERPRO 21,22 Manufacture of paper and paper products; Publishing
CHEMICAL 24 Manufacture of chemicals and chemical products
NONMET 26 Manufacture of other non-metallic mineral products
BASICMET 27 Manufacture of basic metals

MACHINE 28, 29 Manufacture of fabricated metal products; Machinery and eq.

30, 31, 32 Manufacture of office eq.; Electrical machinery and apparatus n.e.c.; Radio
TRANSEQ 34,35 Manufacture of motor vehicles; Other transport equipment
INONSPEC 25, 33, 36 Any manufacturing industry not included above

Table 1 Correspondence of IEA flows and ISIC Revision 3 descriptions

sis by applying principle component analysis (PCA) to the data year by year, and
then present the results in a sequence of compositional biplots, but will be skipping
this step for the sake of saving space. Also, if we want to get the complete picture
about the development in a larger time frame, we should apply a CP model. It is
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possible to apply CP to the raw data but it would be hard to recognize any structure.
Therefore we conduct CP on the clr transformed data. The number of dimensions is
chosen as F=2 using a convex hull procedure. The paired components plots of the
first two modes A and B are shown in Figure 1. Three clusters of industries are seen
in the mode B plot: the high tech MACHINE and TRANSPEQ), the energy intensive
industries CHEMICAL, METALS and NONMETALS and the rest. Also there are
clusters of countries in the mode A plot. The all-component plot is useful in our case
since the third mode has a natural (time) ordering. The two components from the CP
model of the clr transformed energy intensity data, shown in the left panel of Fig-
ure 2 have completely different trend. While component 1 runs smoothly throughout
the period, component 2 grows steeply up to 2008, jumps abruptly up in 2009 and
then continues smoothly. The per-component plot shown in the right panel of Fig-
ure 2 presents the tree modes on the first component. The flows mode (B) shows,
similarly as the pair component plot of mode B the clustering of the high tech MA-
CHINE and TRANSEQ flows against the energy intensive METALS, CHEMICAL
and NONMET with the rest in the middle. The third mode does not show visible
trend throughout the years but in the per-component plot on the second component
(not shown here) three periods are clearly identified.

Second component
z
Second component

[ —rd m
=
MEV‘(// 53% Les e
s CHEMCAL | NONSPEC
T T f

T T T T T ' T T
-50 -a0 -30 -20 -10 0 -100 -50 0 50 100

First component First component

Fig. 1 Paired component plots of the CP model for c/r transformed energy intensity (mode A and
mode B, in the left, resp. right, panel)

4 Summary and conclusions

Only illustrative results of the novel approach to analysis of the structure of the ex-
tremely important nowadays energy efficiency issue is presented in this short contri-
bution. It clearly demonstrates that the compositional character of the data must be
taken into account in order to obtain meaningful results. The importance of creating
a high quality, coherent data set based on internationally comparable data sources
is emphasized. Future research should improve the quality of the presented data set.
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Fig. 2 All components plot and per-component plot of the CP model for clr transformed energy
intensity (in the left, resp. right, panel)

and link the global energy intensity structure to other variables applying supervised
methods. This will go hand in hand with the future development of the software for
three-way data analysis implemented in the package rrcov3way.
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Identification of high-energy y—ray sources via
nonparametric clustering

Individuazione di sorgenti di raggi v ad elevata energia
mediante clustering non parametrico

Giovanna Menardi, Denise Costantin, and Federico Ferraccioli

Abstract High-energy y—ray sources exhibit as energy flares in the sky map,
produced by variously concentrated photon emissions. The identification of these
sources is a fundamental task to better understand the mechanisms that both cre-
ate and accelerate particles emitted by celestial objects. We discuss the application
of nonparametric clustering for y—ray source detection and provide an algorithm
specific for this task. The procedure accounts for the intrinsic uncertainty associ-
ated to the available data, arising as an effect of the instrument-pitch and multiple
scattering.

Abstract Le sorgenti di raggi v ad elevata energia si manifestano come bagliori nella
mappa celeste, prodotti da emissioni di fotoni molto concentrati. L’identificazione
di tali sorgenti ¢ fondamentale per una migliore comprensione dei meccanismi che
determinano la creazione e 1’accelerazione delle particelle emesse dai corpi celesti.
In questo lavoro si discute I’applicazione dell’ approccio non parametrico al cluster-
ing per I’identificazione di sorgenti di raggi ¥ ad elevata energia e si sviluppa una
procedura specifica per tale obiettivo. La procedura sfrutta 1’incertezza insita nei
dati a disposizione, dovuta al livello di precisione dello strumento di rilevazione dei
fotoni e al fenomeno dello scattering multiplo.
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1 Introduction

The Large Area Telescope (LAT) is a wide field-of-view pair-conversion telescope
onboard the Fermi spacecraft. It performs an all-sky survey generally aimed to a
better understanding of the mechanisms that both create and accelerate particles
emitted by celestial objects. Discovering and locating high-energy y—ray sources in
the whole sky map is one of main purposes of the survey, and a declared target of
the Fermi LAT collaboration. High-energy y—ray sources exhibit as flares in the sky
map, produced by variously concentrated photon emissions.

The standard procedure of the Fermi LAT collaboration for source detection
relies on so-called single-source models, where the presence of a possible new
source is evaluated after splitting the whole sky map on small regions, on the ba-
sis of some significance tests on the pixel-by-pixel photon counts. Variable-source-
number models address the problem via more comprehensive approaches, where the
number of sources in the whole map are jointly estimated. See [2] for further details.

According to the latter perspective, the aim of this work is to develop a model
for detecting high energy emitting sources. While the signal of the sources is known
to be blended by a diffuse y—ray background which spreads over the entire area
observed by the telescope, we assume that background processes have been pre-
filtered out via some pre-processing, so that we can explicitly focus on the detection
of the emitting sources.

Our goal is pursued via the suitable adaptation of nonparametric, or modal clus-
tering ideas to the considered framework. With respect to most clustering methods,
relying on heuristic ideas of similarity between objects, the nonparametric formu-
lation is built on a probabilistic framework, which guarantees a sounder theoretical
ground, and allows, for instance, a natural application of inferential tools. Addi-
tionally, the number of clusters is determined itself within the estimation process.
Modal clustering relies on the assumption that a probability density underlies the
data, and clusters are defined as the domains of attraction of the density modes. Two
main issues arise in the operational implementation of these ideas: the density func-
tion needs to be appropriately estimated, usually via nonparametric methods, and its
modes detected. We address both points by taking advantage of the context at hand.

The rest of the paper is organized as follows. After providing an overview about
non-parametric clustering (Section 2.1), we propose and discuss a novel method
specifically conceived for high-energy y—ray sources detection (Section 2.2), and
illustrate its application on a set of data simulated from one of the catalogues re-
leased by the Fermi LAT Collaboration (Section 3).
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2 Nonparametric clustering for high-energy y—ray sources
detection

2.1 Overview on nonparametric clustering

Nonparametric, or modal clustering hinges on the assumption that the data (xi, .. .,x;,)’
are sampled from a probability density function f. The modes of f represent the
archetypes of the clusters, which are in turn described by the surrounding regions.
The identification of the modal regions may be performed by associating each clus-
ter to the set of points along the steepest ascent path towards a mode, in turn located
by some optimization method. Alternatively, clusters can be identified as the discon-
nected density level sets of the sample space, without attempting the explicit task
of mode detection. This is also the route followed in this work. Specifically, any
section of f, at a level A, singles out the (upper) level set

LA)={xeR: f(x) >A}, 0<A <maxf

which may be connected or disconnected. In the latter case, it consists of a number
of connected components, each of them associated with a cluster at the level 1.

While there may not exist a single A which catches all the modal regions, any
connected component of L(A) includes at least one mode of the density and, on
the other hand, for each mode there exists some A for which one of the connected
components of the associated L(A ) includes this mode at most. Hence, all the modal
regions may be detected as the connected components of L(A4) by varying A.

A side consequence of varying A along its range, is the opportunity of building
a hierarchical structure of the high-density sets, known as the cluster tree. For each
A, it provides the number of connected components of L(A), and each of its leaves
corresponds to a cluster, i.e. the largest connected component of L(A ) including one
mode only. Figure 1 illustrates a simple example of this idea: clusters associated
with the highest modes 2 and 3 are identified by the smallest A larger than A3, while
the smallest A larger than A, identifies the cluster associated to mode 1.

Operationally, a few choices are required to implement the ideas underlying
modal clustering. Since f is unknown, a nonparametric estimator f is employed
which, disregarding the specific choice adopted, is in general governed by some pa-
rameter defining the amount of smoothing. It stands to reason the need of selecting
this parameter appropriately, as it affects the resulting modal structure of f. A sec-
ond choice derives from the lack, in multidimensional sample spaces, of an obvious
method to identify the connected components of a level set. The issue is usually
addressed by building a suitable graph on the observed data and, conditional to their
belonging to a level set, the connected components of the graph are identified. A
key matter becomes to suitably define the graph. See [3] and reference therein for a
detailed review on modal clustering.

In the following, we take advantage of information available on the photon emis-
sions to address the choices of the smoothing amount and the level set graph.
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Ao

Fig. 1 A section of a density function at a level Ay (left), the identified level set (middle panel),
formed by two disconnected regions and the associated cluster tree, with leaves corresponding to
the modes. The horizontal line is at the level Ay (right).

2.2 A novel method for high-energy y—ray sources detection

Each photon emission i (i = 1,...,n) is identified by the LAT detector, and the event
reconstructed through its trackers and calorimeters. A reconstructed event is finally
described by a pair of Galactic coordinates (6;, ®;), which represent the direction
of the emission, along with, among others, the energy of the recorded photon, its
incidence angle, and the time of detection. In fact, event reconstruction is subject to
several sources of uncertainty due, for instance, to the instrument-pitch and multiple
scattering, added in quadrature. Such uncertainty is worth to be accounted for in the
analysis as it affects the perceived concentration of the photon emission.

One measure of uncertainty is the 95% containment angle (CA95), which broadly
speaking depends on the angle of incidence on the LAT surface, the energy, and the
event type classification of each individual photon. Information provided by the
CA95 is here exploited to perform nonparametric clustering in a twofold way.

The containment angle of each photon CA95; is roughly defined as the 0.95-
quantile of a generalized bivariate Student distribution #, (0, Giz]lz), which approxi-
mates, at least for high energies, the point spread function of the emitting source,
measuring the response of the LAT to a point source [1, 4]. An approximated value
of o; can be then derived as 0; ~ CA95; /1, .95, being 1, 095 the theoretical 0.95-
quantile of a 7,(0,1,). Then o; is used as the bandwidth for an adaptive product
kernel density estimator

f(e,qb)ilK(e_.e")K((p_qj"). (1)

& no? o o

Once that the density underlying the data has been estimated via (1), its level sets
are determined for varying A, and its connected components are to be identified.
In fact, given L(A), finding the connected components of a set is both conceptually
and computationally easy in the unidimensional case only, where connected sets are
intervals. Conversely, in multidimensional spaces it is immediate to state whether

121



Identification of high-energy y—ray sources via nonparametric clustering

any given point belongs to (1), while saying how many connected sets comprise
L(A), and identifying them, is not obvious. We address this issue by shifting the
target from the continuous multidimensional space where data are defined, to the
finite and discrete set identified by the observations themselves, via the identification
of the connected components of a suitable graph built on the data. Specifically, we
consider connected two observations i and j when

da((ei, (15,'), (Gj, (P/)) < max(CA95i,CA95J-),

where d,(-,-) denotes the orthodromic distance function. The underlying rationale
is that two photons are likely to be generated by the same source whenever one of
them lies within the essential support of the other one. After running nonparametric
clustering, detected clusters are associated to emitting sources, whose location is
identified by the pertaining density mode.

3 Empirical analysis

This section presents the results of the application of the proposed procedure to
a set of data simulated from the 3FHL catalog of the Fermi LAT collaboration and
spread on the whole sky map. The sky distribution of the data, illustrated in Figure 2,
is quite heteregeneous, with separated sources in the extragalactic sky, overlapping
sources in the galactic region and various source sizes. To limit the computational
effort, we restrict the analysis to a sub-region of the whole map, as illustrated in Fig-
ure 2. Additionally, we remove all the sources with less than four photons emitted.
The resulting data set include 6309 photons, emitted by 169 sources, whose size
range from 4 to 1015 photons.

As a benchmark, we also apply a single linkage clustering, based on the ortho-
dromic distance between photons. Due to the high concentration of the sources, this
methods appears as the most promising, among the standard clustering methods. In
this case, there is no obvious method to select the number of detected sources, hence
for the sake of comparison, we set this number to the actual number of sources.

Since the data are simulated, we may evaluate the performance of the procedure
with respect to the knowledge of the pertaining source of each photon emission
and of its location. According to the former aspect, we compute the Adjusted Rand
Index (ARI), which takes maximum value equal to one in the case of a perfect clas-
sification. As for the second aspect, the estimated source locations, defined by the
galactical coordinates of the local maximum of the density within each detected
group, are associated to the true source which presents minimum distance. The as-
sociation is confirmed if the detected source belongs to the range of the positional
error available for the true source. As a summarizing measure of the quality of the
association, we compute the True Positive Rate (TPR) and the False Positive Rate
(FPR). The former index is defined as the proportion of true sources correctly de-
tected, while the latter one corresponds to the proportion of estimated components
which are not associated with any source.
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Nonparametric method
ARI 0.985
d(s,§) 0.030
TPR 0.675
FPR 0.240
Single linkage
ARI 0.953
d(s,§) 0.409
TPR 0.337
FPR 0.746

Fig. 2 Aitoff projection of the sky map data. The analysis has been restricted to the highlighted
area, where location of the true sources is identified by the overimposed red crosses (left). Cluster-
ing results; d(s, §) is the average distance between true and detected sources (right).

The procedure identifies 150 out of 169 sources. Results, summarized in Fig-
ure 2, show and excellent performance with respect to the allocation of the photons
to the pertaining sources with an ARI very close to 1, meaning that the unidenti-
fied sources include a very small fraction of photons. The TPR, albeit pretty good,
indicates that the precision of source location can be improved, despite the aver-
age distance between the true and the detected sources amount to 0.03 degrees only.
The procedure outperforms the competitor with respect to all the criteria, despite the
competitor has been given an head start by suggesting the true number of sources.

While results have proven more than satisfactory, there is room for improve-
ment. A first aspect which is worth to investigate on derives from the possible use of
cartesian coordinates and a kernel function specifically designed for spherical data,
as their directional nature cannot be completely caught by the use of galactic coor-
dinates. Additionally, our procedure requires that the background components have
been previously filtered out. Future research will focus on how to account for this
aspect within the estimation procedure.
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Statistical Analysis of Macroseismic Data for a
better Evaluation of Earthquakes Attenuation
Laws

Analisi statistica dei dati macrosismici per una migliore
valutazione delle leggi di attenuazione dei terremoti

Marcello Chiodi, Antonino D’ Alessandro, Giada Adelfio, Nicoletta D’ Angelo

Abstract In this work we propose a statistical approach, based on the joint analysis
of macroseismic data of Italian seismic events of the last two centuries, with which
we obtain simultaneously maximum likelihood estimates of attenuation laws and
coordinates of hypocenters. Our first results encourage us to use in the future more
complex models, with a larger number of historical earthquakes.

Abstract In questo lavoro proponiamo un’approccio statistico, fondato sull’analisi
congiunta di dati macrosismici di eventi sismici italiani degli ultimi due secoli, col
quale otteniamo simultaneamente stime di massima verosimiglianza delle leggi di
attenuazione e delle coordinate ipocentrali. I primi risultati ci incoraggiano ad usa-
re in futuro modelli piit complessi per un numero maggiore di terremoti storici.

Key words: Macroseismic Data, Attenuation Laws, Historical Earthquakes

1 Introduction to macroseismic data and theoretical attenuation
laws

The estimation of macroseismic intensity of seismic events is carried out in order
to quantify, through observations of the effects on buildings, the environment and
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people, the shaking effects due to a moderate to strong earthquake. The macroseis-
mic intensity is an ordinal variable that describes the seismic damage effects of an
earthquake.

Macroseismic intensity is still often the only observed parameter to quantify the
level of ground motion severity in many towns where seismometric instruments are
not available [1, 2]. Moreover, macroseismic intensities are the only intensity mea-
sures available for pre-instrumental historical earthquakes and so are an important
source to learn from historical earthquakes. Since 1960s reliable measurements of
earthquakes shaking are available thanks to seismic networks. Seismograms analysis
allow estimation of the severity of an earthquake by means of magnitude determi-
nation, which indirectly measures the amount of energy released by the shock.

The ground shaking observed at a site, when and an earthquake occurs, depends
not only on the magnitude of the event, but also on its hypocentral depth and obser-
vation distance or epicentral distance. In fact, the wave field generated by an earth-
quake along propagation is subject to a lot of attenuation phenomena due to geomet-
rical spreading, physical attenuation, reflection, refraction, diffraction, scattering of
waves, etc. The phenomenon of seismic attenuation is therefore very complicated
to model deterministically. Attenuation laws, generally deduced empirically on the
basis of instrumental observations like PGA (Peak Ground Acceleration), show a
logarithmic dependence from distance.

In general, it is widely accepted that macroseismic intensity depends significantly
on ground shaking even if there is no physical model capable of giving quantitative
account of these relationships. Due to their different nature, the two quantities PGA
and Intensity show moderate levels of correlation, as widely observed in the current
literature [3, 5,6, 7, 8,9, 12, 13].

In this paper, after a brief description of a dataset of historical eartquakes, we
will propose the estimation of attenuation laws by means of a global estimation of
a set of parameters including hypocentral coordinates. After some comments on the
results, final remarks and ideas for further studies are outlined.

2 Historical earthquakes and data description

In this article we consider the spatial distribution of the effects caused by an earth-
quake as expressed by the values of the macroseismic intensity recorded at various
locations surrounding the epicentre. The dataset here analysed are macroseismic
data extracted from the Parametric Catalog of Italian Earthquakes (CPT115,, ) and
the Italian macroseismic database (DBM115,; ). The CPT115,, o provides homoge-
neous parametric data, both macroseismic and instrumental, relating to earthquakes
with maximum intensity > 5 or magnitude > 4.0 of interest for Italy in the time
window 1000-2017. The DBMI15,, o provides a homogeneous set of macroseismic
intensities from different sources related to earthquakes with maximum intensity
> 5 and of interest for Italy in the time window 1000-2017. More details about
these database can be found in [11].
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Fig. 1 Epicenters coordinates of 74 historical earthquakes observed from 1783 to 2016 (left); Main
seismogenic sources [4]

For this first analysis data consist of 33,588 observations, that is the macroseis-
mic intensities of 74 historical earthquakes (Fig. 1 left) observed from 1783 to 2016.
Events have been selected mainly according to the quality of the dataset of histor-
ical reports avaliable for each earthquake, so that only events that on DBMI15,;
have more than 300 macroseismic intensities observed have been used. For each
earthquake E; we have n; observations (j = 1,2,...,74) of macroseismic intensities
vij»,(i =1,2,...,n;) on a scale ranging from 1 to 11. Observations with missing in-
tensities have been dropped out so that n; finally ranges from 123 to 1431. Each
record contains of course the longitude x;; and the latitude y;; of the place where
the macroseismic intensity has been recorded, all around Italy, and approximately
centered on the epicenter of the event; estimates %o;,Jo;,%0; (j = 1,2,...,74) of the
hypocentral coordinates are also present in the historical records.

In the following, we illustrate the procedure followed to identify the attenuation
law of macroseismic fields relative to the 74 selected earthquakes.

3 Statistical Analysis

To estimate simultaneously parameters of attenuation laws and reasonable location
of events, we considered the basic model:

Iij:ﬁ0j+ﬁlj10g\/dz([)ijaPOj)+ZOj)2+8ij7 (D

=12,k i=12.n;
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where [;; is the i — th macroseismic intensity, observed in the point F; of longitude
and latitude F;; : {xl-j,yi j}, Pyj, is the epicenter, with longitude and latitude F; :
{x0j,y0;} and d*(P,j,Py;) is their geodetic distance; zo; is the depth of the j—th
event and &; is a random component (in this first version basic assumptions have
been made about their conjoint distribution ! ).

Boj; Bij:x0j,¥0j,20j (j = 1,2,...,74) must be estimated from observed data.

We used standard optimization methods to obtain simultaneously all Maximum
Likelihood estimators. After a preliminary analysis inside each event, We discarded
from successive analysis the event number 66, because the estimated values where
not reliable: with this elimination the optimization algorythm globally converges
and we obtained for each event E; new hypocentral locations £}, 0,20/, together
with the parameters which describe the attenuation laws.

4 Comments on first results

We summarized main results in few figures: a very interesting result is the relo-
cation of events according to the Maximum Likelihood estimation of hypocentral
parameters Fig. 2.

Particularly the depth Zp; seems more reliable with respect to original estimates,
since many values of Zp; were missing or substitued with a value of 10 kilometers.
The median distance between estimated and original hypocentral coordinates is of
13.2 km.

Few diagnostic statistical summaries are reported in Fig. 3 residuals have been
computed on the final fitted model (modell), where all unknown quantities have
been estimated simultaneously for all earthquakes (that is attenuation law parame-
ters fy;, B1; and hypocenter coordinates xo;,y0;,20j, j = 1,2,...,74)

The left plot shows a satisfactory behaviour of residuals distribution with respect
to fitted values, given however the elementary assumptions made in this first ap-
proach; further on the right we observe that the empirical distribution of residuals
shows a marked leptokurtosis 2.

In Fig. 2, on the right, we report the main directions for each event computed on
the basis of observed macroseismic intensities and centered on relocated epicenters:
we can see that these directions are compatible with th main seismogenetic sources
reported in the right panel of Fig. 1.

! In a foregoing version more specific assumptions will be made about a possible spatial autocor-
relation of the €;;; some considerations about effects of departure from normality will be made in
the final section

2 Indeed we also estimated a value of the parameter p of a p-normal distribution (also known as
Exponential Power Distribution) between 1 and 2, but we will not deal with this problem in the
present paper: however a relocation made with maximum likelihood with estimated p led to values
very close to normal ones, that is for p =2
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Fig. 3 Final residuals from the model 1. Residuals vs. fitted (left); Q-Q plot of residuals vs a
normal distribution

5 Final remarks and future perspectives

The problem of determining quantitative parameters of pre-instrumental earth-
quakes is an interesting challenge in seismology, because the location of the epicen-
ter must be based on amplitudes since arrival times are not meaningful for macro-
seismic data, intensity is an ordinal quantity that is only weakly correlated with
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the amplitude of the ground motion and the real paths traveled within the Earth’s
lithosphere by the seismic wave are unknown.

The availability of extensive collections of macroseismic observations, and of

modern computing powers, has led to the development of methods that use the spa-
tial distribution of intensities to determine hypocentral parameters and attenuation
laws.

In a forecoming study we will analyze information about a larger number of

historical earthquakes and we will study the problem of optimal scaling of macro-
seismic intensity together with a deeper analysis of the spatial components.
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Natural direct and indirect relative risk for
mediation analysis

Rischio relativo naturale diretto e indiretto per ’analisi di
mediazione

Monia Lupparelli and Alessandra Mattei

Abstract We consider a mediation setting involving a mediator which may chan-
neling a part of the treatment effect along the causal pathway between the treatment
and the primary outcome. Under a sequential ignorability assumption, we propose a
recursive regression framework for binary outcomes so that the total causal relative
risk can be decomposed into the natural direct and indirect relative risk by combin-
ing model parameters. Inference is performed by maximum likelihood methods.
Abstract Nel contesto dell’analisi di mediazione si prevede la presenza di un me-
diatore che potrebbe interferire sull’effetto del trattamento sulla variabile finale di
interesse. Sotto I’assunzione di ignorabilitd sequenziale, si propone un modello di
regressione ricorsivo per variabile risposta binaria in cui il rischio relativo totale
del trattamento rispetto alla variabile di interesse si puo scomporre nel rischio rela-
tivo naturale diretto ed indiretto combinando i parametri del modello. Metodi di
massima verosimiglianza sono usati per l’inferenza.

Key words: binary or continuous mediator, potential outcome, causal model

1 Introduction

Casual mediation analysis focuses on understanding the causal pathways by which a
treatment affects an outcome, by investigating the mediating role of an intermediate
variable, named mediator, in the treatment-outcome relationship. When the effect of
the treatment on the response might be channeled by a mediator, the interest is on
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disentangling indirect effects, that are through the mediator of interest, and direct
effects, that are through other pathways other than the mediator [4, 3, 2, 8].

We focus on causal relative risks, defining natural direct and indirect effects for
binary outcomes on the risk ratio scale [7]. Under a sequential ignorability assump-
tion, which is usually invoked in mediation analysis, we propose to draw inference
on the natural direct and indirect relative risks using a recursive regression frame-
work, where a regression model for the binary outcome, based on the log-link func-
tion, is coupled with another regression model for binary responses if the mediator
is binary and a linear regression model for continuous responses if the mediator is
continuous. We show that under the assumption that models are correctly specified,
the natural direct and indirect relative risks can be derived by analytically combining
model parameters. Inference can be performed by maximum likelihood methods.

The method is applied to the observational Swedish National March Cohort
(NMCO) study to investigate the causal mechanism between physical activity, body
mass index, and cardiovascular disease.

2 Notation and causal estimands

Let Y be a binary outcome, W a binary treatment and M a mediator, a post-treatment
intermediate variable lining in the causal pathway between the treatment and the
outcome. The outcome and the treatment take value y,w € (0, 1), respectively, and
the mediator m € .#, e.g., # = {0, 1} whether the mediator is binary and .# = R
whether it is continuous. Also, let X be a vector of covariates with generic element
x € RF, where k denotes the size of X.

Let M(w) and Y (w) denote the potential outcomes for the mediator and the pri-
mary endpoint, respectively: they are the values of M and Y under assignment to
treatment w, w =0, 1. Let W, M°s and Y°PS denote the observed values of the treat-
ment, the mediator and the outcome: M°* = M(W) = WM(1) + (1 — W)M(0) and
Yo = Y(W) = WY (1) + (1 — W)Y (0). We are interested in disentangling direct
and indirect effects of the treatment, W, on the outcome, Y, in the presence of the
mediator, M.

Following the literature on mediation analysis (e.g., [4, 3]), to formalize the con-
cepts of direct and indirect effects, we introduce potential outcomes of the form
Y (w,m) and Y (w,M(w)), w,w’ € {0,1}: Y (w,m) would be the value of the outcome
Y if the treatment were set to the level w and the mediator M were set to the value
m; and Y (w,M (w")) would be the value of the outcome Y if the treatment were set
to the level w and the mediator M were set to the value it would have taken if the
treatment had been set to an alternative level, w'.

The causal relative risk conditional on covariates level X = x,

PY(1)=1|X=x) PY(1,M(1))=1]|X =x) 0
=1X=x

RRY|x = P(Y(O) ) - P(Y(O,M(O)) = 1|X :x)
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can be decomposed into the product of a ‘natural’ direct relative risk,

air _ PY(1,M(0)) = 1]X = x)

RR = 2
e = PY(0.M(0) = 11X =) @
and a ‘natural’ indirect relative risk,
. PY(1I,M(1)=1|X=x

PY(1,M(0)) =1|X =x)

as RRy|, = Rle": x RR;’lf. Direct and indirect relative risks can be identified under

these assumptions [1, 2]:
Assumption 1 (Ignorability of the treatment).
{Y(wym),M(W)} LW | X forallww €{0,1},me .#
Assumption 2 (Ignorability of the mediator).
Y(wm)LMW) |W=w' X  forallww €{0,1},me #

which [2] jointly refer to as sequential ignorability. Ignorability of the treatment

states that the treatment assignment mechnism is ignorable conditional on the ob-

served covariates and holds by design in randomized experiments. Ignorability of

the mediator states that the mediator is ignorable given the observed treatment and

covariates. Under Assumptions 1 and 2, the mediation formula holds [3]:
PY(wM(W))=1]X =x] =

/ PY» =1 |M®» =m,W =w,X = %) fgovs s (| w,x)v(dm)

me.# ’

where fyobs|,,s (m | W', x) is the probability density/mass function for the random
variable M | {W =w/, X =x}, withw’ € {0,1} and x € R, and v is the Lebesgue
measure if M is continuous and the counting measure if M is discrete. Therefore,

under Sequential Ignorability we can use regression models for estimate natural
direct and indirect causal relative risks.

3 The model

3.1 Binary mediator

We consider a recursive regression framework based on the log-link function for the
binary random vector (WP, pobs yobs) .

logP(M®™ =1 |W,X) = Bo+PwW +Bx X 4)
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log P(Y°% = 1 | M®® W, X) = ot + oy W + oM™ + ol X. 5)

For the sake of simplicity, we consider additive models with no interaction terms;
the generalization including multiplicative effects is straightforward. Regression co-
efficients in Equation (4) and (5) correspond to the logarithm of conditional relative
risks, for any x € RF:

P(MOPS=1|W=1X=x)

— b —
BW = lOgRRO s = logm7

M|W.x

- obs  _ 1gg POP=IW=1MOP =m X=x) -
ow = logRRyy, , . = log P =T[W=0 M —m X =) me . # ={0,1}

obs _ _ obs _ =
4 P(YOS=1|W=w,M°*=1X=x) w e {07 1}

— 0bs
oy = logRRyY, . P(YOPS=1[W=w,MP5=0,X=x) ’

The k—dimensional parameter vector oy and By represent the effect of the individ-
ual covariate X on the distribution of ¥ and of M, respectively.

Then, under Assumptions 1 and 2, and under correct specification of the regres-
sion models, the natural direct and indirect relative risks are given by

[1 — eBotBx)]pw 4 o(BotBrx) olew+au)

dir __ _ Ow
Ry e = T oot o BotBrgom
and
oy e (Bo-+Bw +By %) o (Cto+0uw +0f x) + o Bo+Bw+B{ x) p(cto+0uy +0us +0f x)
RR =

1 — o(Bo+Bw+Byx) (Bo-+Bw +By %) o0
_[l—e e

]

Ylx — M1—e (Bo+Bfx) Je (ctp+ouy +ouf x )+g(B@+BX %) oG-+ oy +oups +-0f x)
I+
I+

[1 —e B@J"ﬁx e B@+BX eaM
It is worth noticing that, assuming the convention that RR;TI’;'WX =1 for M°b =,
the natural indirect relative risk can be written as ratio of weighted averages of
conditional relative risks of the mediator M°Y on the outcome, Y°° with weights
given by the conditional probabilities P(M°* =m |W =w), w =0, 1:

1 b bs _ _ _
ZmZORR?,VSW WJP(MO S=m|W=1X=x)

}’l:()RR(;'T/?/I WxP(MObS =m | W= 07X = )C) .

ind
R} =

3.2 Gaussian mediator

In studies where the mediator is continuous, we assume that M | {W X} ~
N (E[M°™ | W,X],6?) and use the following recursive regression framework:
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E[M°™ |W,X] = Yo+ ywW + 7 X 6)
log P(Y®% = 1 | W, M°™, X) = ot + oy W + oy M + ol X. (7

Under Assumptions 1 and 2, and under correct specification of the regression mod-
els, we can show that the natural direct and indirect relative risks are given by

2
o
. e(oc@+aw+oc;x)e [(Yg+y§x)ocM+62 —%}
dir __ — 0w
RRy), = - o ¢
e((xqﬁa;x)e [(Y@+7Xx)otM+62 TM]

and

2
o
) e(ocq,+(xw+(x§x)e [(Yw+YW+Y§X)(XM+GZTM}
RRY[ = — WO
X

2
o
e(Co+ow+agx) , [(Y@+v§x)ocM+02 TM]

In case of continuous mediators, both the natural direct and indirect effect are in-
dependent of the covariate set. We remark that the indirect effect specified on the
odds ratio scale through logistic regression models, is not invariant with respect to
the covariates, even for the case of continuous mediators; see [7].

4 Case study

The method is applied to a real data set taken from the observational Swedish Na-
tional March Cohort (NMC) study, previously analyzed by [6, 5]. The NMC data set
includes information on self-reported physical activity (PA) level, body mass index
(BMI), and baseline covariates (X), measured for each subject at enrollment. Sub-
jects are followed from year 1997 to 2004 and each cardiovascular disease (CVD)
event is recorded. Following [6], we classify each subject as either a “low-level ex-
erciser” (W = 1) or a “high-level exerciser” (W = 0). Let Y° = 1 for subjects who
report at least one CVD event before end of follow-up, and Y°° = 0 otherwise.

Our focus is on the extent of a causal effect of PA on CVD risk mediated or not
mediated through BMI. We answer this research question applying the framework
for mediation analysis we propose with BMI both as a continuous mediator on its
original scale and as a binary mediator, which classifies subjects as either “Obese”
(M°® = 1) if their BMI > 30 or “Not Obese” (M°* = 0) if their BMI < 30. Under
Assumptions 1 and 2 the analysis is conducted specifying models in Equations (4)
and (5) for binary BMI and in Equations (6) and (7) for continuous BMI conditional
on the following covariates: Gender (1 = Male, 0 = Female), age (in years), a binary
indicator for smoking (1 = Current/Former smoker, 0 = No smoker), and a binary
indicator for alcohol use (1 = Medium/High drinker, 0 = Low/No drinker).

Results are collected in Table 1 both for the case of binary and continuous me-
diator. If we consider continuous BMI, the estimates of the causal effects are all
positive and highly significant. If we consider the model for binary BMI, the value
of the estimates of the causal effects are comparable with the previous case, never-
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Table 1 NMC study: Estimate and standard error (SE) of the total relative risk of PA on CVD and
of the natural direct and indirect relative risks of PA on CVD with mediator BMI

Binary BMI¢ Continuous BMI
Estimand  Estimate SE Estimand  Estimate SE
RRfC’i{‘gD 1.160 0.116 RRngle 1.125 0.110
RRT, Dlx 1.024 0.165 RRE 1 1.052 0.008
RRcyp)« 1.187 0.225 RRcvp 1.184 0.116

% In the case of binary BMI we show the estimate and the standard error of RRZ"”} Dl and of

RRcyp|, for a woman aged 48 (sample mean of age), who is a no smoker and a low/no drinker.

theless the standard error of the estimate of the indirect causal effect is higher (0.165
instead of 0.008). The greater uncertainty may depend by the dichotomization of the
BM]I, since the sub-sample with BMI > 30 shows a greater sparsity.

We consider the model for the continuous mediator easier to interpret since both
the natural direct and indirect effect are independent of the covariate set. Neverthe-
less, the marginal indirect causal effects could be derived even for the model with
the binary BMI by summing over the sampling distribution of the covariate set.
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Mixtures of linear quantile regression models for
longitudinal data: an R package

Misture di modelli di regressione quantile per dati
longitudinali: un pacchetto R

M.E. Marino, M.G. Ranalli, and M. Alfo

Abstract In this paper, we introduce 1gmix, an R package that has been specif-
ically tailored to the estimation of mixtures of linear quantile regression mod-
els, based on time-constant and/or time-varying, discrete, random coefficients. An
Expectation-Maximization (EM) algorithm is used to obtain maximum-likelihood
estimates of model parameters and likelihood-based information criteria are adopted
to select the number of mixture components. For the regression coefficients, bootstrap-
based standard errors and confidence intervals are also provided.

Abstract In questo paper, si introduce il pacchetto R 1gmix, specificamente pen-
sato per la stima di misture di modelli di regressione quantilica basate sull’utilizzo
di coefficienti casuali discreti tempo-costanti e/o tempo-variabili. Un algoritimo EM
e utilizzato per la stima dei parametri tramite un approccio di massima verosimiglianza,
mentre si considerano criteri standard basati sulla penalizzazione della funzione di
verosimiglianza per la scelta del numero ottimale di componenti della mistura finita.
In output, si ottengono infine le stime degli errori standard e degli intervalli di con-
fidenza per i parametri del modello impiegando ricampionamento via bootstrap.
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1 Introduction

In the statistical literature, quantile regression [5] has become a quite popular and
established technique for the analysis of data when the interest is not focused on
and goes beyond the (conditional) mean. With longitudinal data, dependence be-
tween observations recorded on the same individual need to be taken into account
to avoid bias and inefficiency issues in parameter estimates. This can be achieved by
including in the quantile regression model individual-specific, time-constant and/or
time-varying, random coefficients that, being shared by all measures associated to a
given individual, make repeated observations dependent of each other. In this frame-
work, a standard way of proceeding is that of specifying a parametric distribution
for the random coefficients [see, e.g. 3, 4]. A further alternative is that of leav-
ing such a distribution unspecified and estimate it directly from the observed data,
by exploiting a finite mixture specification of the model. This can be either time-
constant or time-varying, as we will detail in the following. Such an approach offers
a number of specific advantages: (i) it allows us to avoid unverifiable assumptions
on the random coefficient distribution; (if) it allows us to account for extreme and/or
asymmetric departures from the homogeneous model, as random coefficients are
completely free to vary over the corresponding support; (iii) the discrete nature of
the mixing distribution allows us to avoid integral approximations and considerably
reduces the computational effort to derive parameter estimates.

2 Modeling alternatives

Random coefficient models represent a standard approach to model the effect of
observed covariates on an outcome repeatedly observed over time. This also holds
in the quantile regression framework, where the interest is in modeling the (con-
ditional) quantiles of the outcome distribution as a function of fixed and random
coefficients. To ensure flexibility and avoid unverifiable parametric assumptions on
the random coefficient distribution, a specification based on the use of (dynamic)
finite mixtures represent a viable strategy to adopt. According to the chosen specifi-
cation, time-constant (time-varying), discrete, random coefficients are added to the
model to capture time-constant (time-varying) sources of individual-specific unob-
served heterogeneity.

2.1 Linear quantile regression with time-constant random
coefficients

To account for sources of individual-specific unobserved heterogeneity, [1] pro-
posed to include in a quantile regression model time-constant random coefficients
without a pre-specified parametric distribution. Such a distribution is directly esti-
mated from the data via a NonParametric Maximum Likelihood approach [NPML
-7, 8, 9]. In this framework, the NPML approach leads to the estimation of
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a (quantile-specific) discrete mixing distribution defined over a finite number of
(quantile-specific) locations. For a given quantile level T € (0, 1), the model likeli-
hood resembles that of a finite mixture of linear quantile regressions:

n (Gt [ T
L(-]7) H{Z [Hf(yiz | cig = m)] ngm}, (1)

i=1 (g=1 [1=1
where i = 1,...,n, and t = 1,...,T;, index individuals and time occasions, re-
spectively. The component label c;; is the generic element of the random vector
¢; = (ci1;--,¢igg)'s with G[t] being the number of mixture components for the

the 7-th quantile level; in particular, c;, is equal to one if unit i belongs to the g-
th component of the finite mixture and is zero otherwise. Component probabilities
are denoted by 7,[7] = Pr(cje = 1;7), g = 1,...,G[t], while f(yi | cig = 1;7) is the
conditional density of the Asymmetric Laplace (AL) distribution, with skewness
and scale parameters equal to T and ¢ respectively, and location parameter modeled
as

Witlcigs T] = x;, B[]+, Cc,'g [7].

Here, x;; and z;; denote the vectors of observed covariates associated to fixed (B[7])
and random (G, [7]) coefficients, respectively.

2.2 Linear quantile regression with time-varying random
coefficients

To account for the presence of time-varying sources of individual-specific unob-
served heterogeneity influencing the outcome of interest, [2] considered in the
model specification time-varying random intercepts. These are assumed to evolve
over time according to a homogeneous, first order, hidden Markov chain {S;[7]}
defined over the state space .’[t] = {1,...,m[7]}, with initial and transition proba-
bilities given by O (s;1; T) and g(sj|siy—1;T), respectively. Clearly, a broader specifi-
cation based on general, time-varying, random coefficients can also be considered.

As for the model described above, the convenient assumption of AL-distributed
responses is introduced and, for a given quantile level T € (0, 1), model parameters
are estimated by maximizing the following likelihood function:

L(-|7) :ﬁ{z [5(S51;T)f(y11 |Si1§7)] [QQ(Sit|Sit—1§T)f(yit | Sit;f)] } 2

In the above expression, Y is a shorthand for Y. --- Y, , while f(yi | si;T) de-
notes the AL density with scale and skewness equal to T and ¢ respectively, while
the location parameter is modeled as

Ui[sie; T) = ngﬁ (7] + W;I s, [7].
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Here, x; and w;, denote the vectors of covariates associated to fixed (8[7]) and
random (o, [7]) coefficients, respectively. When looking at equation (2), we may
easily recognize an dynamic extension of the likelihood reported in equation (1);
that is, it represents the likelihood of a dynamic finite mixture model, where random
coefficients associated to a generic individual i vary according to the hidden state
he/she visits at each time occasion.

2.3 Linear quantile regression with time-constant and time-varying
random coefficients

In some real data applications, both time-constant and time-varying sources of
individual-specific unobserved heterogeneity may affect the outcome distribution.
This makes the quantile regression models described above no longer appropriate
as they account for one source at a time only. To face such situations, [10] pro-
posed to include both types of random coefficients in the model specification. In
this framework, the likelihood function is given by

L(- H{ZZ{ sis T)f (i | sins )]X

g=1s;
[Hq slt‘sll‘ T (ytt | Cig = 1,sit;7T )] }ﬂg[ﬂ» 3)

where f(yi | €jg =1,5i:;T) denotes the AL density with location parameter modeled
as

Mit [Cig = 1,837 = X:lB [7] + Z;t Ccig (7] + W;l Oy, (7],

while all other quantities are defined as above.

In this framework, unobserved individual-specific features that remain constant
over time may be captured thanks to the random coefficients Cc,-g [t]. Similarly, sud-
den temporal shocks in the individual profiles, due to time-varying sources of un-
observed heterogeneity may be easily captured by the random coefficients oy, [7] in
the model. These features render therefore the proposed model more flexible and
general than the alternatives described so far, at the cost of a higher computational
complexity.

3 The 1gmix R package

In this paper, we introduce the R [11] package 1gmizx, specifically tailored to the es-
timation of (dynamic) finite mixtures of linear quantile regression models. Separate
functions allow to estimate the three model specifications described above, based on
time-constant (1), time-varying (2), and time-constant and time-varying (3) random
coefficients, respectively. Both random intercepts and random slopes are supported.
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An EM algorithm is used to derive estimates in a maximum likelihood framework,
even though the parametric specification for the (conditional) distribution for the re-
sponses is only introduced as a computational convenient trick to recast estimation
in such a framework. Standard penalized likelihood criteria are computed to iden-
tify the optimal number of mixture components. Standard errors and confidence
intervals for model parameters are obtained according to a non-parametric block-
bootstrap. That is, they are obtained by re-sampling individuals and retaining the
corresponding sequence of measurements to preserve within individual dependence
[6]. Missingness in the responses is also taken into account, according to the implicit
assumption of a Missing At Random (MAR) mechanism.

4 Concluding remarks

In this paper, the class of (dynamic) finite mixtures of quantile regression models
for the analysis of longitudinal data has been explored. Besides having recently be-
come rather popular in statistics, there is still a lack of support within the most pop-
ular statistical software. Here, we have introduced a novel and efficient R package
specifically conceived for fitting and making inference on the parameters defining
this class of models.
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Multivariate Mixed Hidden Markov Model for
joint estimation of multiple quantiles

Modello Hidden Markov Multivariato ad effetti misti per
la stima congiunta di quantili condizionati

Merlo Luca, Petrella Lea and Tzavidis Nikos

Abstract This paper develops a Mixed Hidden Markov Model for joint estima-
tion of multiple quantiles in a multivariate linear regression for longitudinal data.
This method accounts for association among multiple responses and study how the
relationship between dependent and explanatory variables may vary across differ-
ent quantile levels of the conditional distribution of the multivariate response vari-
able. Unobserved heterogeneity sources and serial dependence are jointly modeled
through the introduction of individual-specific, time-constant random coefficients
and time-varying parameters that evolve over time with a Markovian structure, re-
spectively. Estimation is carried out via a suitable EM algorithm without parametric
assumptions on the random effects distribution. We assess the empirical behaviour
of the proposed methodology through the analysis of the Millennium Cohort Study
data.

Abstract Questo lavoro sviluppa un modello di Markov nascosto multivariato ad
effetti misti per la stima congiunta di quantili marginali condizionati associati a va-
riabili risposta multivariate, nell’ambito di una regressione lineare per dati longitu-
dinali. La metodologia proposta consente di tenere conto dell’associazione esistente
tra le variabili risposta e intende studiare come tale struttura di associazione varia
quando si considerano diversi quantili della distribuzione condizionata della varia-
bile risposta. Le fonti di eterogeneita non osservate, costanti e variabili nel tempo,
vengono modellate congiuntamente introducendo effetti casuali costanti e coeffi-
cienti che variano nel tempo secondo una catena di Markov latente. La stima dei
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parametri ¢ ottenuta tramite 1’algoritmo EM senza formulare assunzioni parametri-
che sulla distribuzione degli effetti casuali. La validita del nostro approccio viene
analizzata attraverso un’applicazione empirica con i dati del Millennium Cohort
Study.

Key words: Longitudinal data, Mixed Hidden Markov Model, Multivariate Asym-
metric Laplace Distribution, Quantile Regression, Random Effects Model

1 Introduction

Ever since quantile regression was first introduced in the seminal work of [6], it has
attracted researches’ and practitioners’ attention. It provides a way to model the con-
ditional quantiles of a response variable with respect to a set of covariates in order to
have a more complete picture of the entire conditional distribution compared to the
classical mean regression. In a univariate quantile regression analysis, the likelihood
based inferential approach to estimate the parameters relies on the introduction of
the Asymmetric Laplace (AL) distribution: the maximization of the likelihood as-
sociated with the AL density is equivalent (in terms of parameter estimates) to the
minimization of the quantile loss function of [6]. When multivariate response vari-
ables are concerned, the existing literature on quantile regression is less extensive
due to the fact that there is not a unique definition of quantile for a multivariate
random variable because there is no “natural” ordering in a p-dimensional space,
for p > 1. Hence, the concept of multivariate quantile is still a debatable issue (see
[7] and the references therein for relevant studies). Recently, [12] generalized the
AL distribution inferential approach of the univariate case to a multivariate frame-
work by using the Multivariate Asymmetric Laplace (MAL) distribution defined in
[8]. By using the MAL distribution as likelihood based inferential tool, the authors
sidestep the problem of defining a multivariate quantile, and meanwhile they im-
plement a joint estimation of the marginal conditional quantiles of a multivariate
response variable, taking into account for possible correlation among marginals.

When dealing with longitudinal data, because measurements recorded on the
same individuals are likely correlated, the potential association between dependent
observations should be taken into account in order to provide correct inferences. In
such cases, random effect models have been proposed to accommodate for time-
constant, within-subject correlation and between subject heterogeneity (see [10, 5]).
However, when the assumption of time-constant random coefficients does not hold,
adopting such model specification may lead to biased parameter estimates (see [3]).
To account for serial heterogeneity, [4] suggested the use of Hidden Markov Mod-
els (HMM). The key assumption is the conditional independence of the response
variables given a latent process that follows a Markov chain on a finite number of
states. In this context, the application of HMMs is well justified by their versatility
and mathematical tractability (see [11]).
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The purpose of this article is to extend the work of [12] by introducing a Mixed
Hidden Markov Model (MHMM) to the longitudinal data setting to account for
the correlation between responses. The MHMM (see [2]) encompasses General-
ized Linear Mixed Models and HMMs as it accommodates time-constant and time-
varying sources of random variation. Time-constant unobserved heterogeneity is de-
scribed via individual-specific random coefficients while temporal effects are cap-
tured through state-specific effects that evolve over time depending on a hidden
Markov chain. In order to prevent inconsistent parameter estimates due to misspeci-
fication of the random effects distribution, we adopt the Non-Parametric Maximum
Likelihood (NPML) approach of [9] in which it is left unspecified and approximated
by a discrete finite mixture distribution. Model parameters are estimated through
maximum likelihood by using the Expectation-Maximization (EM) algorithm while
standard error estimates rely on bootstrap resampling. From a computational per-
spective, we provide an efficient version of the EM algorithm with M-step updates
in closed form for all model parameters.

2 Methodology

Let Y;; = (Y-l“), .. ,Yil(p)) be a continuous p-variate response variable vector and

X = (Xi<tl>,...,Xi(tk)) be a k-dimensional vector of explanatory variables for ev-
ery subject i = 1,...,N and time occasion ¢t = 1,...,7;. Given p quantile indexes
T=(11,...,Tp), with7; € (0,1), j=1,...,p, let Sy (7),i=1,....N,t=1,...,T; be
ahomogeneous, first-order, hidden Markov chain defined over a discrete states space
& ={1,...,M} with initial and transition probabilities denoted by q = (q1,-..,qm)
and Q = {gj} over .¥ x ., respectively. Finally, let b;(7) be a time-constant,
subject-specific, random effects matrix having distribution f},(- | T) which, as they
are meant to capture different unobserved characteristics, is independent of the hid-
den Markov chain, S;(7), and where E(b;(7)) = 0 is used for parameter identifiabil-
ity. We assume that the 7;-th quantile of each of the j-th components of Y;; can be
modeled as a function of some explanatory variables. Let (1) = (8, (), ..., ,(7))
be the k x p matrix of unknown regression coefficients. Then, the multivariate Mixed
Hidden Markov Model (MHMM) is defined as follows:

Y =XuB (1) +Zibi(t) + Wiay, (t) + &, (7), (D

where Z; is a subset of X;;, W;, is a further subset of X;; whose effects are assumed
to vary over time, &, (7) denotes a p-dimensional vector of error terms with univari-
ate component-wise quantiles (at fixed levels 71,..,7,, respectively) equal to zero
and where the coefficients matrix o, (7) evolves over time according to the hidden
Markov chain, S;(7), and takes one of the values in the set {0 (7),...,an(7)}.
Our objective is to provide joint estimation of the p marginal conditional quan-
tiles of Y taking into account for potential correlation among the dependent
variables. Conditional on the hidden state occupied at time ¢, S;(7), and on the
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individual-specific random coefficients, b;(7), observations from the same individ-
ual are independent and the following equality holds:

s (Yie | Yita—1,Si1:0,0i,T) = fyjsp(Yir | 5ie,bi,T), ()

where y;1.,— represents the history of the responses for the i-th subject up to time
t — 1 and s;1, is the individual sequence of states up to time 7.

In order to derive maximum likelihood estimates for the regression model in (1),
we consider the Multivariate Asymmetric Laplace (MAL) distribution, ./# &/ £ ~
(u;,DE,DED) (see [8]), whose conditional density function is given by:

Zexp{(yi,—ui,)’D’]Eflg} d \V/2

N it / o

fY‘S,b(yil|sit7bi7T)_ (27‘6)1’/2|DZD|1/2 <2+d~> KV ( (2+d)mll‘> )
3)

where the location parameter U, is defined by the linear model w; = u(s;,b;, ) =

X B(7)+Zibi(t) + W, (1), DS € RP is the scale (or skew) parameter with D =

diag[dy,...,dy]. d; > 0and & = [£},&,,...,€,]' having generic element &; = 7@1&3@-.)’

j=1,..,p. X is a p x p positive definite matrix such that £ = A¥YA, with ¥ be-
ing a correlation matrix and A = diag[o, ..., )], with sz = ﬁ, j=1,...,p.
J J

Moreover, /iy = (yir — W) (DED) " (yir — pir), d = E'ZE, and Ky (-) denotes the
modified Bessel function of the third kind with index parameter v = (2 — p)/2. The
constraints imposed on E and A represent necessary conditions for model identi-
fiability for any fixed quantile level 7i,...,7, and guarantee that ,u(j ) is the 7;-th

it
conditional quantile function of YIEJ ) given Sy (7) and by, for j=1,...,p.

It is worth noting that our methodology reduces to the (multivariate) linear quan-
tile Hidden Markov Model of [4] when W;, =1 and b;(7) =0foralli=1,...,N and
t =1,...,T;; whereas it reduces to the (multivariate) linear quantile Mixed Model of
[10] when there is only one state of the hidden Markov chain, i.e. M = 1.

In the case of a continuous parametric distribution for the random effects, the
likelihood for the model in (1)-(3) involves the integration over the distribution of
the random effects, fy(- | 7). Such integral cannot be solved analytically and maxi-
mum likelihood parameter estimates can be obtained through numerical integration
techniques. In addition parametric assumptions on the distribution of the random
coefficients can be too restrictive and misspecification of the mixing distribution
can lead to biased parameter estimates. For these reasons, we may rely on the Non-
parametric Maximum Likelihood (NPML) estimation theory of [9]: fy (- | T) is left
unspecified and we approximate it by using a discrete distribution on G < N loca-
tions, bg(7), with associated probabilities defined by m,(7) = Pr(b;(7) = b,(7)),
i=1,...,Nand g =1,...,G. That is, b;(7) ~ Zgzl Ty (7)6p, (T) Where Jp is a one-
point distribution putting a unit mass at 0. In this case, if we suppress the index 7 to
simplify the notation, the observed data likelihood of the model has the form:
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N G T;
¢T = QIJ Z { [HfYSb Yi | slta ‘|‘Is,-1 EQS,*,,IS” }ng7 (4)

where &, = (8,D,¥,by,...,bg,71,..., 76, 01,...,0M,q,Q) denotes the vector of
model parameters and fy|s,(¥ir | Sir, bg) represents the response distribution of unit
i of being in the hidden state s;; at time ¢ and of belonging to the g-th component
of the finite mixture, which is assumed to have a MAL density in (3) with location
parameter given by L = K (s, by, T) = X (7) + Zibg (7) + Wiy, (7).

2.1 Estimation

Given the representation in (4), let us denote by w;, the indicator variable that is
equal to 1 if the i-th unit belongs to the g-th component of the finite mixture, and
0 otherwise. Similarly let u;; be equal to 1 if unit i is in state j at time ¢ and 0
otherwise; let v; jx be equal to 1 if unit 7 is in state j at time # — 1 and in state k at
time ¢, and O otherwise. Finally, we denote by z;; j, the indicator of the i-th individual
being in state j at time ¢ and coming from the g-th component of the mixture. The
log-likelihood for the complete data has the following form:

T:

m M:l

N
le(Pr) =Y { Y wiglogmg+ Z ujijlogq;+

i=1 ( g=1 j=1
)
In the E-step of the algorithm, the presence of the unobserved indicator variables
Wig, Uit j, Vi jk and z; j, is handled by taking their conditional expectation given the
observed data and the current parameter estimates. Calculation of such quantities
may be addressed via an adaptation of the forward and backward variables; see
[14]. Subsequently, the M-step solutions are updated by maximizing the conditional
expectation of (5) given the observed data and the current parameter estimates with
respect to @; and solving the M-step equations. We derive closed form update ex-
pressions of the model parameters, based on the mixture representation of the MAL
distribution. Finally, the E- and M-steps are alternated until convergence. To avoid
convergence to local maxima, for each value of the pair (G, M), we initialize model
parameters using a multi-start strategy.

3 Application

To investigate the behaviour of the proposed methodology, we analyse the data from
the Millennium Cohort Study (MCS) which has been studied by [1] and [13] in the
context of M-quantile regression with time-constant random-effects. The MCS is a
longitudinal survey which aims at better addressing the effects of social disadvan-
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tage on children’s outcomes in the UK. The two outcomes of interest, emotional
problems and behavioural problems, measured by the SDQ internalizing score and
by the SDQ externalizing score, respectively, were collected at ages 3, 5 and 7
years. A description of the included demographic and socio-economic covariates
can be found in [13]. We used the proposed model with constant random intercepts
and time-varying random slopes specified for age. A summary of the results when
T = (0.25,0.25),7 = (0.50,0.50) and 7 = (0.75,0.75) is reported in Table 1. The
estimated regression coefficients are consistent with those obtained by [13]. In par-
ticular, we selected a number of mixture components equal to G = (3,5,5) at quan-
tile levels 0.25,0.50 and 0.75 respectively, and we identified a decreasing number
of hidden states M = (5,4,3) as the analyzed quantile level increases.

7-th quantile (0.25,0.25) (050, 0.50) (0.75,0.75)
[G=3,M=5] [G=5M=4] [G=5M=3]

Variable SDQw SDQex SDQiw SDQgx SDQiw SDQgx
Tntercept 0.864 (0.126) 1.846 (0.178) 1.267(0.213) 3.925(0.251) 37790 (0.288) 4275 (0.412)
Age year scal 1.379 (0.010) —0.804 (0.016) 1.234 (0.009) —0.634 (0.011) —0.583 (0.021) —0.244 (0.031)
Age? year scal 0.045 (0.005) 0.193 (0.009) 0.077 (0.011) 0.208 (0.013) 0.104 (0.018) 0.287 (0.024)
ALE 11 0.022 (0.008) 0.036 (0.016) 0.086 (0.018) 0.113 (0.019) 0.116 (0.039) 0.205 (0.055)
SED 4 0.070 (0.023) 0.105 (0.045) 0.175 (0.030) 0.221 (0.030) 0.201 (0.051) 0.398 (0.076)
Kessm 0.090 (0.009) 0.143 (0.012) 0.167 (0.009) 0.189 (0.012) 0.208 (0.018) 0.299 (0.025)
Degree ~0.350 (0.109) —0.894 (0.149) —0.526 (0.114) ~1.482(0.171) ~0.703 (0.160) ~1.267 (0.232)
GCSE —0217 (0.110) —0.582 (0.150) —0.352(0.113) —0.430 (0.166) —0.413 (0.149) —0.427 (0.213)
White —0.090 (0.061) —0.143 (0.097) —0.075 (0.149) 0.059 (0.160) ~0.216 (0.203) 0.320 (0.303)
Male ~0.062 (0.016) 0.793 (0.030) 0.027 (0.037) 0.950 (0.045) 0.082 (0.080) 0.944 (0.119)
IMDscore —0.022 (0.005) —0.036 (0.009) —0.025 (0.008) —0.027 (0.010) —0.027 (0.020) —0.045 (0.029)
Eng eth stratum ~0.043 (0.159) ~0.168 (0.174) 0.122 (0.193) 0.144 (0.220) 0.174 (0.241) ~0.025 (0.374)
Eng dis stratum —0.003 (0.031) 0.003 (0.072) 0.085 (0.047) 0.106 (0.050) 0.156 (0.111) 0.337 (0.175)

Table 1 Point estimates with non-parametric bootstrap standard errors in parentheses (B = 1000 re-samples) for
different quantile levels. Parameter estimates are displayed in boldface when significant at the standard 5% level. The
number of mixture components G and hidden states M are selected according to the BIC criteria.
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Aggregating Gaussian mixture components
Come aggregare le componenti gaussiane di un miscuglio

Roberto Rocci!

Abstract The finite mixture of Gaussians is a well-known model frequently used to
classify a sample of observations. It considers the sample as drawn from a
heterogeneous population where each subpopulation, cluster, is Gaussian and
corresponds to one component of the mixture. Whenever such assumption is false, the
model may use two or more Gaussians to describe a single cluster. In this case, the
researcher has the problem of how to identify the clusters starting from the estimated
components. This work proposes to solve this problem by aggregating the components
in clusters by optimizing an appropriate criterion based on their posterior
probabilities.

Abstract [ modelli miscuglio di gaussiane sono spesso utilizzati nell’analisi dei
gruppi. L’idea e quella di considerare la popolazione che ha generato il campione
come formata da sottopopolazioni, gruppi, ognuna ben descritta da una componente
del miscuglio. Quando questa assunzione risulta falsa, il modello tende ad utilizzare
due o piu componenti per rappresentare un unico gruppo, creando cosi il problema
di come identificare i gruppi a partire dalle componenti stimate. In questo lavoro
proponiamo di risolvere il problema aggregando le componenti in modo da
ottimizzare un criterio basato sulle loro probabilita a posteriori.

Key words: Unsupervised Classification, Finite mixtures of Gaussians, Within and
Between deviances.

1 Introduction

In cluster analysis, or unsupervised classification, quite frequently observations are
classified by using a finite mixture of Gaussians (see for example Hennig et al., 2015).
The idea is to consider the population as heterogeneous, i.e. formed by sub-
populations, clusters, which are well represented by the mixture components.

1Department of Statistical Science, Sapienza University of Rome; email: roberto.rocci@uniromal.it
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Such approach works well in practice unless one or more subpopulations have a
distribution different from, or not well approximated by, a single component of the
mixture. In this case, the model may use more than one component, i.e. a sub-mixture
of two or more Gaussians, to describe a single cluster destroying the one to one
correspondence between clusters and components. This problem is well recognized in
practice and several solutions have been proposed.

The first idea is to assume for each component a functional form that is more
flexible than the Gaussian (see McNicholas, 2016, for an excellent review about this
approach). This solves the problem in many cases in practice. However, it cannot be
considered as the definitive solution because even in this case we cannot exclude that
more than one component could be necessary to represent a cluster. This derives from
the identifiability of the finite mixture model. For example, a cluster that is a finite
mixture of two components cannot be represented by only one and vice versa.

A different idea comes up by observing that, if the mixture fits well the data, then
the information about the clustering structure is contained in the estimated model and
it can be recovered by aggregating, in an opportune way, the components. This allow
us to represent a very wide variety of possible distributions for the clusters and to
relax the, usually made and sometimes restrictive, assumption of same functional form
for the distribution of each cluster. Technically, the model would become a finite
mixture of finite mixtures of Gaussians, i.e. a finite mixture where each component is
a finite mixture of Gaussians. Unfortunately, such a model is not identified because
different aggregations of the components give the same population distribution. The
estimation is then possible only by using some constraints on model parameters
making the model identified (see for example Di Zio et al. 2007), or by introducing a
criterion determining the aggregation. On the latter approach, there are several
proposals in the literature where the Gaussian components are hierarchically
aggregated into clusters on the basis of a measure of proximity (see Hennig 2010,
Comas-Cufi et al. 2017 and references there in for some examples). However, such
methods are optimal only locally. They establish what is the best way to merge two
components not what is the best way to aggregate, say G, components into, say K,
clusters. It is not specified how the “internal cohesion” and “external isolation”
(Cormack, 1971) are measured, related and optimized (e.g. total deviance = within
deviance + between deviance in K-means). To achieve this goal a partitioning method
should be adopted but, as far as we know, only Li (2005) considered a partitioning
approach based on the application of the K-means on the mean components. This
proposal makes clear the aforementioned aspects but it is based on a measure of
dissimilarity between components depending only on their locations. Our purpose is
to go beyond the limits of this proposal.

In our paper we are going to propose a new method to aggregate the Gaussian
components of a finite mixture model making clear how the identified partition
optimize the “internal cohesion” and “external isolation” of the clustering. The plan
of the paper is the following. Our proposal, based on the use of the Kullback Leibler
divergence to measure the dissimilarity among components, will be presented in
section 2. In section 3, some insights on how to extend the technique are presented
with particular reference to other dissimilarity measures and its hierarchical version.

152



Aggregating Gaussian Mixture Components
2 Partitioning Gaussian components by the Kullback-Liebler
divergence: the KL-components method

The finite mixture of Gaussians (McLachlan & Peel, 2000) is based on the assumption
that the probability density of a multivariate observation is of the form

f(X;;®)=Zﬂgﬁg(X,-;9g)- (1)

where X; = [xi1, Xi,...,xiy]' is a random vector of J variables sampled from a population
parametrized by @ = {81,94,...,9¢, p1,p2,...,pc}, which consists of G groups, or
subpopulations, in proportions i, m,..., T, Where i, is the prior probability to sample
one observation from group g. The density fo(x;9,) of x;in the g” group is multivariate
normal (Gaussian). Let xi, X2, ..., X, be a sample of » independent and identically
distributed observations, we can use the above model to classify the observations into
G classes. First, we compute the posterior probabilities

P(glx)=m, =7, f,(x38,)/ D 1./, (x;9,), )

then, we use the MAP rule (Maximum A Posterior probability) to assign the
observations to the Gaussian components. Usually, the parameter ® and the number
of components G are unknown and estimated from the data.

Our method, named the KL-components technique, originates from the
observation that two components, say g and 4, are equal, with respect to the data, if
and only if their posterior probabilities are proportional. In formulas

g=hen, =Pg|x)/n, =P(h|x)/n,=m,,gh=1,..Gandi=1,..n. (3)

It seems quite natural to measure the dissimilarity between components as a function
of the diversity between the normalized posteriors, say profiles. In particular, we
investigate the use of the Kullback-Leibler (KL) divergence

_l < ﬁ ﬁﬁ_h _l < fg(xi) fg(xi)
Ki(n,m) =" gl"g[ng nh,]_n;f(xi)log(fh(xi) , (4)
which can be considered an estimate of
S, (X) [, (%) S (%)
E| 2 —log| =*—||= 1 £ dax, 5
(f(X) Og[ﬁ,(x)n [ °g(fh<x)J b ©
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i.e. the KL divergence between the two components. It is well known, and evident
from formula (5), that the KL divergence is not symmetric. However, this is not a
problem for us because we use it to define a sort of deviance rather than to measure
the dissimilarity between two components. In particular, we define the Total deviance
as the weighted sum of the KL divergences among the profiles of the mixture
components and their barycenter. By noting that the latter quantity is

li _ .
Do, =1, i=12,..,n, (6)

the Total deviance results to be

G 1 G n T i
D, =Y mKL(x, =" 3, log [nij . 7
g=1 g

g=1 i=1

Given a partition of the G components into K clusters according to the binary row
stochastic membership matrix U = [ug], where ug is equal to 1 if component g belong
to cluster k and 0 otherwise, we note that the posteriors probabilities of cluster k are

G
Pri = D g Ty » ®
g=1

the priors are

g 1
Zugk Tgii = ;Zpk\i ) ©)

and the barycenter is

Zugkng ! Te Pren

1

1 < Ty 1S P
G—Zugkngi__zugkng\i:i)_k" i=L2,..n (10)
k
g=

According to (7), the Within deviance is defined as
I G Ty el P
D, (U)=>u,n KL(m ,p,)=> u,m, —y —- log(ij—log[—kj e
k.g k.g n - Tcg TEg

Formula (11) suggests in a very natural way a partitioning method based on its
minimization with respect to U. The minimization of (11) guarantees the maximum
internal cohesion of the clusters. However, we should ask: what about the external
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isolation? To give an answer to this question, we should find a way to measure the
external isolation, i.e. the cluster separation. In coherence with (7), we can define the
Between deviance as the weighted sum of the KL divergences among the cluster
profiles and their barycenter, that is the vector of ones even in this case. In formulas

D,(U)= ZpkKupk 1) =%Zipw 1og(p ] (12)

k=1 i=l P

Once again, we have a formula suggesting, in a very natural way, a partitioning
method corresponding to the maximization of (12) with respect to U. However, it is
possible to show that, as in the case of K-means, the minimization of Dy is equivalent
to the maximization of D because the sum of the two is constant and equal to Dr.
The Within deviance (11) can be minimized by using a coordinate descent algorithm
that minimize (11) with respect to U and the centroids pi1, p2, ..., Px.

-2
|

Figure 1: Simulated sample from a 6-component mixture along with the estimated classification in 7
components given by a homoscedastic mixture of Gaussians.

In order to check if the proposed method works properly, we considered the simulated
dataset analysed in section 4.1 of Baudry et al. (2010). It is a sample from a finite
mixture of 6 bivariate Gaussians. In Figure 1, the data is shown along with the
classification in 7 components given by a homoscedastic mixture of Gaussians where
the number of components have been selected by using BIC and the parameters
estimated by maximum likelihood. Looking at the figure, it is not clear if the number
of true clusters is 2 or 4 and then we considered both. The algorithm has been run for
K =2 and 4, from several different starting points. The technique aggregated the 7
components as {1,2,3,4} and {5,6,7} for K=2 and as {1,2}, {3,4}, {5,6} and {7} for
K = 4. From Figure 1, it is clear that in both cases, KL-components has been able to
find the correct aggregation of the components.
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3 Final comments and extensions

The method here presented has been extended to the use of divergences different
from the KL. In particular, we have proven that all the properties of the KL-
components technique shown in the previous section do hold if a Bregman divergence
(Bregman, 1967) is used. The proofs are not reported here for the sake of space.

In practical applications, especially when the clusters of components are not well
separated, the coordinate descent algorithm quite often remains trapped into a local
optimum. Frequently, this problem can be simply solved by starting several times the
algorithm from different random partitions. However, there is still the need to have a
method able to produce good rational, non random, starting points. To this end, a
hierarchical clustering procedure has been proposed, not shown here for the sake of
space, where at each step two clusters are merged by minimizing the increment of
Within deviance. The hierarchical solution is then used to start the partitioning
algorithm.

The aim of our method is not to find the true number of clusters, even if it can help
us in this task exploring the possible components aggregations. In this respect, further
insights can be obtained by looking at the plot of Dy vs K, computing the Calinski-
Harabasz index (1974) or any other index based on Dy and/or Ds.

We conclude by noting that the results presented here do not use the assumption
that the components of the mixture are normally distributed. It follows that the
proposed techniques can be used to cluster components that are not Gaussians.
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Local and overall coefficients of determination
for mixtures of generalized linear models

Coefficienti di determinazione locali e globali per misture
di regressioni lineari

Roberto Di Mari, Salvatore Ingrassia, and Antonio Punzo

Abstract In this paper we define deviance-based local and overall coefficients of
determination for mixtures of generalized linear models whose parameters are es-
timated via the maximum likelihood approach. The aim is to summarize how well
the model fits the data both in each group and taken as a whole.

Abstract In questo lavoro definiamo coefficienti di determinazione locali e globali,
basati sulla devianza, per le misture di modelli lineari generalizzati i cui parametri
sono stimati attraverso I’approccio della massima verosimiglianza. L’ obiettivo é
quello di valutare I’adattamento del modello ai dati sia a livello di singolo gruppo
che a livello globale.

Key words: Cluster validation, Mixtures of regressions, Model-based clustering,
Maximum likelihood.

1 Introduction

Local and overall coefficients of determination have been first proposed in [3] for
mixtures of linear (Gaussian) regressions to take into account different variability
within groups. In this paper, we generalize these results to mixtures of generalized
linear models. The proposal is based on one of the definitions of coefficient of de-
termination given in [1].

In generalized linear models [5] a monotone and differentiable link function A(-)
is introduced to relate the expected value u of a random response variable ¥ with
respect to a vector X of J covariates through the relation (1) = o + 7 x. Assume
now that the regression of ¥ on X varies across the k levels (groups or clusters) of

Roberto Di Mari - Salvatore Ingrassia - Antonio Punzo
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a categorical latent variable G taking values in {1,2,...,k}. These data can be con-
veniently modeled by finite mixtures mixtures of regressions with fixed covariates
characterized by the following conditional density function

k
PO W) =Y mq(y[x;6y), (1)
g=1

where g(y|x;0,) is a component specific density from the exponential family de-
pending on some parameter vector O, with 7, being the mixing weight, where
7 > 0 and Zgzl m, = 1, see e.g. [7]. Given a random sample (X},y1)’,..., (X}, yn)’
of (X',Y)", for a fixed number k of groups, the ML estimates of the parameters are
typically obtained via the expectation-maximization (EM) algorithm.

2 A deviance-based coefficient of determination R?

In [1] some R-squared measures, say R2, are defined for count data regression mod-
els based on the scaled deviance D(y; 1) = 2{Z(y;y) — £ (U;y)}, where Z(y;y)
and Z(U;y) are the log-likelihoods computed on the data y and on the fitted
data [I, respectively. Then, considering the decomposition .Z(y;y) — Z(¥;y) =
{ZL(y;y) — ZL(W;y)} +{ZL(y;y) — Z(¥:y)}, the coefficient of determination has
been defined as

R*=1- - = o
2{Z(y;y) -2 (W:y)y Zyy) —Z(§:y)

In this paper, we extend this measure (2) to mixture of generalized regression mod-
els. For simplicity, only the Gaussian and the Poisson cases are here presented.

2{L(y;y) —Z(;y)} i”(ﬁ;y)—-f(‘;y). )

The Gaussian case. Consider first mixture models with Gaussian components. Thus,
conditional on G = g (for g = 1,...,k) assume now that Y|x is Gaussian with pa-
rameters [(x;f3,) and Gg?:

a(y1%: B, ;) = 9 (v (x: B,), 07)

where B, = (Bog. B f ¢) is a vector of J + 1 component specific regression coeffi-

cients including the intercept, and p(x; 8,) = Pog + B ¢X- Then the maximum like-
lihood equation is given by

k n k n
LW)=Y Y ugnmg+ Y Y zigIn {0 [yiu(x:B,),00] }
g=1li=1 g=li=1
k n
— Y ¥z Inm, +£(B,02) 3)
g=1li=1
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respectively, where z;, = 1 if (x/,y;) comes from component g and z;; = 0 oth-

erwise, £(B,0°%) = Yo | Xi zigIn {9 [viu(xi:B,). 0]}, B = (By.-...B;) and
o’ =(o},..., o.kz)/ . In [3] the classical total sum of squares decomposition for re-
gression models is generalized when data come from a heterogeneous population
and they are modeled through a mixture of regressions with Gaussian components.
This relation can be generalized as follows. Let us focus on the model term in the

loglikelihood function and set
)2
g(‘u' 6 ay Zzzlg IHG _% ) (4’)
g=1li= 268

where ;g = 1 (xi; B,) = Pog + B} X and the constant term has been omitted in (4).
Once the model has been fitted to the given data and parameters have been estimated,
let us introduce the following quantities:

[ )2
(i, 0%y) = zzz,g _llna;_wl

P 202
k n [ 2 k n
~ | N i — Vi 1.
e(y7"2;Y):ZZZig —Eln(y;_(ylz%’) :ZZZ,'g |:—EIHG§:|
e=li=1 | O; oe=1i=1

0(3,6%y) =

o1~
1=
1
| —
—
)
(S}
—
=
|
=
S
1

Zig | — — =
‘€1 278 267

Il
—_
Il
—_

8

and consider the decomposition

Uy,8%y) — 13,8%5y) = {£(y,8%y) — (A, 0%y) | + {U(A,8%5y) - 17.6%y) |

After some algebras we get

k = N2k R
2 ~ (Vi —Hig) ~ (Hig—J¢)
Uy, 6%y)—Ly.6%y) =Y ¥ T D DD D e 7S
g=1i=1 ] g=1i=1 i
k ( _5\2
. (Vg —Y)
+Z”8 =
— 26g
Let us set
k n (,_-2 k 717 )2
_ ~ iy ~ o (yi—Hig)
ALy, ) =Y Y % 1282) : ALy, ) =} Y Bie o
g=li=l g g=1i=1 g
k n ( k - 5\2
o ~ (Hig —5e)* o . (=)
Aly(B.¥6) = lei ig lgz&z —,  Al(¥6,¥) = Zlng g232
g=1i= g 8= 8
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where ¥ = (71, -.,7) . Thus, the decomposition (5) can be written as

Al(y.§) = Al (y, 1) + Als(H.¥6) + Aly(Y, §) (6)

which generalizes the relation (32) in [3] because here the component variances are
now included. According to [1] and [3], we define the local coefficient of determi-
nation for the gth group (g = 1,... k) as

Alrg(H,,)
R2: Af’g 1JE — (7)
& Afng(YaH)"‘Aef,g(Ha)’g)

and afterwards we define the overall coefficient of determination as

Aly(1,5,)

R = (8)

The Poisson case. Conditional on G = g (for g = 1,...,k) assume now that Y |x
is Poisson with parameter i, (x;,), for some B, € RP™!; that is, Y[x(G = g) ~

Poi [ug (x;ﬁg)] , and set

[ (x:B)]"

y!

q([x: B,) = exp [~ g (x; B,)]

)

where u(x;,) = exp(Bog + B ¢X)- Using similar arguments like in the previous
case, we set

I
Mw-
(ngE

Al(y,y) Zig {yilny; —yi — yilny + y}
g=1li=1
k n
Al (y, 1) = Z Zzig {yi Iny;/fig — (vi— Hi,g)}
g=1i=1
k n
Alp(1,¥6) = Z Z Zig {yi Infli o /Yo — (Mig— }_’g)}
g=1li=1
k n
Al(§6,9) =Y. Y Zig {yilnge /5 — (g — ) }
g=li=1
where again G = (1, ...,7) . Therefore, the decomposition (5) can be written as

Agt(yvy) = Agr(yvﬁ) + Aef(ﬁaiG) + Agb(iGay)

Finally the indices (7) and (8) can be derived accordingly.
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3 A real data application

In order to illustrate the proposed fit measures, we analyze a data set from a survey
of n =270 students of basic Statistics at the Department of Economics and Business
of the University of Catania in the academic year 2011/2012. The data set was first
used by [2] and is available from the R package flexCWM,; see [4]. The aim is to
model the height of a student based on the information about the height of his/her
father.

100
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L

180
L

170
170

160
160

150
150

Height o father father's height

(a) Scatter plot (b) Scatter plot with fitted components

Fig. 1: Panel la is the scatter plot of the variables Height and Height of father of the students data;
panel 1b is the scatter plot with fitted mixture component labels and regression lines. Red triangles
indicate first group membership, blue squares indicate second group membership.

Figure 1 presents the scatters of the unlabeled data (Panel 1a), and of the labeled
data as estimated by the two-component mixture of linear regression models (Panel
1b), including the regression lines. Overall we observe a positive association be-
tween Height of father and Height in both clusters. The cluster labels that are found
are close enough to the classification of the gender variable (not reported), with an
Adjusted Rand Index of about 0.899.

—_— R? 0.531
Cluster 1 2 Al(y,§) 1035294
T 0.583 0.417 Aﬁr(&ﬁ) 133.997
R3 0.389 0.646 Als([,¥6) 151.856

Aly(Yg,§) 749.441

Table 1: Local and overall fit measures for the finite mixture of two linear regressions fitted to the
students data.

Table 1 reports the local and overall fit measures for the output model. Interest-
ingly, the regression fit for group 2 (male) has a higher local R? than that of group
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1 (female) - respectively 0.646 and 0.389. We report an overall R? of about 0.5. In
addition, from the other overall deviance measures we observe that more than 70%
of the total deviance is due to the separation on the y-axis between the groups (as
measured by Al (¥,¥))-

4 Concluding remarks

The decomposition here proposed concerns an intuitive tool aiming at facilitating
the interpretation of the results of statistical modeling based on mixtures of regres-
sions. In this framework, we remark that this approach should not to be used for
model selection.

The decomposition involves essentially the response variable. While for simplic-
ity, we have illustrated the approach for mixtures of regressions, the proposal holds
in general for other kinds of mixture of regressions. In particular, the results here
presented can be easily extended to mixtures of regressions with concomitant val-
ues and to Cluster-Weighed Models, see e.g. [6] and [2].
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Functional Data Analysis for Interferometric
Synthetic Aperture Radar Data Post-Processing:
The case of Santa Barbara mud volcano

Analisi di dati funzionali per il post-processamento di dati
interferometrici: Il caso dei vulcanelli di Santa Barbara

Matteo Fontana, Alessandra Menafoglio, Francesca Cigna, Deodato Tapete

Abstract The systematic and widespread availability of cheap computing power
and storage space, alongside the drastic improvement in data transmission and ac-
tive sensor technologies, has triggered an increasing interest by scientific and gov-
ernment institutions in the use of satellite data. One of the most promising applica-
tions is to provide emergency management agencies with early warning systems for
catastrophic natural events, in order to support decision making. The data used in
this work are ground displacement records gathered via interferometric processing
of satellite RADAR data. We provide a novel post-processing approach based on a
Functional Data Analysis paradigm, and apply it to Santa Barbara mud volcano.

Abstract La sistematica disponibilita di memoria e potenza di calcolo, insieme al
drastico miglioramento nelle tecnologie di tramissione dati e dei sensori attivi, ha
stimolato un interesse crescente da parte di istituzioni scientifiche e governative
verso ['utilizzo di dati satellitari. Una delle applicazioni piii promettenti é fornire
sistemi di allerta precoce alle agenzie di gestione delle emergenze, per supportare
i processi decisionali. I dati usati in questo studio sono stime di spostamento del
terreno ottenute dall’elaborazione interferometrica di immagini RADAR satellitari.
Viene proposto un innovativo metodo di post-processamento basato sul paradigma
dell’analisi di dati funzionali, e la sua applicazione ai vulcanelli di Santa Barbara.

Key words: Functional Data Analysis, InNSAR, Remote Sensing, Conformal Pre-
diction
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1 Motivation

In the last years, a significant advance in data transmission technologies and avail-
ability of computing power, storage space and sensors, have triggered a boost in
terms of possible applications of satellite imaging data. Among the wealth of data
that can be acquired by passive or active sensor arrays on-board satellites, Synthetic
Aperture Radar (SAR) images and their processing with Interferometric SAR (In-
SAR) methods are one of the most useful sources of information for natural hazard
monitoring [10].

The statistical analysis of the output products of advanced InSAR processing is
still at an early stage. We are witnessing several attempts at using standard statistical
frameworks such as time-series analysis and geostatistics, as shown in the review by
[2]. To the best of our knowledge, no attempts have been made yet to combine the
dynamics in time and in space, or to employ more advanced statistical techniques to
gather novel insights from these specific data.

Our aim is to provide a proof of concept for the application of advanced statistical
techniques in this realm, tackling the issue of geological hazard monitoring and
early-warning. We provide deeper explanations about the novelty of our approach
with respect to the current state of the art in [6]. We exploit, as a test case, the event
of a mud volcano eruption occurred in the village of Santa Barbara, in the eastern
sector of the city of Caltanissetta, in Sicily (Italy). On the 11/ of August 2008 the
area was affected by paroxysmal eruption that caused damage to urban infrastructure
as far as 2 km from the main eruptive vent. A more detailed description of the event
and its geological features can be found in [5] and [8].

2 The Application: InSAR data of Caltanissetta

We used 32 ENVISAT Advanced SAR scenes acquired along ascending track T172
between 12/10/2002 and 07/06/2008 (i.e. before the mud volcano erupted). These
data are in C-band (5.6 cm wavelength, 5.3 GHz frequency) and characterized by
a Line-Of-Sight (LOS) with ~23° look angle, VV co-polarization, ~20 m ground
resolution and nominal site revisit of 35 days.

InSAR processing was carried out with the Small Baseline Subset (SBAS) tech-
nique developed by [1] and parallelized by [3]. The output dataset consists of
n = 1735 coherent targets, distributed across an area of 150 km?. For each target,
the annual LOS velocity over the monitoring period, LOS displacement time series,
temporal coherence, and elevation above the reference ellipsoid were estimated. The
position of the targets can be seen in Fig. 1, while a plot of the corresponding tem-
poral dynamics is shown in Fig. 2a. The 2002-2005 ground deformation scenario in
Caltanissetta was described by [13]. Previous semi-automated analysis of a different
InSAR dataset was carried out in [5], where the computation of Deviation Indices
was proposed to identify trend changes in InSAR time series (see also [12]). We
present the main findings about the mud volcano area in [6].
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3 A Functional Approach for InSAR data post-processing

Each displacement series estimated via InSAR consists of a set of discrete, time-
indexed evaluations of a continuous trajectory in time, with some degree of smooth-
ness given by the physics of the deformation phenomenon. We can also assume
some measurement error to be present, due to the particular nature of the measuring
and processing technique. Moreover, in this specific experimental setting, deriva-
tives of such continuous trajectories catry a lot of information: the first derivative
represents the velocity of the measured displacement, while the second derivative is
the acceleration profile and, via a multiplicative constant, force values. These spe-
cific and nonstandard data features call for the use of statistical methods able to
correctly include and model them into the analysis process.

A very good candidate to do so is Functional Data Analysis (FDA) [9], the field
of statistics which uses, as the unit of the analysis, one or more continuous functions
over a domain, either univariate or multivariate. The first step in every FDA pipeline
is the extraction of continuous functions from the discrete, longitudinal data points.
In our case this was performed via a smooth B-spline basis. Further details about
the procedure, and the choice of the smoothing parameter can be found in [6], while
a plot of the smoothed data is shown in Fig. 2b. After the data smoothing, we per-
formed a functional Principal Component Analysis (PCA) to assess and quantify the
variability of the displacement curves. A functional clustering based on the K-Mean
Alignment (KMA) procedure [11] was also performed, to identify a group structure

Area of Interest — ENVISAT

is_santabarbara
) FALSE
o TRUE

Latitude (WGS84)

13.95 14.00 14.05 14.10
Longitude (WGS84)

Fig. 1: Map of the geographical position of the target points on a satellite image of
the area of Caltanissetta (Italy), with indication of Santa Barbara village.
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Fig. 2: Plot of the time dynamics of displacement for the target points in the
smoothed and unsmoothed case.

in the data. In Fig. 3 we present a spatialization of the clusters obtained via the KMA
procedure, with a zoom on the Santa Barbara area. Further details about the results
of the exploratory analysis can be found in [6].
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(a) Map of the whole area (b) Zoom over Santa Barbara

Fig. 3: A map of the target points over the city of Caltanissetta, where the color
depends on the cluster that was assigned to the corresponding displacement curve
by the KMA procedure, with a zoom on the Santa Barbara area

After the exploratory analysis, we focused our attention on the issue of set fore-
casting for these complex data objects, that is defining a prediction region for an
infinite-variate data object such as a function. Providing meaningful forecasts with
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associated uncertainty for a given data object is, in general, a key problem from a
theoretical and applied perspective. If we frame the early warning problem as iden-
tifying a time instant at which the time series departs significantly from its expected
value, it appears immediately evident how an appropriate set forecast method rep-
resents a key stepping stone to realize any kind of outlier identification system.

The simplest and possibly the most natural way to forecast a time series of data
objects is to use an autoregressive model. Let § be the displacement surface mea-
sured at time ¢, which is here assumed to be a square-integrable function defined
over bidimensional Euclidean space S, § € L?(S). Modeling the surface at ¢ + 1
with a concurrent functional autoregressive (FAR) model of order 1 FAR(1), we can
write

O+1(8) = DP(5)8(s)+€(s) (1)

where s € S and ¢ € L™(S). The main issue in this setting is the substantial lack
of usable and interpretable methods for interval forecasting. A very powerful ap-
proach to tackle this kind of problems is represented by Conformal Prediction (CP)
[14]. CP was developed in the late 1990s in the Machine Learning community as a
method to provide interval forecast for support vector machines. Since then, it has
been extended in several ways, and used as a framework to provide distribution-free
prediction sets in the scalar case, and very recently also in the functional one [7].
To provide meaningful forecasts for the concurrent FAR(1) model in Equation
1, we extend the framework in [7] in two directions. The first one is moving from
the functional univariate case to the bivariate one, required in this application. The
second, and most challenging one, is to move from the case of iid observations (de-
scribed in [7]) to setting of data with (temporal) dependence. This is performed by
adapting the ideas described in [4] for the scalar case to the case of functions whose
domain is bidimensional. The complete mathematical description of the method,
alongside a detailed analysis of the Santa Barbara test case can be found in [6].

4 Conclusions

Motivated by the need to test advanced statistical methodologies to analyse displace-
ment series obtained from satellite InNSAR techniques, we illustrate a Functional
Data Analysis framework for the analysis of displacement data related with a mud
volcano eruption occurred in 2008 close to the city of Caltanissetta, Italy. Aiming to
develop an early warning system, we describe an extension (fully shown in [6]) of
a newly developed forecasting technique based on Conformal Prediction to the case
of dependent functional observations defined over a multivariate domain.
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Recent Contributions to the Understanding of
the Uncertainty in Upper-Air Reference
Measurements

Recenti Contributi alla Comprensione dell’Incertezza
delle Misure Climatiche dell’Alta Atmosfera

Alessandro Fasso

Abstract Measurement uncertainty of climatic variables in the Upper Troposphere/-
Lower Stratosphere (UTLS) is a key for the understanding of climate warming.
Beyond traditional measurement uncertainty, the focus of the atmospheric science
community is moving to an uncertainty which is related to the spatial and tempo-
ral scales, and to the comparison of different instruments. This paper reviews some
recent contributions to the analysis of data related to radiosonde and satellite obser-
vation. In particular, techniques based on functional data analysis approach, spatio
temporal models, regularisation, and cross-validation are applied to radiosonde pro-
file data and satellite data.

Abstract L’incertezza della misura di variabili climatiche nell’alta troposfera/bassa
stratosfera (UTLS) é fondamentale nella comprensione del riscaldamento globale.
Tale incertezza non riguarda solo la tradizionale incertezza strumentale ma coin-
volge anche aspetti legati alla dimensione spaziale e temporale ed al confronto fra
strumenti diversi. I metodi statistici considerati riguardano la functional data anal-
ysis, i modelli spazio-temporali, anche 4D, e le tecniche di cross-validazione.

Key words: radiosonde, functional data, Gaussian process, cross-validation

1 Introduction

Climate variables in the Upper Troposphere/Lower Stratosphere (UTLS) may be
measured in-situ, for example through a flying radiosonde balloon, or remotely, for
example through an optical instrument on-board a satellite. Data products related to
the latter are fast increasing in quality and quantity, by providing massive regularly
spaced observations. Nevertheless, radiosonde observations are considered crucial,
not only because they provide long time series, but also because they are used for
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calibration and validation of both satellite observations and climate models such as
the ERA-interim re-analysis, [2].

In this frame, an important role is played by GRUAN, the GCOS' Reference
Upper-Air Network (www.gruan.org). Despite having a limited spatial coverage,
GRUAN aims at providing fully traceable reference measurements. To do this, not
only has more then 20 stations around the world but also implements data processing
covering measurement uncertainty estimation, [1].

For this reason climatological studies are largely based on baseline measure-
ment networks, which have an intermediate metrological quality but a larger spatio-
temporal coverage.

In metrology, measurement uncertainty is a characteristics of the statistical dis-
persion of the values attributed to a measured quantity. In this paper, using a statisti-
cal approach, we use the Root Mean Square Error (RMSE) to quantify measurement
uncertainty. An empirical assessment of it is often given by means of a statistical
model able to describe the natural variability attributable to environmental forcing
factors. Hence, the model RMSE is used to assess measurement uncertainty.

The rest of the paper is organised as follows. Section 2 deals with the uncer-
tainty arising in the comparison of partially misaligned profiles using a functional
data analysis approach. The first case is related to the comparison of pair of ra-
diosonde profiles from sites in the same climatic area. The second case study con-
siders the comparison of radiosonde and satellite data, which have quite different
vertical smoothing properties. Section 3, considers the harmonisation of 40-years
global time-series, using a combination of 4D local Gaussian process modelling
and fused LASSO. Section 4 considers the uncertainty propagation in interpolation
of missing data using a Gaussian process approach coupled with block-bootstrap
correction.

2 Co-location uncertainty

In the comparison of two profiles obtained by two different instruments, various mis-
match sources should be taken into account: the spatio-temporal mismatch between
profiles; the different vertical smoothing and resolution of the two instruments/data
sets; the different horizontal smoothing and resolution of the two instruments; and
the comparator uncertainty. In particular, considering radiosonde, comparator un-
certainty is related to instrument issues, including solar radiation, dry-bias when
measuring humidity, ventilation effects, ground calibration effects, and all the other
problems detailed in [3].

In Section 2.1, pairs of temperature radiosonde profiles from nearby GRUAN
stations are compared, hence the main source of discrepancy is related only to the
spatio-temporal mismatch. In Section 2.2, the temperature profiles of baseline qual-
ity radiosondes and satellite observations are compared.

! GCOS is the Global Climate Observing System of the World Meteorological Organisation
(WMO)
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2.1 Heteroskedastic Regression for Functional Data

Let us consider the comparison of pairs of temperature profiles, (y(h),y’(h)) from
nearby stations, where A denotes the altitude, as discussed by [6, 9]. Each profile
is modelled as a functional data object. Hence, considering the co-location error
z(h) = y(h) —y'(h), the following functional regression is established:

2(h) = B(h)'x(h) +&(h)
oz (hlx) = y(h)'x(h).

In this model 62 (h|x) = Var(e(h)|x(h)) defines the irreducible co-location uncer-
tainty, which depends on altitude and other variables characterising the local condi-
tion of the atmosphere.

After suitable estimation of the unknown parameters, this approach gives the
following total profile uncertainty budget:

02 (h) = Bi + 05, (h) + 04y (h) + 03 (h) + 03,

whose elements are discussed in the sequel.

1. Bg accounts for co-location bias. This error component may be easily covered
with this approach.

2. 02, B (h) = B'(h)Xy(h)B(h) — B¢ is the (marginal) reducible collocation uncer-
tainty. It is called “reducible” because it depends on environmental forcing fac-
tors x. Hence, knowing x allows to correct for this error component.

3. 05(h) = E,(62(h|x)) is the irreducible collocation uncertainty. It is called “ir-
reducible” because, using this model and information in x this term can not be
reduced.

4. Gé (h) = E(x(h)’ I (h)x(h)) is the estimation uncertainty or sampling error;

5. Ox, =20 is the measurement error.

2.2 Comparing Radiosonde and IASI profiles

The validation of satellite products is important to ensure their quality for climate
and weather applications. To do this, a fundamental step is the comparison with
other instruments. In [7], the temperature profiles obtained by the Infrared Atmo-
spheric Sounding Interferometer (IASI) instrument, on board EUMETSAT satellite
MetOP-A and -B, are compared to the radiosonde observations within the network
of the Universal Rawinsonde Observation Program (RAOB).

In this type of comparison, the mismatch uncertainty is dominated by the dif-
ference in vertical smoothing. In fact IASI data products give profiles which are
known to have a limited number of degrees of freedom. In some cases the so-called
averaging kernels are available, defining the vertical smoothing by a set of weights.
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In other cases, for example when handling dated time series, the averaging kernels
are not available and [7] estimated such weights using the Maximum Likelihood
principle.

To see this, we adopt a simplified version of [7], hence we ignore the so-called
comparator uncertainty. The idea is to let each RAOB profile to mimicking the cor-
responding IASI profile. In other words the true signal of the k —th profile is con-
sidered as a smooth function denoted by s, (%). It is related to the observation y; (k)
with J = R, I for RAOB and IASI respectively, by the following equations

yik(h) = sy(h) 4 €1 4(h),J =R,1

where & ;(h) is Gaussian distributed, N (0, G%k(h)) and the two are related by

spx(h) = /VRst(h)w(q;h)dq.

where VR is the vertical range of the profiles. The best weighting function w resulted
to be the generalised extreme value probability density function, selected by cross-
validation among a number of candidates.

3 Harmonisation of radiosonde time series

Copernicus is the European union’s Earth observation programme (Www.cooperni-
cus.eu) and is involved in collecting data from multiple sources. In particular, the
Copernicus Climate Change Service (C3S), will provide comprehensive climate in-
formation covering a wide range of components of the Earth-system and timescales
spanning decades to centuries, [4].

In reconstructing radiosonde global timeseries, harmonisation is essentially made
by change detection and adjustment of data for any kind of known and quantifiable
inhomogeneities, including bias, change of sensors, calibration drift, local environ-
ment changes [8, 11, 10].

In this frame, [5] discusses the harmonisation of 40-year time-series of temper-
ature profiles from the Integrated Global Radiosonde Archive (IGRA), covering
about n = 800 sites around the world. To do this, a two step procedure is used.

In the first step a 4D local Gaussian Process modelling is developed

y(s,t,h) = z(s,t,h) + €(s,t,h)

where s = (lat,lon) € Spherical shell, h € [925hPa,50hPa), t € R". Moreover, for
each site j = 1, ..., n, the following residuals are computed

E(Sj,t,h) :E[y(sjvtah”YNj} *y(S,t,l’l)

where Y. ; contains all the IGRA information excluding j — t4 site.
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At the second step a fused LASSO change detection on each residual time-series
is applied [12]. In particular, ignoring site subscript j, we assume

e;=ﬁ;+§,, = 1,...,T

where { = NID(0,0?) and (B4, ..., Br) is given by the the (regularised) optimisation
of

M~

T T
(er _ﬁt)2+)~1 Z Bl + 22 Z2|ﬁt — Bl
t=1 t=

1

~
I

where the first penalty term controls the number of 8 # 0 and the second one con-
trols smoothness of f3;, hence identifying temporary and permanent changes.

4 Interpolation uncertainty of high-vertical-resolution profiles

Modern radiosondes, such as Vaisala RS41, send data to ground site second by sec-
ond. For various reasons, missing data are sometimes spread along the atmospheric
profile. A common strategy is to compute (linear) interpolation to fill the gaps in
order to have a regularly spaced data product. In the perspective of uncertainty full
traceability of climate data products, the issue of the resulting interpolation uncer-
tainty is of interest.

To see this, considering a single radiosonde profile, we assume that y(¢) is the
observation of the true temperature profile, say s(¢), at flying time 7 = 1,..., T and

y(t) = s(t) +&(r)

where £(t) ~ N(0,67) is the measurement error with possibly non constant mea-
surement uncertainty oy.

If there is an observation gap in the interval (1,7"), the linear interpolation at
time ¢, fort~ <t <t7, is given by the straightforward formula

$(1) = o)yt +(1—a)y”

where, y* = y(1¥), and a(r) = = If we assume that s(1) = o(¢) is a Gaussian
process with autocorrelation function ¥(z,t'), the linear interpolation mean squared
error is given by

MSE,(t) = E[(5(r) — 5(1))?] = @%d + o7

where X is the 3 x 3 variance covariance matrix of (y©,y~,y(¢)) and @ = (a(t),1 —
oft),—1).

Under the above Gaussian process assumption and if ¢; is known, this formula
propagates the uncertainty from y* to y(¢), hence making the interpolated value
fully traceable. Nonetheless, if the Gaussian process is only an approximation, so
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that s() = w(¢) 4+ 6(¢) than the above MSE underestimate the true interpolation
uncertainty, say u(t)?, by the quantity E(§(¢)?). For this reason, using a sample
of profiles, an extensive Block-Bootstrap cross-validation exercise may be used to
estimate E(§(h)?) as a function of altitude and provide a Bootstrap-based semi-
parametric estimate of u(¢)?. The same cross-validation design may be used to as-
sess the gain in precision in using a kriging interpolation instead of the simpler linear
interpolation.

References

10.

11.

12.

. Bodeker, G., S. Bojinski, D. Cimini, R. Dirksen, M. Haeffelin, J. Hannigan, D. Hurst, T.

Leblanc, F. Madonna, M. Maturilli, A. Mikalsen, R. Philipona, T. Reale, D. Seidel, D. Tan, P.
Thorne, H. Vomel, and J. Wang,: Reference upper-air observations for climate: From concept
to reality. Bull. Am. Meteorol. Soc., 97, 123-135 (2016)

Dee, D. P, Uppala, S. M., Simmons, A. J., Berrisford, et al. The ERA-Interim reanalysis:
configuration and performance of the data assimilation system, Q. J. Roy. Meteor. Soc., 137,
553-597 (2001)

. Dirksen, R. J., Sommer, M., Immler, F. J., Hurst, D. F,, Kivi, R., and Vomel, H. : Reference

quality upper-air measurements: GRUAN data processing for the Vaisala RS92 radiosonde.
Atmospheric Measurement Techniques, 7, 4463—4490 (2014)

Fasso A., Finazzi F., Madonna F.: Statistical issues in radiosonde observation of atmospheric
temperature and humidity profiles. Statistics and Probability Letters. 136, 97-100.

. Fasso, A., Huang H.-C., Valli 1., Madonna F.: Change detection and harmonisation of atmo-

spheric large spatiotemporal series. Proceeding of the 62nd ISI World Statsitics Congress
2019. Special Topic Session, 2, 217-221 (2019)

Fasso, A., Ignaccolo, R., Madonna, F., Demoz, B. and Franco-Villoria, M.: Statistical mod-
elling of collocation uncertainty in atmospheric thermodynamic profiles. Atmos. Meas. Tech.,
7, 1803-1816 (2014) doi:10.5194/amt-7-1803-2014.

. Finazzi F.,, Fasso A., Madonna F., Negri 1., Sun B., Rosoldi M.: Statistical harmonization

and uncertainty assessment in the comparison of satellite and radiosonde climate variables.
Environmetrics, 30(2), 1-17, DOI: 10.1002/env.2528 (2018)

Haimberger, L., Tavolato, C., and Sperka, S. 2012. Homogenization of the global radiosonde
temperature dataset through combined comparison with reanalysis background series and
neighboring stations, J. Climate., 25, 8108-8131.

Ignaccolo R., Franco-Villoria M., Fasso A.: Modelling collocation uncertainty of 3D atmo-
spheric profiles. Stoch. Env. Res. and Risk Assess, 29(2), 417-429 (2015)

Sherwood, S.C., Meyer C.L., Allen R.J., Titchner H.A.: Robust tropospheric warming re-
vealed by interactively homogenised radiosonde data. J. Clim. 21, 5336 — 5352 (2008)
Thorne, P.W., Brohan, P, Titchner, H.A., et al.: A quantification of uncertainties in historical
tropical tropospheric temperature trends from radiosondes. J. Geophys. Res. 116, D12116
(2011) doi:10.1029/2010JD015487.

Tibshirani R., Saunders M., Rosset A., Heights Y., Zhu J., Arbor A., and Knight K.: Sparsity
and smoothness via the fused lasso. J. R. Statist. Soc. B, 67:1, 91-108 (2005)

175



Statistical models and methods
for Business and Industry

176



Modelling and monitoring of complex 3D shapes:
a novel approach for lattice structures

Modellazione e monitoraggio di forme complesse 3D: un
nuovo approccio per strutture lattice

Bianca Maria Colosimo, Marco, Grasso, Federica Garghetti

Abstract The industrial breakthrough of novel manufacturing paradigms, like
additive manufacturing, enables the production of innovative shapes, characterized
by complex 3D structures going beyond more 2.5D free-form surfaces and other
geometries produced with traditional methods. This opens novel challenges for
product qualification and statistical process monitoring. This study focuses on a
category of complex shapes known as lattice structures (or metamaterials), where a
unit cell regularly repeats in space to achieve advanced mechanical and functional
performances. We present a novel solution for statistical process monitoring of these
structures, aimed at identifying local out-of-control cells within- and between-parts.

Abstract Lo sviluppo industriale di nuovi paradigmi di produzione, come le
tecnologie additive, permette di produrre forme innovative, caratterizzate da
strutture complesse 3D che vanno ben oltre le superfici 2.5D e altre forme prodotte
con tecnologie tradizionali. Questo apre nuove sfide in termini di qualificazione di
prodotto e monitoraggio di processo. Lo studio si concentra su forme complesse
note come strutture lattice (o metamateriali), dove una cella si ripete regolarmente
nello spazio per ottenere prestazioni avanzate. Presentiamo una nuova soluzione
per il monitoraggio statistico di processo con [’obiettivo di identificare celle fuori
controllo all’interno di una singola parte o in produzioni in serie.

Key words: complex shape, lattice structure, metamaterials, statistical process
monitoring; additive manufacturing, profile monitoring.
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1 Introduction

Thanks to the industrial breakthrough of new manufacturing and inspection
technologies, innovative kinds of complex shapes can be made available for several
different applications. The level of shape complexity that can be achieved nowadays
(e.g., by means of additive manufacturing methods) goes beyond the one of simpler
2.5D free-form surfaces and more traditional products. This yields brand new
challenges in the design and use of data modelling and process monitoring
methodologies. It also motivates an increasing interest for statistical analysis of
complex geometries and spatially dense metrology data.

The problem of statistical process monitoring of free-form surfaces based on
2.5D or 3D point cloud data was investigated by various authors (Del Castillo et al.,
2015; Shi et al., 2019). Some authors focused on identifying the nature of part-to-
part variation (Shi et al., 2019; Shan and Apley, 2008; Lee and Apley, 2004),
whereas other authors focused on the design of statistical quality monitoring
methods (Colosimo et al., 2015; Colosimo et al., 2014; Colosimo, 2018; Zang and
Qiu, 2018a, 2018b). Some authors focused on the analysis of stochastic textures in
the absence of a golden standard shape (Bui and Apley, 2018) and random cellular
structures (Menafoglio et al., 2018).

Some novel kinds of complex shapes exhibit much more complicated
geometrical features than the ones investigated in previous studies. This motivates
the study of novel methods to determine the quality of such complex product (even
in the presence of small lots and one-of-a-kind productions) and to monitor the
stability of the production process. Lattice structures belong to this category (Wu et
al., 2019, Cansizoglu et al., 2008). Lattice structures are complex geometries where
a unit cell, usually characterized by a trabecular shape, regularly repeats in space
within the part. They gain their functional properties from their structure rather than
inheriting them directly from the material they are composed of, and hence they are
also called metamaterials (Wu et al., 2019).

This study presents a statistical modelling and monitoring approach for the
identification of local geometrical distortions in one (or more) cells within one
single part and between parts. The proposed method grounds on the estimation of
the “real geometry” of the lattice structure via X-ray computed tomography (CT),
and on the comparison with such real geometry with the “nominal geometry”, i.e.,
the originating CAD file. A profile monitoring approach is proposed the model and
monitor the evolution of the deviation between the real and nominal geometries of
each cell along the building direction (Ramsay, 2004; Woodall, 2007). The method
is demonstrated by means of a real case study involving the production of metal
lattice structures via Laser Powder bed Fusion (LPBF), an additive manufacturing
process where a laser beam is used to locally melt a metal powder bed and produce
complex shapes on a layer-by-layer basis.

Section 2 introduces the case study related to the additive production of lattice
structures. Section 3 briefly presents an overview of the proposed approach. Section
4 presents the results and Section 5 concludes the paper.

178



Modelling and monitoring of complex 3D shapes: a novel approach for lattice structures

2 The lattice structure case study

Lattice structures combine a lightweight design with high specific stiffness and
strength, with appealing performances in industrial sectors like aerospace and
racing. Moreover, their isotropic structure and cell geometry-dependent properties
make them suitable for several applications, from heat exchange to energy
absorption and acoustic insulation. Finally, in the biomedical sector, the trabecular
structure is particularly suitable to enhance the osteo-integration and the
compatibility with the human tissue. Additive manufacturing methods enable the
production of this kind of structures in a wide range of materials and for a wide
range of applications. (Colosimo, 2018; Colosimo et al., 2018).

The case study consists of an Al-Si-Mg alloy lattice structure with a designed
porosity of 90%, composed by N = 64 dodecahedron unit cells of size [ = 10 mm
within a specimen of dimension 40 X 40 X 40 mm. Each unit cell consists of 32
prismatic elements with struct diameter of 0.67 mm (Figure 1). The lattice structure
was produced via Laser Powder Bed Fusion (LPBF). The as-built structure was
inspected by means of an X-ray CT scan system with a resolution or 33 um.

Additively manufactured Lattice cell - nominal geometry
lattice structure

Top view Side view

Figure 1: Left panel: picture of the as-built lattice structure; right panel: nominal geometry of the cell

3 Overview of the proposed approach

The underlying idea of the proposed methodology consists of modelling the
deviation between the real and nominal geometry for each unit cell of a lattice
structure. By modelling such deviation, a statistical monitoring scheme allows one
to determine whether one or more unit cells exhibit an out-of-control geometrical
distortion with respect to the natural variability of the deviations. Figure 2 shows a
schematic overview of the overall method. The real geometry, reconstructed via X-
ray CT scan, is sliced along the build direction, Z, into a stack of images: each
image represents the real geometry of each cell at a given height along the Z axis.
The corresponding image representing the nominal geometry at the same height
along Z is obtained by slicing the originating CAD model. By comparing, slice by
slice, the real and nominal geometry of each cell, it is possible to estimate a
deviation index, which can be represented in terms of a 1D profile along Z. Each
unit cell in the structures can therefore be associated to a 1D deviation profile.
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The proposed approach consists of using the 1D profile data to synthetize the 3D
deviation between the real and nominal geometry of the cell. A profile monitoring
approach can then be applied to model these profiles — a B-spline basis w...
proposed (Ramsay, 2004) — and detect any out-of-control deviation by means of a
control charting scheme applied to the B-spline coefficients and the model residuals.

Realgeometry ! ! Realsliced geometry

. ’
' H . H [TTTTTTTmmmTmmmmmommmommmmeeg
o H PES i STEP3 ! Siiceddeviation
H | 1 Slice-by-slice |  betweenreal and
STEP2 i, i

deviation | nominal ]
slicing | i estimation |
B »

|
| Nominal geometry | | Nominal sliced geometry

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

STEP4 | Unitcelldeviation yLpprofleat | : o Dprofle of
o ! along? eviation index ! ! deviation index
Estimation of | (oneperunitcel) | STEPS 1 (oneper unit cell
1D deviation | i profile !
index profiles | = i modelling 1
_— —

> ){'W'W‘Jr\f\v/\”\ ' ' “w\/\/\/\q‘,\/\M -

stepe | Control chart
Profile | on B-spline
coefficients
Y + =
! Control charton
! MSE of model
residuals

|1 monitoring |
H R
b

' H '
L o h

Figure 2: Scheme of the proposed approach

4 Results

Figure 3 shows the deviation profiles for all the unit cells of the lattice structure
and the corresponding B-spline model fits. The general pattern of the deviation
index profiles can be regarded as a signature of the process, where the main
discontinuities correspond to the salient geometrical features of the unit cell (i.e.
junctions of the cell struts). The cell-to-cell variability is caused by the small local
variations as a result of the additive manufacturing process itself. The general
oversizing of the real geometry with respect to the nominal one, can be regarded as a
signature of the process too.

The control charts for within-part variability analysis of the printed structure are
shown in Figure 4, designed with familywise Type I error 0=0.0027.

The T? control chart on the B-spline model coefficients signals an out-of-control
in correspondence of the 52-th unit cell. In that cell, an actual geometrical distortion
was present, possibly caused by an error in the powder recoating while that cell was
produced.

The method can be applied to model and analyse the within-part variability, i.e.,
the cell-to-cell variability in one single part, like in the example here presented, but
also to monitor the stability over time of the part-to-part variability in a series
production. The capability to identify a geometrical distortion in one (or more) unit
cells enables a novel solution for product qualification even in the presence of a one-
of-a-kind product, regardless of the complexity and actual geometry of the structure.
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Figure 3: Left panel: original deviation profiles for all the cells; right panel: B-pline fits of the deviation
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Figure 4: Control charts applied to monitor the within variability of the lattice structure, with an example
of the unit cell signalled as out-of-control (real and nominal geometry and deviation).

5 Extendibility to other geometries

One major issue in novel manufacturing paradigm regards the lack of statistical
methods to model and monitor the quality of innovative products characterized by
complex 3D shapes. This study presented a first approach aimed at tackling this
challenge. The underlying idea of studying the deviation between the real and
nominal shapes can be extended to different kinds of complex geometries, and it
opens up to a wide range of possible applications. This study is inserted into a
research framework focused on the quality characterization, modelling and
monitoring of complex geometries, not limited to lattice structures. As an example,
in another study in collaboration with the Department of Mathematics, Politecnico di
Milano (Scimone et al., 2020), the study of methods to synthetize and monitor the
deviations between a real and nominal geometry was extended to structures without
regularly repeating cells. Generally speaking, the proposed methods can be extended
not only to different families of shapes, but also to geometrical reconstructions
gathered while the part was produced, rather than at the end of process (Grasso and
Colosimo, 2017; Everton et al., 2016; Colosimo and Grasso, 2018). This possibility
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is enabled by the layerwise paradigm of additive manufacturing processes and it
paves the way to novel in-line and in-situ part qualification capabilities.
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Open data powered territorial planning - Case
study: The Turin historical center
L’Open data per potenziare la pianificazione territoriale —

un caso di studio sul Centro storico di Torino

Silvia Casagrande®, Gianmaria Origgi', Alberto Pasanisi, Martina Tamburini?,
Pascal Terrien?, Tania Cerquitelli, Alfonso Capozzoli®

Abstract This study focuses on the harvesting of energy-related open data to support
territorial planning, thus discovering interesting insights useful to support the decision-
making process. To this aim, we selected the Energy Performance Certificates because of the
heterogeneity of the attributes characterizing buildings, released by the Piedmont region as
open data. We derived a data-driven methodology to identify a high-quality set of data to
build a baseline energy scenario in a major Italian city. Different urban requalification
scenarios were simulated by analyzing financial, environmental, energy and social Key
Performance Indicators.

Abstract. Il presente lavoro riguarda il trattamento e I’utilizzo di open data energetici a
supporto della pianificazione territoriale, derivandone utili spunti propedeutici al processo
decisionale. Sono stati utilizzati gli attestati di certificazione energetica, forniti dalla Regione
Piemonte, per via dell'eterogeneita degli attributi degli edifici. Su questa base, ¢ stata
sviluppata una metodologia per identificare un set di dati di alta qualitd e costruire una
scenaristica di riqualificazione energetica per una grande citta italiana, analizzando indicatori
finanziari, ambientali, energetici e sociali.

Keywords: Open data, energy performance certificates, urban planning.

1 Introduction

A key research challenge in the context of open data (i.e., data freely available to
everyone to use and republish as they wish) is to use them in real-life applications

1 Edison Spa. Foro Buonaparte, 31. 20121 Milano. Contact : alberto.pasanisi@edison.it
2EIFER. Emmy-Noether-Str. 11, 76131 Karlsruhe, Germany

3 politecnico di Torino. Corso Duca degli Abruzzi, 24. 10129 Torino
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(including business cases) with no restrictions from copyright, patents or other
control mechanisms. However, the effective exploration of such data in real-life
settings is very challenging and requires a lot of expertise in the field of open data
and a lot of effort for extracting useful knowledge from poor quality data as
frequently open data are.

This study focuses on the harvesting of open data for the characterization of the
energy performance of buildings with the final goal of creating value for different
stakeholders. In particular, the research is aimed at exploring how open data on
energy consumption of buildings can be exploited to design and appraise urban
requalification policies. After a detailed census of data related to buildings issued as
open, a database of Energy Performance Certificates (EPCs) was selected. It
provides a variety of heterogeneous information related to each certified building
including the standard-based calculation of energy performance, thermo-physical
and geometrical features and geospatial information. The exploration of such
energy-related database to support business cases and providing interesting insights
to various stakeholders is challenging because of the heterogeneity of the attributes,
the need of both energy and data science expertise. The available data set was used
to build a baseline energy scenario. Then, several urban requalification scenarios
were simulated by analyzing financial, environmental, energy and social KPIs.

The paper is organized as follows. Section 2 describes the work done to transform
the raw available open data in valuable input information for building requalification
scenarios. Then, in Section 3, the scenarios built and their evaluation (by means of a
specific urban planning digital tool) are presented. Finally, Section 4 stresses the
main conclusions and perspectives of this study.

2 Treatment of Open Data

In this work a dataset consisting of a number of EPCs was analysed; it was
collected in the Piedmont Italian Region during the period from 2009 to 2018. The
dataset has been gathered and openly released by CSI Piemonte (the regional
Information System Consortium) and regulated by the Piedmont Region authority
(Sustainable Energy Development Sector). The dataset includes nearly 270,000
EPCs. In this study, the portion of EPCs related to buildings located in Turin was
mainly analysed, because of the high number of data available in this area (47,623).

Data Cleaning. Since EPCs are available as open data, different kind of
inconsistencies could be present. In this context, the data pre-processing is a
fundamental step to handle good quality data in the next analytics steps. As in [1, 2]
two main data cleaning steps were performed: (i) geospatial data cleaning and (ii)
outlier detection and removal.

Geospatial data cleaning. Since the final goal of the analytics process consists
in displaying the energy performance of the buildings on a map, a good quality of
geospatial data is an essential prerequisite. Considering that addresses, house
numbers, ZIP codes and coordinates included in EPCs belong to open text fields, the
potential number of errors is not negligible. As in [1, 2], the addresses reported in
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each EPC were compared with the city's street database and then matched if the
Levenshtein similarity is higher than a given threshold (i.e. 0.95 in our case study).

The Levenshtein similarity is based on the computation of the Levenshtein
distance, which is the minimum number of single-character edits (insertions,
deletions or substitutions) required to change one word into the other. In case of
lower similarity (i.e. the minimum threshold is not satisfied during the comparison),
geocoding requests have been sent via the Google GeocodingAPIs! to reconstruct
EPCs' addresses and coordinates. Thanks to the proposed solution, 99% of the
addresses have been resolved correctly.

Outlier detection and removal. Open data are often affected by the presence of
outliers, which are observations that deviate markedly from the data. Therefore, a
semi-supervised outlier detection was computed based on both univariate and
multivariate analysis. Specifically, for the univariate outlier analysis three stages
were performed:

1) Definition of acceptability ranges for each energy-related attribute defined

with a detailed expert analysis. The final acceptability ranges for a relevant
set of features are shown in Table 1

Table 1: Example of EPCs’ variables with the defined validity range

Feature (Acronim) Unit Validity Range
Normalised Primary heating energy consumption [KWh/m?] [0 - 682]
Aspect ratio (S/V) [m?] [0.1-2]
Surface area (SA) [m?] [24.9 - 880]
Floor area (FA) [m?] [21.5 - 296]
?a/g;age U-value of the vertical opaque envelope [W/m?K] [0.15-3]
Average U-value of the windows (UW) [W/m?K] [0.9-7]
Heating system global efficiency (ETAH) - [0.3 - 1.06]
Construction year (Year) - [1700 - 2018]

2) Univariate outlier detection with generalised Extreme Studentised Deviate
(9gESD) [3]. It requires the number of outliers defined by the energy expert. Given
the upper bound value for the number of outliers, the gESD test essentially performs
r separate tests: a test for one outlier, a test for two outliers, and so on up to r
outliers. In our use case, r was set to 0.5% of EPCs and the critical value to 0.01

3) Analysis of the frequency data distribution to identify outliers in the first
percentile. The records belonging to the first percentile were removed, to eliminate
inconsistent values with a low deviation from the rest of the observations.

Lastly, the presence of outliers with a multivariate analysis were discovered by
applying the Density-Based Spatial Clustering of Application with Noise algorithm
(DBSCAN) [4]. In particular, DBSCAN identifies clusters of data by searching
higher-density regions separated by lower-density regions. In order to automatically
set the DBSCAN input parameters (MinPoints and Epsilon), the methodology
presented in [5] was employed, thus MinPoints=5 and Eps=0.28 were set. The final

! https://developers.google.com/maps/documentation/geocoding/intro
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dataset includes roughly 30,000 EPCs, issued in the period 2009-2018 (distributed
as shown in Figure 1 (left)), and related to buildings built on different ranges of
construction year (see Figure 1 (right)) and distributed across all districts in Turin.

Figure 1: (left): Pie-chart distribution of the number of EPCs for each year under
analysis; (right) stacked bar graph of the number of EPCs for each district of the Turin city
separately for different ranges of construction year of the dwellings.
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3 Building and evaluating urban renovation scenarios

Starting from the data treatment described in Section 2, the software City Platform
was customized on a part of the City to build and evaluate renovation scenarios.

City Platform is a digital decision support system tool (DDS) with the main purpose
to support urban decision makers in designing, evaluating and comparing different
strategies, in order to find the one that best fits a given set of objectives, represented
by a number of KPlIs (financial, energy-related, environmental, social, quality of life
etc.). It was used worldwide [6, 7] with significant applications in Singapore, Berlin,
Shanghai, Moscow. The customized version on Turin was concerned with the
improvement of the urban buildings stock: reducing the energy consumption, costs
and CO; emissions, decreasing management costs and creating positive impacts on
local economy.

The implementation started with a careful analysis of the city urban fabric, which
led to the identification of the historical city centre of Turin as the working area.
This area was selected for the presence of several public buildings of interest, the
high density of historical buildings with different technological and architectural
features and the large potential of renovation.

The following KPIs were considered for this study: (i) private investments (€), (ii)
public subsidies (€), (iii) CO2 emissions (%), (iv) PMi emissions (%) (v) energy
consumptions (%), (vi) local jobs created by the investments (n. of employees).
Attributes of interest from EPCs dataset include envelope thermal transmittance,
system efficiency, energy class, specific primary energy consumption, architectural
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features, the period of construction and the building typology (function, public or
private, historical or not, etc.). Additional information necessary to build the model
and related to spatial data for describing the urban fabric, was gathered from the
topographic database of Piedmont Region.

The study consisted first in creating a 3D model of the selected city district using the
regional topographic database. The energy performance and the construction period
of each building along with the results of the simulated scenarios were then
displayed on this 3D model (see Figure 2).

Figure 2: Mapping of the usable energy certificates in the 3D model.

Different scenarios were designed gathering interventions on energy systems and
envelope. For each building, interventions are compliant with architectural
restrictions, the existing situation and the eligibility to public subsidy (Ecobonus). A
preliminary evaluation of the IRR and ROI also assure that proposed interventions
are realistic by an economic viewpoint.

The energy performance of each building after renovation was evaluated by a steady
state calculation method according to ISO 13790 standard. For the purpose of the
study, 3 scenarios were defined (each one is scheduled on 10 years):

A) Moderate improvement: replacement of all diesel and oil boilers with gas ones
the envelope refurbishment and BEMS. It involves 22 buildings.

B) Significant improvement: deep improvement (envelope, boiler, BEMS) of 50%
of all the eligible residential stock (approx. 300 buildings). In addition to the
buildings refurbished in Scenario A, it includes also non-gas boiler buildings.

C) High improvement: This was the most ambitious scenario. It is like scenario B,
but interventions concern 100% of the eligible stock (approx. 600 buildings).

The effectiveness of each combination of measures (scenario) was evaluated by
assessing the value of several KPIs (Table 2). The scenario C led to particularly
good results considering the number of buildings renovated, the total amount of the
investments, the improvement of environmental quality of the city and local job
created by the interventions.

Table 2: Main KPI from the analysis of the 3 scenarios of urban renovation

KPI Unit Scenario A Scen. B Scen. C

Private investment after public subsidy M€ 14 54 96
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Total investment M€ 32 116 205
Reduction of CO2 emissions % 18 35 53
Reduction of PM10 emissions % 23 38 55
Decrease of energy consumptions (heating)  MWh 69,455 137,236 212,307
Jobs created (full time equivalent) n 169 611 1081

4 Conclusions and perspectives

This work highlights the huge potential of open data, associated to powerful data
cleaning, pre-processing tools and urban simulation capacities. As a main outcome
of the study, we mention the impact consequent to the energy renovation policy at
urban scale: more than 50% cut on CO, emission and 1000 full time equivalent jobs
created (based on the simulated scenario). As a major perspective, the analysis
reported in this paper can be easily extended to other cities and territories in Italy (in
both urban and suburban areas) and in other countries, in particularly in European
Union, where ECPs are established since 2002 (Directive 2002/91/EC) as a standard
tool to foster energy efficiency. However, the study has also shown that often the
quality of available EPCs is not satisfactory. Having a large quantity of good-quality
data, coupled with powerful decision support tools (like City Platform) could be a
game-changer for local powers, and more generally for urban decision maker.
Finally, this study proved the usefulness of tailor-made digital decision support tools
in urban planning, to build and evaluate scenarios, but also to define realistic goals
to be achieved by urban policies.
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Process optimization in Industry 4.0: Are all data
analytics models useful?

Ottimizzazione dei processi nell'industria 4.0: tutti i
modelli di analisi dei dati sono appropriati?

Alberto Ferrer

Abstract: Not all data analytics models are equally useful in industry 4.0. Machine
learning models are currently often used in many Big Data projects in Industry 4.0.
These models are proven to be very powerful for passive applications (predictive
modelling and maintenance, pattern recognition and classification, and process
monitoring, fault detection and diagnosis). However, its indiscriminate use, no
matter the type of application, can be counterproductive. They should not be used
for process optimization unless data come from a design of experiments (what is a
severe limitation in industrial practice). On the other hand, predictive methods based
on latent variables (such as partial least squares regression) can be used for process
optimization regardless of whether the data come from a design of experiments or
daily production process (historical/happenstance data).

Abstract: Non tutti i modelli di analisi dei dati sono ugualmente appropriati
nell'industria 4.0. Attualmente, i modelli di Machine Learning sono spesso utilizzati
in molti progetti di Big Data nell'Industria 4.0. Questi modelli hanno gia dimostrato
di poter garantire performance molto soddisfacenti per applicazioni passive come la
modellazione e la manutenzione predittiva, il riconoscimento di pattern, la
classificazione, il monitoraggio di processo ed il rilevamento e la diagnosi di guasti
operazionali. Tuttavia, il loro utilizzo indiscriminato puo essere controproducente:
non é possibile, ad esempio, ricorrere ad essi al fine di ottimizzare un processo
industriale (applicazione attiva) a meno che i dati analizzati non siano stati raccolti
a partire da un disegno sperimentale (il che costituisce una grave limitazione dal
punto di vista pratico). D’altro canto, i metodi predittivi basati su variabili latenti
(come la regressione ai minimi quadrati parziali) possono essere utilizzati per
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l'ottimizzazione del processo indipendentemente dal fatto che i dati provengano da
un progetto di esperimenti o da un processo di produzione giornaliero (dati storici).

Key words: process optimization, industry 4.0, latent variable methods, PLS model
inversion, quality by design (QbD).

1 Introduction

Industry 4.0 paradigm is being adopted by industry and technology fostered by the
Industrial Internet of Things (IloT). Processes not only produce goods or provide
services but also data, and there is a strongly belief that data contain useful
information that has to be mined for helping the decision-making process (Ferrer,
2020). This is leading to the so-called Big Data environment, characterized by the
four V's: volume, variety, velocity and veracity. This has not caused only a change
in the number of the variables but also a change in the nature of the registered data,
coming from customers, quality properties and processes, and even from equipment.
There are a wide variety of sensors providing different type of signals: spectra
(chemical signals), pressures, temperatures, flows, etc. (physical signals), pH,
conductivity, dissolved oxygen, etc. (biochemical signals), electronic eyes (digital
images), electronic noses and tongues (potentiometric signals), electronic ears
(acoustic signals), and so on. These data mostly collected from routine daily
production often exhibit high auto and cross correlation, rank deficiency, low signal-
to-noise ratio, multi-stage and multi-way structure, and missing values. In most of
the cases they are happenstance data (i.e., data from daily routine production and not
generated from any experimental design) and, therefore, correlation does not
necessarily mean causation.

Process data in industry, although shares many of the characteristics represented
by the four V’s may not really be Big Data in comparison to other sectors such as
social networks, sales, marketing and finance. However, the complexity of the
questions we are trying to answer with industrial process data is really high, and the
information that we wish to extract from them is often subtle. This info needs to be
analyzed and presented in a way that is easily interpreted and that is useful to
process engineers. Not only do we want to find and interpret patterns in the data and
use them for predictive purposes, but we also want to extract meaningful
relationships that can be used to improve and optimize a process (Garcia-Muifioz and
MacGregor 2016).

Latent variables (LV) models, such as principal component analysis—PCA
(Jackson 2003) or partial least squares—PLS (Wold et al 2001), are especially suited
for successfully addressing the characteristics 4 V's of Big Data. They are
compressing tools that handle the dimensionality and collinearity issues of the high
volume of data. They can cope with the variety of data by using multiblock methods
(Westerhuis 1998) for integrating data from different sources (data fusion). LV
models can be updated in real time to cope with the speed of data acquisition

190



Process optimization in Industry 4.0: Are all data analytics models useful?
(velocity) and are especially suited for outlier detection, missing and noisy data,
typical issues for checking the data veracity.

LV methodology exploits the correlation structure of the original variables by
revealing the few independent underlying events (latent variables) that are driving
the process at any time. This is done by projecting the information in the original
variables down onto low-dimensional subspaces defined by a few LV (i.e. scores).
The multivariate scores are mathematically orthogonal and optimal summaries of the
measured variables. The scores are also less noisy than the measured variables,
because they are weighted averages (linear combinations) of the measured variables.
Classical statistical assumptions (independency, normality and so on) which in
general are not appropriate for the original variables recorded, can be reasonable for
the scores, and therefore classical statistical tools are appropriate to analyze them.
We could conclude that in the latent space, dealing with big data is easier than in the
original variables space (Ferrer 2020).

2 Are all data analytics models useful?

MacGregor (2018) states that to analyze historical data, one needs to make use of
models, usually empirical — such as linear regression-LR, machine learning-ML
(e.g., deep learning, random forest, etc.) or LV models. All models are wrong but
some are useful (Box 1976). But all empirical (i.e. data analytics) models are not
equally useful. Whether a data analytics model is useful depends on three issues: 1)
the objectives of the model (passive vs active); ii) the nature of the data used for the
modeling (historical operating data vs data from design of experiments—DOEs); and
iii) the regression method used to build the model (ML and classical LR vs LV
models such as PLS).

Regarding the objective, there are two major classes of models — those to be used
for passive use and those to be used for active use. Models for passive use are
intended to be used just to passively observe the process in the future (e.g. predictive
modelling and maintenance, pattern recognition and classification, and process
monitoring, fault detection and diagnosis). For such passive uses one does not need
or even want causal models, rather one wants to just model the normal variations
common to the operating process. Historical data are ideal for building such models.
On the other hand, models for active use are intended to be used to actively alter the
process to gain causal information (i.e., process understanding) from the data (e.g.,
trouble-shooting, optimization and control). For active use one needs causal models.
Causality implies that for any active changes in the adjustable variables in the
process, the model will reliably predict the changes in the output of interest
(MacGregor 2018).

To guarantee causality when using data-driven approaches, however,
independent variation in the input variables is required (Box et al 2005). While a
Design of Experiments (DOE) on the plant would provide data satisfying this
requirement, in practice such approach may be difficult to carry out, if not
unfeasible (i.e. the number of potential factors to consider as inputs can be really
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high, and due to the complex correlation structure among them there are a lot of
restrictions that prevent moving some factors independently from others). On the
other hand, nowadays large amounts of historical data are available in most
production processes. The problem is that this data is highly collinear and low rank
because the variation in the inputs is commonly not independent (i.e., data are not
obtained from a DOE that guarantees this independent variation in the inputs).
Therefore, input-output correlation does not mean necessarily causation. In this
context, classical predictive models (such as LR and ML), proven to be very
powerful in passive applications, cannot be used for process optimization (active
use). They cannot be used for extracting interpretable or causal models from
historical data for active use. With historical data, there are an infinite number of
models that can arise from any of these LR or ML methods, all of which might
provide good predictions of the outputs, but none of which is unique or causal.
Because the process variables are all highly correlated and the number of
independent variations in the process is much smaller than the number of measured
variables, one can get many of those models all using different variables and having
different weights or coefficients on the variables that give nearly identical
predictions. This does not allow for meaningful interpretations, even more so if the
results come from averaging or voting on many models, such as in random forest
(MacGregor 2018). This is the essence of the Box et al (2005)’s warning: predictive
models based on correlated inputs must not be used for process optimization if they
are built from observational data (i.e. data not coming from a DOE). Note that this is
a mistake that is beginning to occur in industry 4.0 with the indiscriminate use of
ML tools.

Methods based on LV, such as PLS regression, allow the analysis of large
datasets with highly correlated data. Since they assume that the input (X) space and
the output (Y) space are not of full statistical rank, they not only model the
relationship between X and Y (as classical LR and ML models do), but also provide
models for both the X and Y spaces. This fact gives them very nice properties:
uniqueness and causality in the reduced latent space (this is the only space within
which the process has varied) no matter if the data come either from a DOE or daily
production process (historical/happenstance data) (Liu et al 2011, MacGregor et al
2015). These properties make them suitable for process optimization (active use) no
matter where the data come from.

3 Process optimization through latent variables (PLS) models

As already commented, model-based process optimization requires building a causal
model that relates changes in the process inputs with those in the process outputs. To
this purpose, deterministic (i.e. first principles) models are always desirable.
However, the lack of knowledge and the generally ample need of resources required
to properly construct such models makes their use unfeasible in a large number of
cases, and data-driven models are often resorted to, instead.

192



Process optimization in Industry 4.0: Are all data analytics models useful?

Optimizing a process using predictive data-driven methods that directly relate
the registered input variables with the output variables (such as LR and ML models)
requires causality in this input-output relationship, and this is only guaranteed if data
are obtained from a DOE, what is highly difficult (or even unfeasible) to get in
industrial practice. Nevertheless, LV models, such as PLS, can model causality in
the latent space and, therefore, can be used for process optimization even with
happenstance data”.

By moving the LV one can reliably predict the outputs (Y) But to move the
latent variables one cannot just adjust individual X wvariables, but rather
combinations of the X variables that respect the correlation structure of the model?.

This property makes them suitable to be used in process optimization for finding
the so-called design space (DS), i.e. the combinations of input variables that are
consistent with the historical correlation structure and region where the process has
been operated, and also guarantee the desired outputs (Jaeckle and MacGregor 2000,
MacGregor et al 2015).

In order to apply the QbD initiative, two distinct strategies have been proposed
in the literature (Palaci-Lopez et al 2020): i) defining or estimating the DS as a
whole, and ii) solving an optimization problem in an attempt to obtain single sets of
process conditions within the DS.

The first of these strategies, when resorting to LV models, relies on the so-called
null space (NS), i.e. the subspace in the latent space within which the prediction of
the outcome responses does not vary (Jaeckle and MacGregor 2000, Garcia-Muiloz
et al 2006), for which the uncertainty in its definition can also be accounted for
(Facco et al 2015, Bano et al 2018, Palaci-Lopez et al 2019). Regarding the second
strategy, since the initial number of variables involved is reduced to a smaller
number of uncorrelated LV, the computational cost of any optimization problem in
the latent space will decrease with respect to the same problem in the original space
(Palaci-Lopez et al 2019, Tomba et al 2012).

4 Conclusions

Not all data analytics models are equally useful in industry 4.0. The usefulness of a
model depends on the objective of the study (passive or active), the nature of the
data (historical operating data vs. data from design of experiments — DOEs) and the
technique used (ML and classical LR vs LV models such as PLS). ML models are
currently being implemented in many Big Data projects in Industry 4.0. Although

2 This is not the same as optimizing via LR or ML models. In such case, causality
cannot be inferred and there is no guarantee that the solution would respect the
correlation structure of the data, leading to unfeasible solutions.

3 The latent variables cannot be explicitly manipulated by the user, but the original
variables can be manipulated in a way that changes on the process conditions are
done along the directions of the latent variables, which is equivalent to implicitly
“manipulating” the latent variables themselves.
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these models are proven to be very powerful for passive applications (e.g.
predictions) they cannot be used for extracting interpretable or causal models from
historical data for active use (e.g. process optimization). On the contrary, predictive
methods based on LV (such as PLS) much less known in Big Data environments,
have two important properties: uniqueness and causality in the latent space, which
allow them to be used for process optimization regardless of whether the data come
from a DOE or daily production process (historical / happenstance data). This is
illustrated with several real industrial examples.
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Internet and the Timing of Births
Internet e le Tempistiche di Fecondita

Maria Sironi, Osea Giuntella, and Francesco C. Billari

Abstract Technological innovations directly related to fertility have been linked to
the timing of births, i.e. with postponement in the case of contraceptive technology
and with “recuperation” in the case of assisted reproductive technology. We argue
that the diffusion of the Internet also plays a role as an “enabling” factor in fertility
choices, with a particular effect on the timing of fertility. We hypothesize that
Internet access contributes to the postponement of fertility during the earlier ages
and stages of the life course, and to a recuperation in later ages and stages of the life
course. We use data drawn from different sources to test our hypothesis. Consistent
with our prior, results provide evidence that high-speed Internet decreases fertility
among young women and increases adult fertility among high-skilled women.
Abstract Le innovazioni tecnologiche correlate alla fecondita sono state
direttamente associate all’eta a cui si hanno i figli, come per esempio nel caso dei
contraccettivi che permettono di posticipare la nascita dei figli o della riproduzione
assistita che permette di avere figli in eta pin avanzata. Questo lavoro ipotizza che
anche la diffusione di internet giochi un ruolo importante nelle tempistiche di
fecondita, aiutando a posticipare la nascita dei figli in giovane eta e a velocizzare il
processo in eta pin matura. Per verificare la nostra ipotesi abbiamo utilizzato
diverse fonti di dati e i risultati confermano che internet riduce la fecondita per le
donne giovani e la aumenta per le donne adulte e altamente qualificate.

Key words: Internet, Fertility, Teenage Pregnancy

1 Introduction

Has the effect of technological change on the timing of fertility reached its peak with
the introduction of modern contraceptives (and perhaps household appliances)? We
here argue that the incredibly fast diffusion of digital technologies, and the Internet
in particular, might play an important role in shaping the transition to parenthood.
The diffusion of the Internet has been incredibly fast. In the U.S., Internet usage
rates grew from 5 percent to 74 percent between 2000 and 2009 (Dettling, 2017).
The fast diffusion of the Internet might have had effects on teen birth rates and to the
postponement of fertility. These effects are potentially offsetting, and there could be
opposite forces at work. Some forces could contribute to an earlier timing of
fertility, and potentially to higher teen birth rates. This is the case of partnership
formation an easier access to a wider market for partners who can be prospective co-
parent, or of the easier access to sexual stimuli. Other forces could contribute to a
postponement of fertility, in particular information and social interaction. A third set
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of forces could contribute to a “recuperation” effect: if the Internet allows to lower
the costs of combining work and parenthood, the effects of the Internet would
change and potentially reverse over age. Moreover, social stratification, and the
presence of “digital divides”, might contribute to differential effects across different
social strata, as even “digital natives” are socially stratified in terms of Internet skills
and uses (Hargittai, 2010).

In this paper, we use data from multiple sources to analyze the effects of
Internet on fertility over the life-cycle. First, using individual-level data from the
National Longitudinal Study of Youth 1997 (NLSY97) we study the relationship
between Internet access and the propensity to give birth among young men and
women (under 31). We test a series of hypotheses on the timing of fertility and on
differences between genders, educational and occupational groups. Our findings
show a significant postponement effect of the Internet on the timing of births. We
complement this analysis using data from the Current Population Survey which have
less precise information on fertility, but because of the larger size of the sample
allows us to use an instrumental variable approach using regional Internet
penetration and to further explore the heterogeneity of the effects by age, education,
and marital status. Finally, we provide further evidence on the relationship between
Internet and fertility using county-level data. In particular, we exploit data from the
Natality Detail Vital Statistics covering the universe of births occurring in counties
with at least 100,000 inhabitants and merge these data with information on
broadband deployment across US counties drawn from the Federal Communication
Commission.

2 Empirical Analysis

2.1  Longitudinal analysis using NSLY97

We analyse fertility of younger adults using the National Longitudinal Survey of
Youth 1997 for the United States (NLSY97). The NLSY97 is an ongoing, nationally
representative longitudinal study of 8,984 youths who were 12 to 16 years old in
1997. 1t started in 1997 and people in the sample are interviewed every year. The
most recent wave that is available has been collected in 2011-2012, when surveyed
individuals were between 27 and 31 years old. Since our aim is to study how the
diffusion of the Internet is associated with childbearing and the timing of
childbearing, our key independent variables are built upon the question: “Do you
currently have access to the internet?”

Because we are interested in fertility timing, and how this decision of
having a child is connected to Internet access, we look at two different points in time
for which we present our descriptive statistics. We focus first on the period 2003-
2006, when the respondents are between 19-23 and 22-26, and then on the period
from 2007 to 2011, when they are between 23-27 and 27-31 years old. By dividing
the analysis into these two time periods we can test the hypothesis that access to
Internet is negatively associated with fertility in young ages, and positively
associated to fertility at older ages.

In order to test the hypothesis that effects are more marked for women than
for men we run all analyses separately for men and women. Moreover, given that we
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expect that the association between Internet access and fertility is stronger for
individual with high socioeconomic status and higher educational background, and
we want to test whether results are explained by partnership formation, we take into
account the highest grade completed by each individual, parents’ level of education,
and partnership status in our multivariate analysis.

After presenting some descriptive statistics, we use discrete-time event
history analysis regression models (Allison, 1982) to study the association between
Internet access and timing of births. More specifically, we restrict our analysis to
individuals who haven’t had a child before 2003, so that everyone in the sample
starts with a parity of zero. This leaves us with 4,312 individuals. To take into
account the fact that some individuals may be more at risk than others for reasons
that are not fully captured by the variables included in the model, we run discrete-
time multilevel event history logistic models, in which individual birth episodes are
nested within individuals (Barber et al., 2000). Multilevel event history models
allow us to introduce random effects, which represent individual-specific
unobservables. Recurrent events give a two-level hierarchical structure: episodes
(i.e. birth of a child) are clustered into individuals (i.e. mother or father). We follow
individuals in the sample over time and we look at when they have their first child
and subsequent children.

Our regression models include some time-varying covariates other than the
key explanatory variable related to Internet access such as age, partnership status,
birth parity, region of residence, if living in an urban or rural area, enrolment in
school, and educational attainment. They also include time-constant variables, i.e.
race, parents’ education, and family income in 1997. All the models are run
separately for men and women (see Table 1 as an example for men).

2.1.1 Results using NLSY97

Our first two hypotheses seem to be partially confirmed, with a negative association
between Internet access and fertility at younger ages, and a less negative relationship
and eventually positive relationship at older ages. Our third hypothesis, that the
association of Internet and fertility is stronger for women, doesn’t seem to be
confirmed. Our fourth hypothesis, that the relationship between the Internet and
fertility is stronger among those with higher socio-economic status (highly educated
parents), is confirmed for both men and women. And finally, our “partnership’
hypothesis is confirmed for women but not for men: the association between Internet
access and fertility doesn’t change based on the presence of a partner among men,
but it does among women. The evidence presented so far suggests a significant
negative association between access to high-speed Internet and fertility of young
men and women. A main caveat is that these results cannot be interpreted causally
as there could be unobserved factors not accounted for by the multi-level event-
history models that may be correlated with both access to highspeed Internet and
fertility.

To partially address this limitation, we complement the analysis exploiting
geographical variation in the penetration of broadband internet across areas. In
practice, we estimate the relationship between Internet penetration within a county
and childbirth. Due to the small sample size we are unable to conduct a two-stage
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relationship instrumenting individual access to Internet with the average access in
the county, the instrument is too weak. But we document the reduced-form
relationship between average access to Internet in the county and fertility patterns.
While the coefficients are not precisely estimated given the small sample size
available in the NLSY, the pattern is consistent with the hypothesis that Internet may
decrease fertility among the very young women, while it may have an opposite and
positive effect among older women.

2.2 Individual Analysis Using CPS Data

To further explore the heterogeneity of effects across sociodemographic groups, we
complement the analysis using data from the Current Population Survey. The CPS is
a monthly U.S. household survey conducted jointly by the U.S. Census Bureau and
the Bureau of Labor Statistic. The CPS contains a battery of labor force and
demographic questions and since 1997 periodically collects supplemental
information on Internet usage and since 2000 on the type of internet connection
(Dial-up, faster-connection type such as DSL (Direct Subscriber Line), cable
modem, satellite, mobile broadband service, or fiber-optic service. This information
is available in the Computer and Internet Use Supplement for the years 2000 and
2001 and in the October Education Supplement in years 2003, 2007 and 2009.
Importantly for the purpose of our project, the CPS also contains information on the
number of own children in the household, the age of the youngest own child and
then number of own children under age 5 which can be used to analyse fertility
decisions. We focus on access to high-speed internet distinguishing fast connections
(DSL, fiber optic cable, coaxial cable, wireless technology and satellite) from dial-
up Internet.

The large size of the CPS sample allows us to adopt an instrumental
variable approach. We instrument Internet access with the average access to high-
speed internet in the respondents’ state. Our instrument is a strong and relevant
predictor of internet access and the first-stage F statistic is well above the
conventional weak-instrument thresholds. All estimates include controls for a
quadratic in age, race dummies, an indicator for reporting Hispanic ethnicity,
dummies for citizenship status, state and year fixed effects. As we expected, results
show that the relationship between access to highspeed internet and the number of
young children in the household is non-significant among younger and unmarried
individuals, and positive and significant among older and married individuals. We
find similar results when considering as an alternative outcome a dummy for
whether individuals had children younger than 5 years old in the household.

2.3 Internet and fertility rate using county-level data

Finally, we provide further evidence on the heterogeneous relationship between
Internet and fertility rates by age and education using data drawn from the Natality
Detail Data (1999-2004) and broadband data from the Federal Communication
Commission. The Natality Data are drawn from the National Vital Statistics System
of the National Center for Health Statistics and provide demographic and health data
for births occurring during the calendar year. The microdata are based on
information abstracted from birth certificates filed in vital statistics offices of each
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State and District of Columbia. Using intercensal population estimates by age and
gender from the United States Census Bureau we construct birth rates for different
socio-demographic groups and linked these rates with county-level broadband data
drawn from the Federal Communications Commission (FCC). As we only have data
from the FCC since 1999 and as county information is available only until 2004, we
restrict the county-level analysis to the years 1999-2004. It is worth noting that
information is publicly available only for counties with more than 100,000
inhabitants and thus the results cannot inform about the effects of Internet on
fertility in rural and less populated counties.

The county birth rate is positively associated with broadband penetration. A
one standard deviation increase in the percentage of the county with at least one
provider is associated with a .26 standard deviation (a 14% increase with respect to
the mean) increase in fertility rate among 25-44 old women. The coefficient isn
smaller and non-significantly different from zero among low-skilled, unmarried, and
teenagers. It is instead largest among married women for whom a 1 standard
deviation increase in broadband penetration increases fertility by 0.35 standard
deviation (a 19% increase with respect to the mean).

3 Conclusions

Internet has revolutionized the way we organize and use our time. This study
analyses the effects of access to high-speed internet on fertility in the US. We
presented an analysis of the links between one of the main aspects of the digital
revolution that took place at the end of the Twentieth Century, the deployment of the
Internet, and fertility decisions. In a sample of young adults from the NLSY97,
within the age range 18-31, we found that having access to the Internet tends to be
associated with lower fertility. We also found that this negative association tends to
fade away with age, indicating a role of the Internet in the postponement of fertility.
Moreover, the negative association is weaker for men and women from a higher
socioeconomic background. We did find evidence for the role of partnership
formation as a mediating factor in the relationship between Internet access and
fertility among women, but not among men. These results are mainly in line with the
findings of Guldi and Herbst (2017) and with an interpretation that emphasizes the
role of information availability and social interaction. This interpretation is in line
with the idea that the Internet amplifies the information effects that other, older
communication technologies, like the TV, have been shown to have on fertility
(Jensen and Oster, 2009; La Ferrara et al., 2012).

Using data from other the CPS and Natality Detail Data we also find
evidence of the role of the Internet in the “recuperation” of fertility at later ages.
Access to high-speed Internet is positively associated with fertility outcomes of
high-skilled women in their thirties, while we find non-significant results among
low-skilled, young and unmarried women. These results are consistent with the
findings of Dettling (2017) and Billari et al. (2017) and the hypothesis that internet
may relax time constraints of high-skilled working women reconciling family,
motherhood and work.
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Table 1: Fertility between 2003 and 2011 (NLSY97, Men)

Y=Having a Child [€)) 2) 3) “@)
Internet Access 0.409%** 0.424%** 0.505%** 0.525%*%*
-0.093 -0.09 -0.116 -0.114
Age 1.043 0.911%** 0.998 0.904**
-0.045 -0.029 -0.054 -0.038
Enrolled In School 0.602%** 0.692%** 0.622%** 0.714%**
-0.068 -0.072 -0.069 -0.074
Years of Education 0.888*** 0.923*** 0.886%** 0.922%**
-0.022 -0.018 -0.022 -0.018
Parity (Ref: 0)
Parity=1 0.793 1.03 0.88 1.094
-0.187 -0.162 -0.225 -0.169
Parity=2 0.205%** 0.495** 0.243%** 0.552%%*
-0.082 -0.147 -0.107 -0.162
Parity=3 0.038*** 0.189** 0.047%** 0.220**
-0.028 -0.126 -0.038 -0.147
Parents Education (Ref: Less than High School)
High School Diploma 0.909 0.948 0.616* 0.74
-0.134 -0.102 -0.174 -0.186
More than High School 0.756* 0.882 0.303%** 0.397%**
-0.119 -0.101 -0.088 -0.103
Internet Access*Age 1.154%%** 1,137 %%* 1.067 1.023
-0.039 -0.036 -0.045 -0.041
In a Partnership 5.621%** 5.565%**
-0.474 -0.47
Internet Access*Parents Education*Age
No Access - HS Diploma - Age 1.025 0.989
-0.049 -0.044
No Access - more than HS - Age 1.094* 1.049
-0.055 -0.05
Access - HS Diploma - Age 1.086** 1.072*
-0.043 -0.04
Access - more than HS - Age 1.176%** 1.164%**
-0.046 -0.044
Constant 0.236%** 0.188*** 0.394%* 0.268%**
-0.09 -0.057 -0.157 -0.088
Rho 0.325 0.056 0.294 0.034
N 2168 2168 2168 2168

* p<0.10, ** p<0.05, *** p<0.01. All models include race/ethnicity, region of residence, urban/rural area and family income.
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The Internetization of Marriage: Effects of the
Diffusion of High-Speed Internet on Marriage,
Divorce, and Assortative Mating

L’Internetizzazione del Matrimonio: Effetti della
Diffusione di Internet Veloce sul Matrimonio, Divorzio e
sul Processo di Selezione del Partner

Francesco C. Billari, Osea Giuntella and Luca Stella

Abstract The advent of the Internet has radically changed the process of finding a
stable partner. We exploit some historical and technological features of the
broadband roll-out across Germany to provide instrumental variable (IV) estimates.
Our IV results suggest that high-speed Internet increases the hazard of marriage,
with the effects being concentrated among the high-educated people. Furthermore,
we show that broadband access significantly increases educational homogamy,
which we interpret as our potential channel underlying the relationship of interest.
Abstract L’avvento di Internet ha modificato in modo radicale il processo di
selezione di un partner. In questo lavoro sfruttiamo alcune caratteristiche storiche e
tecnologiche della rete telefonica in Germania per fornire stime a variabili
strumentali. In particolare, troviamo che Internet veloce aumenta la probabilita’ di
sposarsi, soprattutto tra le persone piu’ istruite. Inoltre, troviamo che Internet
veloce aumenta ’'omogamia per livello di istruzione, il che potrebbe spiegare la
nostra relazione di interesse.

Key words: Internetization, Marriage, Divorce, Assortative Mating
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Since the mid 1990s, the world entered full-speed in what Castells (2001)
defined the Internet Galaxy. Daily life has become shaped by the presence of the
Internet in all its domains. Partnership dynamics, and marriage, are no exception.
What are the consequences of the diffusion of the Internet for partnership
formation and dissolution? In this paper, we argue and document with a set of
empirical analyses, that the diffusion of the Internet has radically changed the
transition to marriage, both in terms of speed and in terms of type of match, with
ambiguous effects on marital stability. We have entered the era of the
Internetization of Marriage.
In general, the notion of Internetization refers to the pervasive two-way effects of
the Internet on social and economic phenomena. This notion, importantly,
acknowledges that social and economic phenomena that become internetized
become radically different from the pre-internetized era, also in their offline
nature. The social theorist Leopoldina Fortunati defines and discusses, for
instance, the Internetization of mass media. In the context of mass media, the
presence of the Internet on the one side allows, and even forces, traditional
media to be active online in order to be visible and seen, and on the other side
changes the way classic mass media exist--as they change and their traditional
forms (e.g. in print, audio, or video), also become internetized (Fortunati, 2005).
The Internetization of Marriage can therefore be seen as a process with two main
channels, and possibly two stages, in analogy to mass media. First, the Internet
provides, directly, new ways to find a partner online. Referring to this direct role,
Rosenfeld and Thomas (2012) defined the Internet as the rising and new "social
intermediary” in the search for mates. For instance, online dating is defined as
"the use of websites that provide a database of potential partners - typically in
close geographical proximity - that one can browse and contact, generally for a
fee" (Sautter et al., 2010, p. 555). Second, the presence of the Internet radically
changes partnership dynamics, including partnerships that have been formed
offline. If we include this second stage, which has been less studied so far, the
effects on marriage of the Internet becomes more ambivalent.
For what concerns the first stage of the Internetization of marriage, the speed at
which information can be collected, and the possibility to make targeted search,
such as for specific combinations of characteristics of a prospective co-parent, as
in the case of online dating (Potarca et al., 2015) might in general imply a
quicker transition to a partnership. Online interaction allows to gather more
information on prospective partners (within social media or online dating, but
also in general including prospective partners met offline), with a decline of the
role of distance with respect to the pre-Internet era (Mok and Wellman, 2007).
For these reasons, more stable partnership situations can be expected as the
outcome of better matches in the era of the Internet (Cacioppo et al., 2013;
Rosenfeld, 2017). The width of the partnership market might increase and
therefore allow a search from a wider pool, which would take longer and imply a
postponement of partnership formation, creating a sort of "information overload"
(Rosenfeld, 2017).
For what concerns the second stage of the Internetization of marriage, the
empirical literature here is scarce. An exception is a study that uses aggregate-
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level data and exploits the timing of broadband diffusion in the US, in which
Bellou finds that broadband diffusion is positively correlated to marriage rates
(Bellou, 2015). The presence of the Internet is changing relationships in general,
in many ways, including communication among partners (Coyne et al., 2011),
and brings the possibility of new conflicts emerging within the family (Mesch,
2003), and of larger intergenerational contacts outside the co-residential family
(Gubernskaya and Treas, 2016). Using data from the U.S. General Social Survey
for the year 2000, Wasserman and Richmond-Abott (2005) showed that married
individuals were more likely to access the Internet, while they did not
significantly differ in the type of use from individuals who were not married.
Using the same data, the quality of a marital relationship, for instance, was found
to be a predictor of the use of Internet pornography (Stack et al., 2004).

The Internetization of Marriage has additional implications for social
stratification and inequality that might go beyond its effects on assortative
mating, which by itself has implications on inequality (Schwartz, 2010). In terms
of stratifying factors, there is no particular reason to believe that gender plays a
specific role in this case. However, other aspects of social stratification will play
a role, in addition to the mere access to the Internet, as prospective parents from
upper socioeconomic strata might have a bigger advantage from interactions that
start online. A first level of inequality relates to the material "digital divide" in
access, and the quality of this access, to the Internet itself (Norris, 2001). A
second level of "digital inequality" refers to the knowledge of search strategies,
the capability to evaluate the quality of information, and to exploit the potential
of the Internet (DiMaggio et al., 2001). Eszter Hargittai has termed this latter
inequality in online skills as the "second-level digital divide" (Hargittai, 2002).
Potarca (2017), for instance, shows that couple who meet online are less
endogamous than couples who meet at school, religious venues, or through
family and friends.

Our empirical study is based on the German Socio-Economic Panel (SOEP), a
longitudinal panel dataset of the German population containing information on a
rich set of individual socio-economic characteristics. Three features of the SOEP
are key to our analysis. First, for every respondent, the survey contains a detailed
marital history, allowing us to use information on the year of marriage and
divorce to construct our main outcomes of interest. Second, the survey not only
collects household information on whether Internet access is available, but also
data on whether Internet access is based on a broadband (DSL) technology. This
information is exploited to build our key explanatory variable. Finally, the SOEP
collects not only respondents' education but also educational attainment of their
spouses. This enables us to examine assortative mating by education, and thus
shed light on the potential mechanism through which high-speed Internet access
may influence partnership formation. To address the concern regarding
endogeneity of broadband Internet use, we follow the identification strategy
adopted by Falck et al. (2014) and later replicated by Billari et al. (2019). Our
2SLS estimates suggest that DSL access increases the hazard of marriage. These
results are entirely driven by the high-educated people. We find ambiguous
results for divorce. Furthermore, we show that broadband access significantly
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increases educational homogamy, which we interpret as our potential channel
underlying the relationship of interest.

Introduction

As previously stated, the focus of this paper is to investigate how access to
broadband Internet affects marriage, divorce and assortative mating. To this end,
we estimate the following linear probability model:

3 Yist =a +ﬂDSLiS[ +y)(ist +,Ut +77s +8ist

where the index ist denotes an individual i residing in federal state s at the year
of interview t. We have a set of outcome variables, Yist, defined as follows: 1)
the annual hazard of marriage (i.e., the annual probability of getting married for
unmarried individuals); 2) the annual hazard of divorce (i.e., the annual
probability of divorce for married individuals); 3) educational homogamy,
operationalized by an indicator equal to one if the couple has the same
educational level (only for individuals who are married); and 4) the distance (in
absolute value) between the educational level of the respondent and his/her
partner (only for individuals who are married). Our main explanatory variable of
interest is DSList, which represents a dummy variable taking value one if an
individual has a high-speed Internet subscription at home, and zero otherwise.
Accordingly, the coefficient of interest, B, captures the impact of access to high-
speed Internet on the outcome of interest. To address the concern regarding
endogeneity of broadband Internet use, we follow the identification strategy
adopted by Falck et al. (2014). Their main idea is to exploit historical variation
in pre-existing telephone infrastructure which significantly affected the cost of
broadband adoption across Germany. In particular, Falck et al. (2014) exploit
three unique historical and technological peculiarities of the traditional public
telephone network, which influenced the deployment of DSL in German
municipalities. Table 1 reports the 2SLS results for marriage (see Panel A) and
divorce (see Panel B). The 2SLS coefficient in column 1 of Panel A suggests a
positive and significant impact of broadband Internet on the transition into
marriage: having a high-speed Internet subscription increases the hazard of
marriage by 13.3 percentage points. In columns 2 and 3 of Panel A, we test for
the presence of digital inequalities, analyzing whether the effect differs by the
educational group of the respondent. The effect of broadband Internet on
marriage is driven by the high-educated individuals. Panel B of Table 1 reports
the 2SLS parameter estimates of high-speed Internet on the hazard of divorce.
Because marriage is a prerequisite of divorce, we conduct this analysis on the
sample of married individuals. As shown in columns 1 to 3, we do not find
evidence of a significant effect of high-speed Internet on divorce, with the effects
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being very small in magnitude. DSL technology reduces the cost of searching
and allows for the selection of a similar partner with minimum -efforts.
Therefore, DSL access provides individuals with more opportunities to match
with partners that share the same background. To test this hypothesis, we analyze
the effects of DSL access on educational assortative mating. Specifically, we
measure assortative mating along two dimensions: homogamy, and the distance
(in absolute value) between the educational level of the respondent and her
partner. Overall, the results suggest that DSL access is associated with higher
homogamy, and thus it reduces the educational distance between the partners

(results of this analysis are available from the authors upon request).

Table 1: Effects of Internet on Marriage and Divorce by Education Group, 2SLS

(O )

Education group: All High-educated Low-educated

(3)

Panel A: Dep. var.: Hazard of marriage

High-speed Internet subscription 0.133* 0.171* -0.041
(0.078) (0.086) (0.190)
Observations 7,480 5,669 1,811
Mean of dep. var. 0.059 0.059 0.057
Std. dev. of dep. var. 0.235 0.236 0.232
F-test of excluded instruments 10.250 8.535 1.568
Panel B: Dep. var.: Hazard of divorce
High-speed Internet subscription 0.015 0.030 -0.026
(0.034) (0.035) (0.070)
Observations 15,909 10,606 5,303
Mean of dep. var. 0.015 0.016 0.014
Std. dev. of dep. var. 0.122 0.123 0.119
F-test of excluded instruments 11.89 10.24 3.735
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Assessing the impact of the intermediate event in
a non-markovian illness-death model

Valutazione dell’impatto dell’evento intermedio in un
modello multistato “illness-death” non-markoviano

Davide Paolo Bernasconi, Elena Tassistro, Maria Grazia Valsecchi, Laura Antolini

Abstract In the illness-death model the transition from the initial state to the final
state (death) involves an intermediate state (illness). When it is of interest to
compare the hazards of mortality before and after illness, one could resort to the
Mantel-Byar test, an extension of the logrank test that accounts for the time-
dependent nature of illness by ascribing all patients to the illness-free group until
they (possibly) become ill; at that time, they are moved to the illness group using left
truncation. However, in this approach, time is always measured by the clock forward
scale and this is not valid under non markovian processes. We propose an alternative
approach, suitable for semi-Markov and extended semi- Markov scenarios, based on
the adoption of the clock reset scale to measure time after illness. The method is a
modification of the logrank test that involves the coefficient of the time to illness
from a Cox model fitted only on ill patients to determine the number of patient at
risk in time after illness. We compare the two approaches in a simulation protocol.
Abstract Nel modello “illness-death” la transizione dallo stato iniziale a quello
finale (death) include un evento intermedio (illness). Volendo confrontare gli
azzardi di morte prima e dopo illness, una possibilita é ['uso del test di Mantel-
Byar, un’estensione del logrank test che tiene conto della natura tempo-dipendente
di illness. Tuttavia tale approccio é valido solo per processi markoviani poiché il
tempo e sempre misurato a partire dallo stato iniziale. Proponiamo quindi un
metodo alternativo, sempre basato sul logrank test che, utilizzando una scala
temporale che parte dallo stato intermedio, consente di valutare [’impatto
dell’evento intermedio in scenari non markoviani. 1 due metodi sono messi a
confronto tramite un protocollo di simulazione.

Key words: Illness-death model, Mantel-Byar test, Markov property
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1 Introduction

Situations where subjects start from an initial condition (state 0) and then can
possibly develop a final event (state 2 or death), either directly or passing through
another intermediate condition (state 1 or illness), may be described by the simple
illness-death multistate model [5], as depicted in Figure 1. This framework may be
applied also in situations where the transition to the intermediate state does not
consist in the occurrence of a disease but instead represents the administration of a
therapeutic intervention. Consider, as an example, patients affected by end-stage
cardiomyopathy that enter a waiting list (state 0) to receive heart transplant: they
may die (state 2) while still on list or they can indeed be transplanted (state 1) after
some time.

In this context, a key issue is often to assess the impact of the intermediate event
on the hazard of mortality which is done, in practice, by comparing two transition
hazards: the hazard from state 0 to state 2 Ap2(z) and the hazard from state 1 to state 2
A12(t). A key aspect to consider to this end is the choice of the scale used to measure
time [2]. The most obvious one is the original (or “clock forward”) time scale, where
time is always measured starting from the entry into the initial state 0. As an
alternative, one may resort to the “clock reset” scale, where time is set back to 0 as
patients enter the intermediate state 1. In practice, for those who experience the
intermediate event, the observation time since origin (denoted as ¢) can be split in
two parts: time elapsed while in state 0 (waiting time to intermediate event, denoted
as r) and time elapsed while in state 1 (time since intermediate event, denoted as d).

Depending on the relation between hazards and time scales, three types of data
generating process can be defined [6]: Markov, semi-Markov and extended semi-
Markov. The process is Markovian if the value of 1,5(?) for £>r depends only on time
t from origin. This means, in other words, that the value of 1;2(¢) depends on time d
after intermediate event and on the fixed covariate time to intermediate event » only
through their sum d+r=¢ and not on the values d and r taken separately. The clock
forward time scale alone can be conveniently used to measure time even after the
intermediate event and the notation 1;2(¢) can be kept, meaning that in this case the
hazard depends only on z. The process is semi-Markovian if the value 4;2(?) for >r
depends only on time d after intermediate event. Thus, the clock reset time scale
alone can be conveniently used to measure time after the intermediate event and the
new notation A,2(d) for d>0 is set, meaning that time is measured on the clock reset
scale. The process is extended semi-Markovian if the value of 4;2(2) for >r depends
on time 4 after intermediate event and on the fixed covariate time to intermediate
event r, taken separately. The time d after intermediate event, and thus the clock
reset time scale, becomes again the natural way to measure time after the
intermediate event and one can set the new notation A;2(7,d) meaning that time is
measured on the clock reset scale and r has an impact on the hazard 1;>(r,d) for d>0.

In this work we review an extension of the logrank test, namely the Mantel-Byar
test, to compare the hazards between two time-dependent groups and show that it is
suitable only for markovian processes. Moreover, we propose an alternative method,
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based again on the logrank test, that is suitable for non-markovian scenarios. The
performance of the two methods is compared in a simulation protocol.

Figure 1: Representation of states (boxes) and transitions (arrows) of the illness-death model.
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2 Methods

The logrank test is a standard non-parametric tool to compare the hazard of failure
between two time-fixed groups, e.g. A and B. Under the null hypothesis Ho: 14()=
/5(?), the distribution of the observed frequency of failures dy4; at each distinct event
time j=I,....J is hypergeometric with E(dy)=dmns/n; and Var(dy)= (dns/n)(I-
dim)[(nj - ng)/(n; -1)]. The following test statistics can thus be considered: O =
UWar(U) = {2 [dy — E(dsy)]}*/ Zj[Var(dy)] which follows a Chi-square
distribution with 1 degree of freedom.

When the two groups are described by a time-dependent binary indicator, as in
the case of an illness-death model where patients may enter state 1 after some
waiting time, alternative approaches should be considered.

2.1  Mantel-Byar test

An extension of the logrank test to deal with time-dependent groups was
proposed back in 1974 by Mantel and Byar [3] in the context of heart-transplant.
Time is always measured using the original scale ¢ (time since entry in state 0). At
time O all patients are in state 0 and thus the risk-set of the intermediate event (i.e.
transplant) group is empty.

Suppose a patient is transplanted at time 7=¢", since then he/she is moved to the
transplant risk-set of the transplanted group. In other words, the observation of that
patient is split in two parts: i) from time 0 to ¢ the patient is ascribed to the waiting-
list group and the observation is censored at ¢*; ii) from ¢* onwards the patient is
ascribed to the transplanted group and the observation is left-truncated at ¢*. If the
process is markovian, the hazard of mortality under transplant, after ¢ time units
since entry in the waiting list, does not depend on the waiting time to transplant »
nor on the time since transplant d. Thus, under markovianity, the Mantel-Byar test is
suitable to compare the hazard of mortality of a patient in waiting list with the
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hazard of an hypothetical patient transplanted at an arbitrary time » (e.g. at ¥=0). The
null hypothesis can be written as Ho: Ao2(2) = A12:=0(2).

If the process is not markovian, however, there is an impact of time since
transplant d (semi-Markov process) and possibly also of time to transplant r
(extended semi-Markov process). In these scenarios, the Mantel-Byar test is not
suitable to test the above null hypothesis because the hazard after transplant is
calculated by averaging hazards of patients at ¢ time units since entry in list, when
patients have spent a different amount of time on list and after transplant [1].

2.2 “Clock reset logrank-type” test

For semi-markovian processes, a simple modification to the Mantel-Byar test can be
applied by adopting a double time scale to measure time: the original time scale ¢
before transplant and the clock reset scale d after transplant.

Again, the observation of a patient transplanted at »=¢" is split in two parts: i)
from time #=0 to ¢=t" the patient is ascribed to the waiting-list group and the
observation is censored at ¢*; ij) from time d=0 onwards the patient is ascribed to the
transplanted group. Under the semi-Markov property, the hazard of mortality at time
d since transplant does not depend on the waiting time to transplant ». Using this
“clock reset logrank-type” test, the hazard after transplant is calculated by averaging
hazards of patients at d time units since transplant, disregarding that they spent a
different amount of time on list. Thus, under semi-markovianity, the test is suitable
to compare the hazard of mortality of a patient on waiting list with the hazard of an
hypothetical patient transplanted at an arbitrary time r (e.g. at r=0). The null
hypothesis can be written as Hy: Ao2(t) = L12:0=0(d).

When the waiting time on list » has an impact on the hazard after transplant
(extended semi-Markov process), this has to be taken into account. Thus, we
propose the following two-steps approach. First, fit a Cox model only on post-
transplant data to check the impact of time to transplant » on the hazard of mortality
after transplant (measured using the clock reset scale) [4]. Then, use the estimated
coefficient S, of r to adjust the size of the risk-set in the transplanted group (n2)
within the “clock reset logrank-type” test. This is done by substituting 7,5 with n";5;
= 2; [exp(B, r)] (i.e. sum over subjects i=1,..., n;y; at risk at time d=j) which
resembles the expected counts one would observe if patients were all transplanted at
r=0.

Table 1: Details of the distributions of the transition times used in the simulation protocol. In every
scenario: 1000 samples of size 150 were generated; uniform independent censoring was considered; the
time to the final state Ty, was generated from a Weibull(0.6;0.7); the time to illness R was generated from
an Exponential(0.5).

Scenario D pr(®

1. Ho: Ao2(t) = Aiz=0(d) Weibull(0.6exp(B:1/0.7);0.7) 0.5

2. Ho: ho2(t) = Ad12;=0(d) Weibull(0.6exp(Br(t)r/0.7);0.7) 0.5*log(t/10)
3. Hi: Bin=-log(3) Weibull(0.6exp(Bi/0.7)exp(P:(t)r/0.7);0.7) 0.5

4. Hi: Bu() # 0 Weibull(0.5exp(Bir/0.5);0.5) 0.5
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2.3 Simulation protocol

We compared the performance of the Mantel-Byar test vs the “clock reset logrank-
type” test in four scenarios under the extended semi-Markov property. In the first
two scenarios data are generated under the null hypothesis of equality of the hazards
of mortality before and after intermediate event but in scenario 1 the effect of the
time to intermediate event 7 is time-fixed while in scenario 2 it is time-dependent. In
the last two scenarios data are generated under an alternative hypothesis where the
intermediate event has a beneficial effect on mortality but in scenario 3 the effect of
“illness” is proportional (coefficient B is constant) while in scenario 4 it is non-
proportional (coefficient iy is time-dependent). More details are shown in Table 1.

3 Results

The results of the simulation protocol are reported in Figure 2. Under the null
hypothesis (scenarios 1 and 2), the percentage of rejections with the “clock reset
logrank-type” test are close to the nominal level, while the Mantel-Byar test tends to
reject the null too often. Moreover, the “clock reset logrank-type” test has a higher
power than the Mantel-Byar test, as shown by the higher percentage of rejections
under an alternative hypothesis (scenarios 3 and 4).

Figure 2: Results of the simulation protocol. The R Software (version 3.6.2) was used for the analyses.
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4 Concluding remarks

The impact of the occurrence of illness on the hazard of death can be investigated
non-parametrically with logrank-type tests.

The null hypothesis Hy: Ao2(2)= Ai2:-=0(¢) can be tested by the Mantel-Byar test
only when the process is Markovian. For non-Markov processes, we proposed a test
based on the clock reset time scale (thus suitable for semi-Markov scenarios) that
can possibly account for the effect of the time to illness  (thus becoming suitable
also for extended semi-Markov scenarios). In our simulation protocol, due space
reasons, we only considered an extended semi-Markov data generating process and
we only compared two methods: the “classic” Mantel-Byar approach vs the “clock
reset logrank-type” test accounting for time to illness. Within this framework, we
considered four scenarios to check the performance of the methods under the null
(scenarios 1 and 2) or an alternative hypothesis (scenarios 3 and 4) and in the
absence (scenarios 1 and 3) or presence (scenarios 2 and 4) of time dependent
effects.

As an alternative, one can consider a Cox model where time after transition to
state 1 is measured using the clock reset scale and where the time-dependent
indicator of transition to state 1 and the fixed time to state 1 are included in the
model as covariates [6]. This latter solution is not directly suitable for situations
where hazards are not proportional.
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Big data e Intelligenza Artificiale: sfide e opportunita in
sanita
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Abstract The sustainability of healthcare systems is put at risk by the increase of
health and long-term care demand of an aging population. So far, information
technology has failed to delivery in healthcare the benefits in terms of efficiency that
has been able to provide to other sectors. Conversely, several studies relate the
adoption of Electronic Health Records with decreased professional satisfaction and
increased risk of professional exhaustion. Big Data and Artificial Intelligence are
among the technologies that are driving the so-called digital transformation. The aim
of this paper is to provide an overview on how a broader adoption of these new
technologies could help addressing these issues, using a first-hand case study to
illustrate the results that can be achieved.

Abstract La crescita della domanda per servizi di cura e salute dovuta
all’invecchiamento della popolazione sta mettendo a rischio la sostenibilita dei
sistemi sanitari. Ad oggi, l'information technology in sanita ha fallito nel produrre i
benefici in termini di efficienza che é stata in grado di realizzare in altri settori. Al
contrario, alcuni studi correlano l'introduzione di EHR a un calo della soddisfazione
professionale e a un aumento del rischio di burnout. Big Data e Intelligenza
Artificiale sono tra le tecnologie che guidano la cosiddetta digital transformation. Lo
scopo di questo articolo é fornire un inquadramento di come [’adozione di queste
nuove tecnologie puo contribuire ad indirizzare questi problemi, usando un caso
studio per illustrare i risultati che é possibile raggiungere.
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1 Introduction

Advances in medicine and healthcare contribute to increase life expectancy. As a
result, the population of the elderly in most countries is increasing, leading to a
growing demand of health and long-term care services. The number of Europeans
aged 65 or over, reached in 2018 100 million [1]. Eurostat forecasts that people over
65 will grow to 23.9% in 2030, adding 23 million of elderly people that will require
complex and expensive care treatments and services. European high standards in
providing affordable, accessible and high-quality health systems come at a cost: EU
healthcare expenditure relative to GDP in 2016 was already close to 10% [2], while
in Italy the total spending for healthcare amounts to 149.5 billion of Euro (8.9% of
Italian GDP), 75% of which is covered by public funds [3].

“A radical redesign of health is needed to meet these challenges” [4]. Big Data
and Artificial Intelligence (Al) applications are supporting the innovation in many
traditional sectors. Our aim is to contribute to the discussion on how these
technologies can help to ensure the future sustainability of our health systems by
delivering greater efficiency, lower costs and better health outcomes.

The remainder of this paper is structured as follows: in Section 2 we provide an
overview of the IT context in healthcare, current issues and how a broader adoption
of Big Data and Al could help to address some of them. In Section 3 we present a case
study where such technologies have been used to improve the efficiency of allocation
of diagnostic procedures in an Italian Local Health Authority. Finally, challenges and
barriers that need to be addressed are discussed as our conclusions.

2 Context

From autonomous vehicle control to drone-based aerial intelligence to identify crop
pests, insurance claims processing, movie recommendation, fraud detection, Big Data
and Al lead this innovation stream called digital transformation. In the last decade,
the“vast amount of data generated and collected by sensors, mobile phones and
computerised systems, combined with the increase of computational power and the
commoditisation of data storage, enabled the application of well-known algorithms
[5] to a multitude of new use cases that now permeate our lives.

Big Data [6][7] and AI [8][9] research is also very dynamic in Healthcare. Al-
powered algorithms outperform physicians in several diagnosis tasks. In 2018 only,
more than 1500 papers were published on the topic of Al applied to radiology [10],
while in the last year VC firms invested almost $4 billion in Healthcare Al start-ups
[11]. Despite this hype, these technologies are not widely applied. 84% of health
professionals in Europe either do not use Al tools or are not aware of it, and 59% do
not have plans to adopt Al tools over the next 1-3 years [12].

It is acknowledged that adoption of IT tools in healthcare is at least 10 years behind
most other sectors [4]. IT systems designed for administrative and management
purposes have contributed to a transactional health care model, where poor usability
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and rigid workflows limit the efficiency of health care professionals, causing distress
and increasing risk of burnout [13],[14].

Healthcare processes are complex, as complex is the data they manage. Industry
consensus is that approximately 80% of all healthcare data are unstructured [15].
Computer Vision and Natural Language Processing (NLP) techniques can be applied
to convert unstructured data in valuable information for data driven processes,
enabling a true digital transformation of healthcare systems [16]. Having tools for the
automatic conversion of images and narrative texts in actionable information would
relief physicians from the tedious, error prone task of manually encoding diagnoses
and procedures and speed up the task of reporting in digital imaging, improving the
efficiency of the clinical processes while increasing reliability of the administrative
ones (for a review of possible applications please refer to [8]).

In the next section we will illustrate, by means of a first-hand case, how the
combination of healthcare data digitisation with the transforming potential of Al have
helped a long-term initiative of an Italian Local Health Authority (LHA) in managing
quality and appropriateness of referrals for diagnostic tests. In fact, leveraging the
availability of referrals in digital format, we fully automated the appropriateness
evaluation process, extending the outreach of the initiative from a small fraction of
the referrals to their totality, and helped to ensure a more efficient allocation of a
scarce and costly resource such as diagnostic imaging.

3 Case study

Inappropriate referral for diagnostic imaging is a worldwide problem for healthcare
systems, leading to a waste of resources, increased costs and longer waiting lists,
while unnecessarily overexposing patients to radiations. Diagnostic imaging is a co-
operative process between the referring clinicians, and the radiologists. The quality of
the outcome is strongly influenced by the quality of the diagnostic question and by
the appropriateness of the requested diagnostic procedure. Communication
challenges, limited knowledge and defensive medicine are all factors that contribute
to inappropriate use of diagnostic procedures (DP).

Since 2008, Reggio Emilia LHA (hereafter also AUSL RE) has put in place an
initiative targeted to improve the appropriateness of DP referrals. A multi-disciplinary
task force developed a set of guidelines for several families of DPs, defining the
clinical conditions that are appropriate for referring to a specific DP, and the
corresponding level of urgency (priority). The program includes the distribution of
educational materials and retraining sessions for the referring physicians.

To provide feedback to doctors, an ex-post review of the referral against the
provided guidelines was required. This implies assessing each referral to verify if,
given the provided information (gender, age, diagnostic question, diagnostic
procedure and priority), it was compliant with the provided criteria. Due to the large
number of referrals (more than 90,000 in 2011), this was a daunting task to be
performed manually, and therefore only a small sample of the referrals was assessed.
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With the digitisation of referrals, an opportunity to automate their assessment
using a software tool arose. This led to the development of a software solution, Clinika
VAP [17], that analyses the text of the diagnostic question and, given the test and the
priority requested, verify the compliance of the referral against the corresponding
guidelines. At the core of Clinika VAP there are two main components: first, a
patented semantic engine that uses Machine Learning and NLP algorithms to analyse
the unstructured clinical information contained in a narrative text. Second, a powerful
rule engine that, using a domain specific language, can represent the guidelines
criteria and reason about them, to verify if the diagnostic condition is one of those
admitted by the referral guideline.

Referral guidelines implementation in Clinika VAP has been progressive, with
Neuro MRI being the first to be deployed in 2012, and the others following between
2013 and 2016. Once a guideline is deployed, the LHA can systematically assess all
the referral forms, to provide feedback to the GPs, and carry out targeted
interventions. In order to measure the effectiveness of the system, more than 400,000
electronic referral forms related to 6 families of DPs have been collected and analysed.
For this analysis, a referral was considered as appropriate if and only if both the
requested DP and priority were in accordance with the guidelines. The
appropriateness trend by referral guideline from 2011 to 2017 is reported in Table 1.

Table 1: Percentage of appropriate referrals by referral guideline, from 2011 to 2017.

Year (in grey years preceding guideline implementation)
Deplo 201 201 201 201 201 201 201

Referral guideline y 1 2 3 4 5 6 7
Neuro MRI 2012 29% 61% 67% 68% 71% T1% 71%
Musculoskeletal

MRI 2013 28% 64% 70% 71% T75% T73% T74%
Colonoscopy 2014  27% 54% 57% 59% 65% 70% 70%
Gastroscopy 2014 16% 38% 43% 44% 47% 50% 50%
Neuro CT 2015 17% 41% 45% 46% 47% 47% 46%
Musculoskeletal

CT 2015  13% 32% 35% 42% 44% 52% 58%

Overall, the results show the effectiveness of the adoption of a computerised
system for the systematic assessment of referrals. The improvement of the
appropriateness rate between 2011 and 2017 ranges from 29% for Neuro CT to 46%
for Musculoskeletal RMI, with relative improvements ranging from +145% (Neuro
MRI) to +346% (Musculoskeletal CT).

In a recent work [18], the Epidemiology Department of AUSL RE analysed a
similar dataset to identify the determinants of inappropriate reporting for a group of
imaging and endoscopy DPs, using multivariate log-binomial regression models.
Their results confirm that even though “the variability between GPs was the greatest
source of inappropriateness variation, promising improvement was observed over
time for all procedures under study, consistent with the implementation of several
measures of training, shared protocol definition and administrative control”.
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4 Opportunities and challenges

Big Data and Al could act as a transformational force in healthcare, helping to
recovery part of the errors made in the past in the digitisation of healthcare processes.
First, by automating the process of extracting meaningful information from vast
droves of unstructured data at speed. Second, by systematizing repetitive tasks and by
ensuring that all the available knowledge, guidelines and protocols are steadily
applied in case management. This would enable a complete redesign of healthcare IT
systems, that instead of focussing on the process of data recording, could finally
support healthcare professionals in the delivery of care. To deliver these promises,
several tough challenges need to be tackled.

Since at the core of this transformation we have data, we need to ensure a
transparent and accountable access to it. Given its sensitivity, it is essential to develop
policies to balance access to data with individual privacy, to ensure data protection
and security, and to restore user control of personal data [19]. New models of data
ownership, supported by secure by design data platforms, a clear regulatory
framework, establishing strong safeguards and a stable market environment, and
increased public awareness on how data are collected and used are among the
suggested actions by the EU eHealth Task Force.

Another challenge is posed by the lack of interoperability. Health data are usually
siloed in departmental, legacy software such as EHR and EMR software for clinical
records, RIS and PACS for radiology, etc. Systems that may use different technologies
with limited-to-none interoperability. Despite several initiatives at national [20] and
European level [21], lack of technical interoperability and heterogeneity of electronic
health record are identified as the major barriers to electronic sharing of health data
[22].

The Estonian digital transformation project e-Estonia [23] demonstrates that some
of these challenges can be successfully tackled. e-Estonia has digitised over 3000
government services, from tax payments to voting. The Estonian National Health
Information System integrates data from all the different healthcare providers in a
unified record structure and, since 2015, 99% of health data has been digitised.
Patients are in control of their data, managing who can access them, while doctors
share a common view on their patients. Whether this approach can be effectively
transferred to other countries, or scale at cross-national level remains to be seen.
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Statistical methodology for volume-outcome
studies

Metodologia statistica per studi di volume

Marta Fiocco and Floor van Oudenhoven

Abstract The recurrent marked point process is used to study a longitudinal volume-
outcome association of clustered data. Methodological issues in the selection of ag-
gregate and non-aggregate and yearly measures for hospital volume are considered.
An additional aspect associated with hospital volume data, concerns the presence
of informative cluster size, where outcome depends on cluster size conditional on
covariates. The concept of informative cluster size within a volume-outcome study
presents a unique situation since hospital volume is both the covariate of primary
interest under study and it is closely linked to cluster size. A new method suitable
for volume-outcome studies in which informative cluster size is presented. A simu-
lation study to assess the performance of the method is performed.

Abstract /I recurrent marked point process viene utilizzato per studiare
un’associazione longitudinale con il volume nei dati di cluster. Misure aggregate,
non aggregate e annuali riguardanti il volume degli ospedali vengono discusse. [
risultati sui dati sul volume dipendono dalle dimensioni del cluster in base alle co-
variate. Il concetto di dimensione informativa dei cluster all’interno di uno studio
sul volume presenta una situazione unica poiché il volume dell’ospedale non solo
e la covariata di interesse primario oggetto di studio, ma é anche strettamente as-
sociato alla dimensione dei cluster. Un nuovo metodo adatto per studi di volume in
cui viene considerata la dimensione informativa del cluster viene presentato. Uno
studio di simulazione é stato condotto.
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1 Introduction

A growing body of literature studies the association between measures of hospital
volume and patient outcomes to evaluate whether hospitals with large case volumes
are associated with better outcomes. Applying the appropriate statistical methodol-
ogy to volume-outcome studies erases several challenges such as the selection of
a longitudinal estimation method and the specification of an appropriate measure
for hospital volume. In daily practice hospital volume is analysed as a categorical
variable, neglecting its time-dependent nature. The recurrent marked point process
to approach a longitudinal volume- outcome analysis of clustered data is used in
this work. Statistical issues in the selection of both non-aggregate and yearly aggre-
gate measures for hospital volume are considered. An additional aspect sometimes
associated with clustered data concerns the presence of informative cluster size,
where outcome depends on cluster size conditional on covariates. The concept of
informative cluster size within a volume-outcome study presents a unique situation
since hospital volume is both the covariate of primary interest under study and it
is closely linked to cluster size. Within cluster resampling (WCR) is an appropriate
method to analyse informative cluster size data. The novelty of this work is to apply
WCR in the framework of a recurrent marked point process to study a longitudinal
volume-outcome association. A simulation study has been performed to asses the
performance of the proposed method and to evaluate whether the use of aggregate
measures for hospital volume leads to bias in the estimation of the volume- outcome
association.

2 Data description

Data from the Netherlands Cancer institute for patients after oesophageal cancer
surgery between 1989 and 2010, covering all hospitals in the country, is used. To
improve survival, it is suggested that surgery should be performed in specialized
centres with adequate annual volume.

All 10,0025 patients in the dataset underwent oesophageal cancer surgery per-
formed at 148 different hospitals. The outcome of interest is death from any cause
within 6 months since surgery. A binary outcome variable is modelled, indicating
whether or not the patient is still alive, by using logistic models. Figure 1 shows
observed patients’ outcomes after 6 months follow-up since surgery per differ-
ent categories of cumulative hospital size. This figure suggests a possible associa-
tion between cumulative hospital size and post-treatment outcome. Although many
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volume-outcome studies analyse hospital volume as a categorical variable, this strat-
egy requires great caution. Here hospital volume is analyzed as a continuos variable.

3 Application of a recurrent marked point process

The recurrent marked point process is used as an approach to model volume-
outcome associations [1]. This process may be a suitable approach since patients
outcome are only observed for patients who underwent surgery. This means that
marks are only observed at point locations. Since an outcome only exists when an
event of surgery takes place, measurement times differ considerably between hospi-
tals. A recurrent marked point process can cope with different time points, whereas
observations in traditional longitudinal data analysis are usually at fixed time points.
Use of a recurrent marked point process enables us to interpret the case under study
as a point process in one dimension (i.e. time). In this context, surgeries can be seen
as “points” and the corresponding point locations capture information about time
the surgery is performed. Figure 2 represents marked point processes for a specific
hospitals in the population under study.

Regression methods such as Generalized Estimating Equations (GEE) and Gen-
eralized Linear Mixed Models (GLMM) can be used to provide estimates under the
recurrent marked point process setting by taking into account the dependence within
hospitals. However, an assumption of independence between previous outcome and
future number of events is required for covariance weighted methods to provide
unbiased estimates.

3.1 Fitting a recurrent marked point process model

Different measures for hospital volume are considered. Non-aggregate specification
for hospital volume, defined as the cumulative number of surgeries performed at
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hospital i through time ¢, are available at each surgery time. Yearly aggregate mea-
sures, defined in three different ways (yearly total volume; cumulative yearly total
volume and running average volume), are only available at the end of each year.
Figure 3 shows different volume measures over time for a specific hospital in the
population under study. Volume specification is the primary challenge of a volume-
outcome study [1].

3.2 Statistical model

Let Y;(r), X;(¢) and N;(¢) denote patient outcome (i.e. mark), covariates and hospi-
tal volume respectively, for hospital i (i = 1,...,n) at time point ¢ (t = 1,...,T).
According to a marked point process approach a surgery event must occur for
an outcome to exist. A surgery which took place at time point t is denoted as
AN;(t) = N;(t) — N;(t — 1) = 1. The complete history is as follows

2(0) = {Xi()ls < 1} ) = Ni(9)ls <1 ) () = {Wlo)ls <1} (D)

A marginal regression model which describes the association between hospital vol-
ume and the average outcome among patients satisfying the criteria AN;(¢) = 1 is fit-
ted. The partly conditional model which quantify the marginal association between
the complete history of the event-time process and the mark process after adjusting
for a full history of the covariate process is estimated. The logit link function is used
This may be represented as

pit) = E[Yi(1)|AN;(r) = 1, 2:(1), Ai(1)] = 8 (Bo + BiXs(r) + BaNi(1)) - ()

The parameters §; and B, quantify the association between the covariate and
event-time processes and the average outcome among patients for whom an event of
surgery takes place. The model is fitted by Independent Estimating Equation (IEE)
and GEE by assuming an exchangeable correlation structure. Both IEE and GEE
are fitted by using the R package gee. A GLMM with hospital specific random
intercepts (GLMM-RI), and a GLMM with hospital specific random intercepts and
slopes for hospital volume (GLMM-RS) are fitted by using the package 1me4.

3.3 Results

The table below shows estimated associations between different measures for hospi-
tal volume and the odds-ratio of dying within 6 months since surgery for ten-patient
increase. Results based on IEE and GEE are population-averaged parameters, quan-
tifying the average volume-outcome associations among the whole population of pa-
tients. Results from GLMM-RI (random intercept) and GLMM-RS (random slope)
are hospital-specific, assessing the average volume-outcome associations among a
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population of hospitals. Discrepancies in results might be the consequence of bias,
induced in the estimation process because of violation of the assumption about
independence between previous patient-outcome and future number of events. In
this context the cluster (hospital) size is informative. For the non aggregate cu-
mulative total volume the odds ratio for IEE, GEE. GLMM-RI and GLMM-RS
are 0.984(0.979-0.989), 0.997(0.994-1.000), 0.993(0.987-0.999) and 0.958(0.945-
0.971) respectively.

4 New approach: within cluster resampling in combination with
recurrent marked point process

Within cluster resampling (WCR) [2] is a proper method to analyse informative
cluster size data due to one-per-cluster sampling scheme. The novelty of this work
is to use WCR in the framework of a recurrent marked point process to study a
longitudinal volume-outcome association. The proposed method consists of the fol-
lowing steps

Step 1: Repeatedly (Q times) sample one observation from each cluster 7, form-
ing O resampled datasets.

Step 2: Fit the marginal model on each of the O resampled datasets, quanti-
fying the volume-outcome associations between hospital volume N;(¢) and patient
outcome Yi(t). The estimated parameter 3,1 represents the average volume-outcome
association within the Q resampled dataset. The variance estimators can take nega-
tive values when number of clusters (i.e. hospitals) is too small for the asymptotic
variance approximation to hold. This is a drawback of using WCE.

Step 3: The WCR parameter is obtained by taking the average By cg = é 23: h Bq.
WCR is a method suitable to analyse informative cluster size data due to one-per-
cluster sampling scheme.
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5 Simulation Study

For each hospital i, at each time point ¢, it is simulated whether or not an event oc-
curs. In case a event takes place a patient-level covariate X;(z), denoting patient’s
risk and outcome Y;(¢) are generated. Figure 4 shows conditional relations between
patient’s risk, the event-time process, patient’s outcome and unmeasured error Z;(t)
[3]. Unmeasured error includes serial correlation W;(¢), hospital specific random ef-
fects ¥;(¢) and measurement error €;(z). For each iteration, 1000 hospitals, together
with their corresponding patients’ risk and outcomes at time 7 (1,...,100) are ran-
domly selected and volume-outcome analysis is performed. Special focus is on the
parameter 3, since this parameter in the mark process quantifies the effect of hospi-
tal volume on patient outcome. WCR, based on 5000 resamplings, is used to obtain
mean point estimates for the regression parameter f3,, along with the corresponding
mean squared error (MSE), mean standard error, empirical standard error and esti-
mated coverage of 95% confidence intervals. Simulations show that when informa-
tive cluster size is present, the proposed method estimates the parameter for volume
with small bias. Bias might be introduced when an aggregate measure for present
hospital volume is used. Code for simulations study is written in the R-software
environment and is available upon request.

6 Conclusion

Statistical issues in the specification of both aggregate and non-aggregate measures
were considered. Different estimation methods are used to provide volume-outcome
estimates under the recurrent marked point process. Results showed an inverse rela-
tion between hospital volume and patient mortality, many of them being significant.

Specification of an appropriate measure for hospital volume which takes into
account the time-dependent character and bias that may occur in the estimation pro-
cess when assumptions are violated are also discussed in this work. A new method
suitable for volume-outcome studies when informative cluster size is present is pro-
posed. In this research within cluster resampling is used within the framework of
the recurrent marked point process, providing cluster-based parameters.
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Distance measures for exploring pairs of novels in
a large corpus of Italian literature

Misure di distanza per l'analisi di coppie di romanzi di un
grande corpus di letteratura italiana

Matilde Trevisani and Arjuna Tuzzi'

Abstract In text clustering most distance-based methods summarize the occurrences of a
set of linguistic features to obtain a distance. It should decrease when texts are written by
the same author, however, there are further properties that might influence the result:
gender of the authors, their age, their geographical origin, publication date of the novels,
their size, etc. In this study, regression analyses compare the performance of three
distances and highlight, among available covariates, the preeminent effect of the author's
hand but also interesting patterns in the effect of novels’ size.

Abstract Nel text clustering la maggior parte dei metodi distance-based sfruttano le
occorrenze di un insieme di caratteristiche linguistiche per ottenere una distanza, che
dovrebbe diminuire quando i testi sono scritti dallo stesso autore, ma ci sono ulteriori
proprieta che potrebbero influenzarne il risultato: il genere degli autori, l'eta, le origini,
la data di pubblicazione dei romanzi, le dimensioni del testo, etc. Questo studio
attraverso analisi di regressione confronta tre distanze ed evidenzia come, tra le
variabili a disposizione, il fattore autore sia predominante, ma anche pattern
interessanti nell effetto della dimensione dei romanzi.

Key words: text distances, large corpora, subset selection, average marginal effects,
relative importance of regressors

1 Introduction and data

In text mining the classification task plays a relevant role in the exploration of text
corpora. The most common distance-based methods include strategies to summarize
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the occurrences of a set of linguistic features in order to obtain a distance for each
pair of texts [8,9]. A distance measure should significantly decrease when a pair of
texts have been written by the same author, however, there are potentially further
properties that might influence the result: gender of the two authors, their age, their
geographical origin, publication date of the novels, their size, etc. Within the
specific frame of bag-of-words approaches, this study aims at comparing the
performance of three measures to identify what properties of the pair of texts they
are able to detect.

In addition to the distance, further choices concerning how many (e.g. all words
in the vocabulary or a limited number of most frequent words) and which lexical
features (e.g. words, 2-grams, content words) should be considered. Each distance
should be tested in different settings thus leading to a large number of comparisons.
In this study the distances between pairs of novels have been calculated by three text
distances and in settings that involve a large number of words. By means of
regression models we started a first exploration of data to understand which
properties of the pair of texts emerge as significant in the examples considered.

The corpus of this study represents a reduced version of a large corpus of Italian
contemporary literature that has been exploited in previous studies [10]. It includes
143 novels by 39 authors born from 1920 to 1982 in several cities and regions.

A distance matrix is obtained by choosing from three distances: Labbé [5], Delta
[1], and Cosine [3]. Delta and Cosine are calculated on most frequent words with at
least 143 occurrences (at least one per novel on average) and Labbé has been tested
in four variants: the basic version with frequency threshold set to 1 (Labbé-1) and
without threshold (Labbé-0), the iterative version [2] based on 200 replications of
measures computed on equal-sized text chunks of 5,000 tokens, considering either
the whole vocabulary (Labbé) or grammatical words only (Labbé-gramm).
Combining novel data (on author: name, gender, year/ city/ region of birth, age at
text publication; on text: year of publication, number of word-tokens (N), size (large
if N>100,000, small otherwise)) and distance matrix, a derived matrix is obtained
which, for each (unique) pair (a,b) of texts (10,153), records: y: distance; dauthor:
same if texts are by the same author, differ otherwise; diffyear: difference between
publication years; dyear: similar if texts were published in the same period (i.e.,
diffyear<10 years), diss otherwise; dgender: same if gender of authors is the same,
differ otherwise; diffbirth: difference of authors’ age; dbirth: similar if authors are of
the same generation (i.e., diffage<10 years), diss otherwise; diffage: age difference
between authors at publication date (diffveartdiffage); dage: similar if age
difference between authors at pubblication date<10 years, diss otherwise; dregion:
same if authors are from the same region, differ otherwise; dcity: same if authors are
from the same city, differ otherwise; diffN: difference (in absolute value) of number
of word-tokens (|Na—No|); diffN r: relative difference in number of word-tokens
(INa=Ny [/( Nat+Ny)); dsize: similar if texts have similar size category (which can be
large or short, see above), diss otherwise; ratioN: min(Na, Ny)/max(Na, Np).
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2 Text distances at comparison

A linear regression model has been tuned for each distance method by a step-wise
procedure. (A) Because of high multicollinearity, a preliminary reduction of design
matrix X has been performed by carrying out an exhaustive subset selection with
each regressor forced-in at time across subsets of any size: besides of the goodness-
of-fit (R?) of regression model, sign consistency and significance (p-value) of
coefficient estimate as well as variance inflation factor (VIF) for regressor have been
jointly analyzed to decide which regressors should be removed in sequence. (B)
Variable transformation has been opportunely carried out to linearize the
relationship between y and X (Labbé-gramm and Cosine distances as well as all
continuous covariates have been square-root transformed due to moderate to serious
positive skewness). (C) An exhaustive subset selection is carried out on the reduced
X to fit the best model without as well as (D) with interaction effects with dauthor.

Two measures have been used to compare the effectiveness of distance methods
to grasp the author's hand: (1) Average Marginal Effects (AMEs) - average
derivative/change (by changing infinitesimally a continuous variable or by 1 an
indicator variable) at the values of the covariates as they were observed [6]; (2)
relative importance of regressors [4] as measured by LMG method - R? partitioned
by averaging over orders [7]. AME is useful when model contains non only main
effects but more complicate relationships like polynomial (e.g., a quadratic form for
diffN_r is needed with Delta, Cosine and Labbé-0 distances) or interaction effects
(see (D) above). Notice that to compare distances having different ranges, marginal
effects have been calculated as % of distance range. LMG overcomes the issue of
calculating partial R? given the order of regressors’ inclusion. To complete the
comparison, First - each regressor contribution when included first, which is just the
squared covariance between y and the regressor - has been added although it is a
rawer measure of comparison. In Table 1, rankings of text distances have been
highlighted by colouring metric value with different intensity. Adjusted R? (R%)
summarizes the overall importance of regressors to explain y variation.

Table 1: AME %, LMG, First for dauthor, R, for the selected model

Measure/Distance Labbé-gr Labbé-1 Labbé Labbé-0 Delta Cosine
AME % 22.5

LMG ). 6.2

First 7.0

R?,

In Figure 1, regressors have been ordered according to AME (note that p-values
are not proper: a statistically significant result may not be practically significant,
however, predictors are significant almost everywhere - see 95% CI). Interaction
effects are indicated wherever present in the final model selected in (D). In Figure 2,
regressors are ordered according to their relative importance in the final model
selected in (C).
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Figure 1: AMEs with 95% CI (% of distance range). Distances are ordered according to AME-based
ranking (from top-left to bottom-right). Interaction effects are added wherever present (green if texts are
written by the same author, orange if written by different authors).
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In general, the author factor is highly significant for all distance methods (Figure
1), with a degrading effect from Labbé-gramm (distance drops by -24%, Table 1) to
Cosine (-17%). Moreover, relative importance of regressors highlights how the
author factor is the most important one in almost all cases (Figure 2), confirming
once again a ranking of methods: from about 6% for Labbé-gramm and Labbé-1
down to 3% for Cosine (Table 1). Notice also that the relative importance of author
factor weights differently on the overall distance variation explained by the model
(R%): more than half for Labbé-gramm and Labbé down to less than one sixth for
Delta (passing through one third for Labbé-1 and Cosine and a quarter for Labbé-0).

Another regressor that (except for Labbé and Labbé-gramm) plays a relevant role
in explaining distance is text size (in particular for Delta where it is the most
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important regressor). The difference in publication year as well as authors' gender
and place of birth show a moderate influence almost everywhere. For novels by the
same author, difference in year publication — always — and text size — in half of the
cases — affect distance (see interaction effects superimposed in Figure 1, AMEs for
same author are higher).

Figure 2: Relative importance of effects (LMG method). Distances are ordered according to LMG-based
ranking (from top-left to bottom-right).
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3 Conclusions

In almost all distance methods the author factor is the most important among the
regressors. However, Labb¢ methods show to be the most effective in detecting the
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author’s hand (with Labbé-gramm and Labbé-1 at the top), Delta being at an
intermediate position, and leaving Cosine as the last choice. Cosine also appears as
the distance least explained by the overall factors hypothesised as important
(R%,=9%). On the opposite side there is Delta (R%,=31%), Labbé-0 and Labbé-1 are
intermediate (=20%), while Labbé-gramm and Labbé (=11% and =10%) appear to
be almost totally explained by the sole author factor (Figure 2). Text size emerges as
a second preeminent factor, difference in year publication as well as author’s gender
and place of birth play a not negligible role. Distance between texts written by the
same author is significantly affected by their temporal distance (difference in year
publication) and, for some methods, by text size.

This is only a first step in a territory that has been already explored with many
methods but needs further systematic investigation. Moving from these first results
the future direction of this explorative study consists in increasing the number of
distances under investigation and testing their performances in different settings and
with different text genres.

References

1.  Burrows, J.F.: Delta: A measure of stylistic difference and a guide to likely authorship. Lit.
Linguist. Comput. 17(3), 267-287 (2002)

2. Cortelazzo, M.A., Nadalutti, P., Tuzzi, A.: Improving Labbé’s Intertextual Distance: Testing a
Revised version on a Large Corpus of Italian Literature. J. Quant. Linguist. 20(2), 125-152 (2013)
doi: 10.1080/09296174.2013.773138

3.  Feldman R., Sanger J.: The Text Mining Handbook: Advanced Approaches in Analyzing
Unstructured Data. Cambridge University Press, Cambridge (2007)

4.  Gromping, U.: Relative Importance for Linear Regression in R: The Package relaimpo. J. Stat.
Softw. 17, 2-27 (2006)

5. Labbé, C. and Labbé, D.: Inter-textual distance and authorship attribution Corneille and Moliére. J.
Quant. Linguist. 8, 213-231 (2001)

6.  Leeper, T.J.: margins: Marginal Effects for Model Objects. R package version 0.3.25. (2018)

7.  Lindeman, R.H., Merenda, P.F, Gold, R.Z.: Introduction to Bivariate and Multivariate Analysis.
Scott Foresman, Glenview Il1 (1980)

8. Rudman, J.: The state of authorship attribution studies: Some problems and solutions. Comput.
Humanities 31, 351-365 (1997) doi: 10.1023/A:1001018624850

9.  Stamatatos, E.: A Survey of Modern Authorship Attribution Methods. J. Am. Soc. Inf. Sci. Tec. 60,
538-556 (2009) doi: 10.1002/asi.21001

10. Tuzzi, A., Cortelazzo, M.A.: What is Elena Ferrante? A comparative analysis of a secretive
bestselling Italian writer. Digit. Scholarsh. Hum. 33(3), 685-702 (2018) doi: 10.1093/1lc/fqx066

234



Supervised vs Unsupervised Latent Dirichlet
Allocation: topic detection in lyrics

Allocazione di Dirichlet latente supervisionata vs. non
supervisionata: identificazione di topic da testi musicali

Mariangela Sciandra, Alessandro Albano, Irene Carola Spera

Abstract Topic modeling is a type of statistical modeling for discovering the ab-
stract “topics” that occur in a collection of documents. Latent Dirichlet Allocation
(LDA) is an example of topic model and is used to classify text in a document to
a particular topic. It builds a fixed number of topics starting from words in each
document modeled according to a Dirichlet distribution. In this work we are going
to apply LDA to a set of songs from four famous Italian songwriters and split them
into topics. This work studies the use of themes in lyrics using statistical analysis to
detect topics. Aim of the work is to underline the main limits of the standard unsu-
pervised LDA and to propose a supervised extension based on the Correspondence
Analysis (CA) association theory.

Abstract Il topic modeling ¢ un metodo analitico per estrarre gruppi lessicali
chiamati “topic” da un insieme di documenti sulla base di calcoli statistico-
probabilistici. La Latent Dirichlet Allocation (LDA) e un esempio di topic model
che viene usata per analizzare dei testi che si riferiscono ad argomenti specifici.
Questo metodo individua un numero fissato di “topic” a partire dalle parole in
ogni testo, assumendo una distribuzione Dirichlet. In questo lavoro applichiamo la
procedura LDA ad un dataset costituito dalle canzoni di quattro famosi cantautori
italiani. Lo scopo del lavoro e sottolineare i limiti principali della procedura LDA
standard non supervisionata e proporre un’estensione supervisionata basata sulla
Correspondence Analysis (CA).
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1 Introduction

Nowadays our collective knowledge is mainly based on extracting information from
different written resources in the form of news, blogs, Web pages, scientific articles,
books, images, but also from sound, video, and social networks. This large amount
of document corpora that can be easily stored is leading to a growing need to ana-
lyze large collections of electronic text and makes more difficult the search of what
we are looking for. New computational tools are then necessary in order to organize,
search, and understand these vast amounts of information. This has led to consid-
erable interest in applying statistical methods able in deriving high-quality infor-
mation from text. Typical tasks of this process, also known as text mining or text
data mining, include text categorization, text clustering, production of taxonomies
and sentiment analysis [7]. A common step of all these procedures consists, essen-
tially, in turning text into data for analysis, via application of Natural Language
Processing (NLP) [5], different types of algorithms and analytical methods [4]. The
final goal this process is the interpretation of the gathered information. The process
of learning, recognizing, and extracting meaning hierarchically from words to sen-
tences to paragraphs to documents is known as “fopic modeling” [1]. Topic models
are algorithms for discovering the latent semantic structure (“topics”) that pervade
a large and otherwise unstructured collection of documents. Once topics have been
detected the collection can be organized according to the discovered themes. There
are multiple methods of going about doing this in the NLP framework but in this
work we will focus on the Latent Dirichlet Allocation (LDA) [3]. LDA is a topic
model which assumes that the words of each document arise from a mixture of top-
ics. The topics are shared by all documents in the collection; the topic proportions
are document-specific and randomly drawn from a Dirichlet distribution.

Topic modeling algorithms can be adapted to many kinds of data. In this work we
apply the standard unsupervised LDA procedure to find patterns in lyrics from dif-
ferent songwriters and we address a limitation of the procedure in making predic-
tions on singers starting from the topics detected on a set of songs. To avoid this
problem we propose a supervised LDA obtained by combining standard LDA with
a correspondence analysis applied on the LDA results (LDA-CA).

The article is structured as follows: after this introduction, section 2 explains the
method employed, followed by section 3, where the main results are described and
discussed trough an example on real Genius data.

2 Topic models: unsupervised and supervised approach

Topic modeling is part of a class of text analysis methods that analyze “bags” or
groups of words together—instead of counting them individually—in order to capture
how the meaning of words is dependent upon the broader context in which they are
used in natural language. The starting assumption is that documents have latent se-
mantic structure (“topics”) and the challenge is to infer them from word—document
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co-occurrences. This depends heavily on the quality of text preprocessing and the
strategy of finding the optimal number of topics that is out of the interest of this
work. Formally, a topic is a probability distribution over terms in a vocabulary. To
introduce the notation let Pr(z) be the probability distribution of topics in a par-
ticular document, Pr(w|z) be the probability distribution given a topic z;Pr(z; = j)
will be the probability that the j-th topic will be extracted for the i-th word and
Pr(wi|z; = J) the probability of the word under topic j. The following distribution
of words in a document is derived:

Pr(wi) = ), Pr(wlz = j)Pr(z = j) (1)
j=1
Equ. (1) shows as the topic model uses a Bayesian approach: the probability of
finding a word in a text comes from the product between the probability of finding
a certain topic, P(z), and the probability of finding the same word conditioning on
the chosen topic, P(w|z).

2.1 Latent Dirichlet Allocation

The LDA model is a topic modelling technique that was first described by Blei, Ng
and Jordan in 2003 [2]. In the LDA model topics are considered to be probability
distributions over the finite vocabulary. We denote by V' the vocabulary of the cor-
pus and Wi, W,, ..., Wp the documents in the corpus (each assumed to contain Ny
words). We denote by Wy, (for 1 <d < D; 1 <n < Ng) the n-th entry in Wy, i.e.
the n-th word in the d-th document of the corpus. Furthermore, we denote the (n-
1)-simplex by A"~ and 6y,...,0p € AX~! are the K topic proportions (which are
distributions over the K topics): an n-vector 0 lies in the (n — 1)- simplex if 6; > 0,
Y, 6=1Lletf,....p € AV~ be the topics (which are distributions over words),
and Zg, €1,...,Kfor1 <d <D, 1<n<N, the topic of word n in document d.
Standard LDA assumes that producing a document is a random process described
by the following generative model:

1. Choose topics B, B2, - .., Bx ~ Dir(n), where € Rt a parameter .
2.Ford =1,...,D, choose the topic distribution of document d ~ Dir(c), as:

(a) Choose the topic of the n-th word, Z;,, ~ Multinomial(6y).
(b) Choose the n-th word, W , ~ Multinomial(f3z d(yn).

2.2 Latent Dirichlet Allocation-CA

Standard LDA can be considered an ‘unsupervised’ machine learning process be-
cause it does not require a predefined list of tags or training data that has been pre-
viously classified by researchers. However, its main limit is that it cannot guarantee
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final accurate results, which is why many users opt to invest in fopic classification
models. As opposed to text modeling, topic classification needs to know the topics
of a set of texts before analyzing them and so they can be considered “supervised”
techniques. In this work we propose a supervised LDA procedure that uses the top-
ics identified in a first standard LDA and then it applies a Correspondence Analysis
(CA) [6] that takes advantage of the a priori information about clusters. The pro-
posed procedure is named LDA — CA as it consists of this two main steps:

1. Find topics Bi, B2, ..., Bk by applying a standard unsupervised LDA procedure;

2. Use a classical Correspondence Analysis to explore relationships among topics
identified by the LDA and the known cluster information (where M is the number
of real clusters). In particular:

a. Read in the M (rows) by K (columns) data matrix, L. Note that the elements
of K must be non-negative and that none of the row or column totals is zero.

b. Compute the proportion matrix, P, by dividing the elements of K by the total
of all numbers in K. Mathematically, we write P = {p;;} = {k;; /k.}.

c. Compute the totals of the rows of P and the columns of P, putting the results
in the vectors r and c that will be respectively the row and column profiles on
which distances will be calculated once coordinates on the reduced space will
be evaluated.

Although topic classification is more complex, this topic analysis technique delivers
more accurate results than unsupervised techniques, which means more valuable
cluster predictions could be derived.

3 LDA-CA in practice: topics in lyrics

The dataset is made up of 100 lyric songs extracted from genius Web API of 4
famous Italian songwriters (25 songs per singer): Antonacci, Battiato, Ligabue e
Nomadi. The corpus was preprocessed and after a tokenization it was cleaned by
removing stop words. Table 1 shows the final number of words used by each author:

Antonacci Battiato Ligabue Nomadi Total
2245 1396 1730 1696 7067

Table 1: Number of words per songwriter.

Then next step is to put together all the 100 songs in a unique corpus such that the
individual songs are unlabeled. LDA was applied to discover how songs cluster into
distinct topics, each of them presumably representing a specific songwriter. In this
example, each document d is represented by a single song. The aim is to know how
topics are associated with each document, starting from the per-document-per-topic
estimated probabilities 0;.
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Topic from the LDA are plotted in Fig. 1 (word-clouds showing the 25 most impor-
tant words).
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Fig. 1: Wordclouds of Topics

Except for topic 1, the word “Amore” is the most common frequent word.

For each song, we get an estimated proportion of words that are generated from
the identified topics. Fig. 2 shows the distributions of words in each of the four
topics conditioning on the four singers. It could give an idea about how well our
unsupervised learning works: the ideal situation should be the one in which songs
from a songwriter belong to the same topic.

Antonacei Battiato

©
2 Ligabue Nomadi
£

000r — — L JL J L —L

i i
Topics

Fig. 2: The O probabilities for each song within each songwriter.

Unfortunately we notice that almost all of the songs by Antonacci, Ligabue and
Nomadi do not not belong to unique topic; on the contrary, Battiato is mostly iden-
tified with topic 2. Crossing the topic information from LDA and the known singer
clustering we obtain contingency Table 2 that we use as starting point of the CA.

Topic
Songwriter 1 2 3 4
Antonacci 414 349 615 867
Battiato 146 792 335 123
Ligabue 297 383 546 504
Nomadi 526 396 470 304

Table 2: Number of words per songwriter and topic.
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A global view of CA results useful for interpretation is shown in Fig. 3:

CA factor map
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|
05 00 5
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Fig. 3: CA biplot from data in Tab. 2.

Songwriter Dim 1 Dim 2 Dim 3

Antonacci 252 16.0 27.0
Battiato 722 5.6 25
Ligabue 25 3.6 695
Nomadi 0.1 748 1.0

Table 3: Singer contributions to the CA dimensions.

Fig 3 confirms the goodness of CA results showing the association between topic
clustering and songwriters: the percentage of variance explained by Dimension 1 is
very high (81.15%). In particular, the result is due to Battiato’s songs, for the first
dimension, and to Nomadi for the second one.

Conclusions

In conclusion, our method can be used for predicting song classification once topics
have been generated. Future work will be addressed in quantifying total classifica-
tion error and comparing the proposed procedure with a classification tree approach.
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Automated Land Cover Maps from Satellite
Imagery by Deep Learning

Mappe di Copertura del Suolo Automatiche da Immagini
Satellitari mediante Deep Learning

Fabrizio De Fausti, Francesco Pugliese and Diego Zardetto

Abstract The Italian National Institute of Statistics (Istat) is currently investigating
whether Deep Learning methods could be used to derive automated Land Cover
estimates of satisfactory quality from Sentinel-2 satellite images. A prototype
software system is being developed within the scope of this research. This paper
focuses on “automated land cover maps”, a very relevant output artefact of the system.
Abstract Istat sta studiando se sia possibile derivare stime automatizzate di
Copertura del Suolo di qualita accettabile da immagini satellitari Sentinel-2
processate con metodi di Deep Learning. Nell ambito del progetto ¢ in via di sviluppo
un sistema software. Questo articolo si concentra su un importante output del sistema:
le mappe di Copertura del Suolo automatiche.

Key words: Land Cover, Satellite Imagery, Deep Learning, Convolutional Neural
Networks

1 Introduction

Timely and frequently updated Land Cover (LC) information is of paramount importance to
modern National Statistical Institutes (NSI).

As far as Europe is concerned, two flagship LC projects exist: CORINE [2, 3], currently
run by the Copernicus Program, and LUCAS [1, 4], managed by Eurostat. Despite these projects
address the study of land cover very differently — CORINE in a cartography (i.e. full-coverage)
perspective, LUCAS in a statistical estimation (i.e. sample survey) perspective — they suffer
common shortcomings. Both are very costly, have very complex production pipelines, rely
heavily on clerical work, and produce their outputs with a rather low time frequency. Most of
the shortcomings affecting CORINE and LUCAS depend on the huge amount of human
workload they require. It is, therefore, very tempting to try to overcome these shortcomings
through process automation. Given an input satellite image depicting a portion of territory, a
fully automatic system should ideally be able to (i) classify the territory according to some
standard LC taxonomy, and to (ii) quantify the area (or the proportion) of territory covered by
each LC class, without any human intervention.

1 Fabrizio De Fausti, Istat; defausti@istat.it

Francesco Pugliese, Istat; frpuglie@istat.it
Diego Zardetto, Istat; zardetto@istat.it
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The Italian National Institute of Statistics (Istat) is currently investigating whether Deep

Learning [5] methods could be used to derive automated Land Cover estimates of satisfactory

quality from Sentinel-2 satellite images. A prototype software system is being developed within

the scope of this research. This paper focuses on “automated land cover maps”, a very relevant
— though quite specific — output artefact of the system.

2 Methodology

Istat research goal is to design and develop an automatic LC estimation system. Such a system
should be able to take as input a satellite image depicting a portion of territory, and to return as
output a table of LC statistics.

Although LC estimation is a quantification problem rather than a classification one, we
decided to implement our system according to a ‘classify-and-count’ design. The main driver
of this design choice was to incorporate into our system a Convolutional Neural Network
(CNN), so as to take advantage of its tremendous performance in image classification tasks.
CNNs [7, 8] are cutting edge Deep Learning architectures that have recently reached
superhuman accuracy in many Computer Vision tasks and whose topology was originally
inspired by the organization of the visual cortex of mammals.

Without going into technical details, our classify-and-count design can be summarized as
follows:

(0) Train a CNN to predict the LC class of a satellite image ‘tile’ (i.e. a small, fixed-size sub-
image).

(1) Divide the satellite images covering a ‘target area’ (i.e. the territory for which LC
statistics have to be computed) into tiles.

(2) Use the trained CNN to predict the LC class of all the generated tiles.

(3) Obtain LC statistics for the target area by simply computing the relative frequencies of
predicted LC classes.

It ought to be clear that phases (1), (2), (3) have to be repeated each time LC statistics are
requested for a new target area, whereas the CNN’s training phase is carried out only once
(whence the (0) index in the list).

3 Training Data

We decided to adopt the EuroSAT dataset [8] as training set for our CNN. EuroSAT contains
27,000 manually labelled image patches of size 64 x 64 pixels. These patches have been
cropped from carefully selected Sentinel-2 satellite images covering 34 European countries.
EuroSAT images are multispectral (all 13 Sentinel-2 bands are provided) but we have so far
restricted our interest to Red, Green and Blue bands only (i.e. to RGB color images). Since the
resolution of Sentinel-2 images in the R, G and B bands is 10 meters per pixel, each 64 x 64
EuroSAT patch represents a ground area of 6407 square meters, i.e. about 41 hectares.

The LC classification according to which EuroSAT patches have been manually labelled
entails 10 classes: 1) ‘Annual Crop’, 2) ‘Forest’, 3) ‘Herbaceous Vegetation’, 4) ‘Highway’,
5) ‘Industrial’, 6) ‘Pasture’, 7) ‘Permanent Crop’, 8) ‘Residential’, 9) ‘River’, 10) ‘Sea &
Lake’. EuroSAT authors have defined this LC taxonomy following the principle that the
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patterns of each class should be visible at the resolution of 10 meters per pixel. The dataset is
roughly balanced with respect to the 10 classes, as class cardinalities range from 2,000 to 3,000
patches.

4 CNN Model Training and Accuracy

To implement the classification engine of the system, we are currently using a cutting-edge,
highly sophisticated CNN model named Inception-V3 [9], which we customized and trained on
the EuroSAT dataset. As far as the training stage is concerned, we randomly split the EuroSAT
data into training set and test set according to a 75/25 proportion. The generated training set
and the test set contain 20,250 and 6,750 image patches, respectively.

Fig. 1 below reports the Confusion Matrix obtained contrasting the LC classes predicted by
our best model and the true LC labels of the 6,750 image patches belonging to the test set. We
achieved an accuracy of 98.43%.
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5 Land Cover Estimation Algorithm

Once the CNN has been trained on the EuroSAT dataset, our automatic LC estimation system
can be fed with a satellite image and return LC statistics for the corresponding territory. To do
so, a classify-and-count algorithm is used, whose main logical steps can be summarized as
follows:

S1) The input Sentinel-2 image is split into a set of (possibly overlapping) tiles of size 64
x 64 pixels. These tiles are generated by cropping the input image along a regular
spatial grid, through a ‘sliding window’ algorithm.
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S2) The trained CNN classifies one tile at a time and logically links the predicted LC class

to the corresponding area of the original image. The output of the whole process is a

‘classification matrix’: each element of this matrix corresponds to a tile of the original
image and stores its predicted LC class.

S3) The area share of each LC class for the whole territory depicted in the input satellite
image is estimated by the relative frequency of the corresponding label within the
classification matrix.

S4) A land cover map of the territory depicted in the input satellite image is obtained by
rendering the classification matrix as a raster image.

The working mechanism of the sliding window algorithm mentioned in S1) is schematically
illustrated in Fig. 3. Basically, a window of 64 x 64 pixels slides horizontally and vertically
over the input image with a stride (i.e. step length) of s pixels, starting from its upper-left corner.
For each step of the window, one tile is generated by cropping the area of the input image that
is framed by the window. This way, the algorithm actually produces a systematic spatial sample
of tiles drawn from the input image. Note that, since each generated tile corresponds to a
specific area of the input image, the output sample has an intrinsic geometrical structure. More
specifically, the generated tiles are naturally arranged according to a regular spatial grid (see
Fig. 2).

Figure 2: Illustration of the sliding
window algorithm. A convenience image '

of size 2D x 2D is split into tiles of size ' s=D |Q '|
D x D. In the upper panel, the window ' Al

slides horizontally and vertically with a ’ *|

stride of length D, giving rise to 4

non-overlapping tiles arranged according

to a2 x 2 grid. In the lower panel, the stride ‘
M

is reduced to D/2: this generates 9 partially "

overlapping tiles arranged along a 3 x 3

grid. Note that reducing the stride from D ’ . s=D/2

to D/2 allowed to resolve more image 2D A — : [:

details: for instance the red ‘A’, which in ’ *

the upper panel was not framed in any tile ‘ ‘

of the grid, now pops up in the central tile A —— *
. 2D

of the lower panel grid.

In S2) the trained CNN is used to predict the LC class of all the tiles generated in S1). Note,
incidentally, that different tiles can be processed independently, allowing our system to take
advantage of high-performance parallel computing architectures (GPUs).

In S3) the system calculates output LC statistics from the classification matrix. In
accordance with our classify-and-count approach, this is accomplished by simply computing
class frequencies. If we indicate with # and H the input image width and height in pixels, with

c a generic LC class and with f- the proportion of class ¢ within the classification matrix, then
the corresponding area and area share are estimated by:

PEIS[A

{Areac =(f.-W-H)-100m? )
AreaShare, = f,

Note that in the upper equation of (1) we took into account that the resolution of the satellite
images processed by our system is 10 meters per pixel.

While the LC statistics calculated in S3) have to be regarded as the main output of our
system, a further interesting artefact can be distilled, as a by-product, from the classification
matrix. Indeed, as mentioned in S4), a land cover map can be produced by simply rendering the
classification matrix as a raster image. It is worth stressing that this is only possible because of
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the geometric structure of the systematic spatial sample of tiles generated by the sliding window
algorithm. Clearly, the smaller the stride, the larger will be the dimension of the classification
matrix and, therefore, the resolution of the obtained land cover map.

6 Automated Land Cover Maps

We tested and validated our system on several Sentinel-2 images representing quite different
Italian territories. Test images have been cropped from Sentinel-2 products downloaded from
Copernicus Open Access Hub, namely TCI (True Color Image) objects encoded in JPEG2000
format. Due to space limitations, we focus here on just one test image, which we will refer to
as the “Lecce image”. We briefly analyze here the automated LC maps that our system
generated from the Lecce image as by-products of LC estimation. Recall that our system
produces LC maps by simply rendering as a raster image the classification matrix computed for
LC estimation. The success of this approach entirely rests on the inherent spatial structure of
the sample of tiles determined by the sliding window algorithm (Section 5). Since both the LC
estimates and the LC maps produced by our system improve as the stride of the sliding window
decreases, we provide here results obtained by setting the stride to its minimum value of 1 pixel.
This setting generated (39 x 47) = 1,833 tiles for the Lecce image.

Fig. 3 shows the Lecce image (left panel) and its automated LC map (right panel). Overall,
the map exhibits a high degree of spatial consistency, in that the main structures (urban centers,
industrial areas, highways, crops and vegetation) have been correctly detected and nicely
reconstructed.

i

Figure 3: Automated LC map (right panel) of the territory depicted in the Lecce image (left panel).

For instance, focusing on residential areas (brown pixels on the map) and comparing
visually the map with the original image, one can observe that the sizes, the shapes and the
relative positions of cities are all described fairly well by the map.

Fig. 4 offers an easier way to appreciate the spatial consistency of our LC map with respect
to urban areas. To build the left panel of this figure, we first extracted the edge of the
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‘Residential’ areas from the LC map using the Canny Edge Detector algorithm. Then, we
overlaid the obtained edges on the Lecce image using a GIS. Evidently, the green edge-line
outlines with remarkable accuracy all the cities that are visible in the Lecce image.
¥ SRy Ty = ’ L

Figure 4: Left panel: the Lecce image overlaid with the edge of the ‘Residential’ class (green line) extracted
from the automated LC map in Fig. 3. Right panel: a detailed view of the city of Lecce overlaid with the
edges of the ‘Residential’ (red line) and ‘Industrial”’ (blue line) classes extracted from the automated LC
map in Fig. 3.

The right panel of the figure shows a detailed view of Lecce (taken, of course, from the
input satellite image) overlaid this time with two edge-lines: the red one for the ‘Residential’
class and the blue one for the ‘Industrial’ class. The segmentation ability of our system emerges
very neatly.

References

1. Bettio M, Delincé J, Bruyas P, Croi W, Eiden G. Area frame surveys: aim, principals and operational
surveys. Building Agri-environmental indicators, focussing on the European Area frame Survey
LUCAS. 2002:12-27.

2. Bossard M, Feranec J, Otahel J. CORINE land cover technical guide: Addendum 2000.

3. Biittner G. CORINE land cover and land cover change products. In Land use and land cover mapping
in Europe 2014 (pp. 55-74). Springer, Dordrecht.

4.  EUROSTAT. The Lucas survey - European statisticians monitor territory. Office for Official
Publications of the European Communities. 2003 Aug 17.

5. Goodfellow I, Bengio Y, Courville A. Deep learning. MIT press; 2016 Nov 10.

6.  Helber P, Bischke B, Dengel A, Borth D. Eurosat: A novel dataset and deep learning benchmark for
land use and land cover classification. IEEE Journal of Selected Topics in Applied Earth Observations
and Remote Sensing. 2019 Jun 14.

7. LeCun'Y, Boser B, Denker JS, Henderson D, Howard RE, Hubbard W, Jackel LD. Backpropagation
applied to handwritten zip code recognition. Neural computation. 1989 Dec; 1(4):541-51.

8. LeCunY, Bengio Y. Convolutional networks for images, speech, and time series. The handbook of
brain theory and neural networks. 1995 Apr; 3361(10):1995.

9.  Szegedy C, Vanhoucke V, Ioffe S, Shlens J, Wojna Z. Rethinking the inception architecture for
computer vision. In Proceedings of the IEEE conference on computer vision and pattern recognition
2016 (pp. 2818-2826).

247
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developments goals

CROWD4SDG: Crowdsourcing per gli obiettivi di
sviluppo sostenibile

Barbara Pernici

Abstract While a set of measurable indicators has been defined for Sustainable De-
velopment Goals (SDG), in some cases the collection of data is problematic. The
CROWD4SDG project proposes to support this data collection using Citizen Sci-
ence. The project is based on three pillars: research for Citizen Science based on
new IT tools, research by Citizen Science to facilitate the generation of bottom-
up projects, and research on Citizen Science for the development of high-quality
Citizen Science projects identifying best practices. The CROWD4SDG project will
focus on a set of SDGs, centering on Climate action goals, in particular targeting
climate hazards, in combination with SDGs on gender equality, sustainable cities,
and rights. The project will exploit also the research results obtained in the E2mC
project, which developed an approach to information extraction from social media
based on geographic information management, Al, and crowdsourcing in the con-
text of emergency situations after natural disasters.

Abstract Mentre ¢ stata definita una serie di indicatori misurabili per gli Obiet-
tivi di sviluppo sostenibile (SDG), la raccolta dei dati per valutare questi indica-
tori ¢ in alcuni casi problematica. Il progetto CROWD4SDG propone di supportare
questa raccolta di dati utilizzando la Citizen Science o Scienza dei cittadini. Il pro-
getto CROWD4SDG si basa su tre pilastri: ricerca per la Citizen Science basata
sullo sviluppo di nuovi strumenti IT, ricerca con la Citizen Science per facilitare la
generazione di progetti bottom-up e ricerca su Citizen Science per lo sviluppo di
progetti di Citizen Science di alta qualita con ’identificazione di best-practice nel
settore. Il progetto si concentrera su una serie di obiettivi di sviluppo sostenibile,
incentrati sugli obiettivi per il cambiamento climatico, in combinazione con obiet-
tivi di sviluppo sostenibile sulla uguaglianza di genere, sulle citta sostenibili e sui
diritti. 1l progetto si basera anche sui risultati delle ricerche del precedente progetto
E2mC che ha portato allo sviluppo di un approccio per l’estrazione di informazioni
dai social media basata sulla gestione delle informazioni geografiche, 'intelligenza

Barbara Pernici
Politecnico di Milano, DEIB, piazza Leonardo da Vinci 32, Milano, Italy, e-mail: bar-
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artificiale e il crowdsourcing nel contesto di situazioni di emergenza dopo catastrofi
naturali.

Key words: Crowdsourcing, social media, SDG, climate change, natural disasters

1 Introduction

The 17 Sustainable Development Goals (SDG) defined by the United Nations' were
adopted by “all United Nations Member States in 2015, as a call for action by all
countries to promote prosperity while protecting the environment”. A set of Measur-
able indicators” has been defined in association to the SDG goals and their targets,
however in some cases the collection of relevant data is problematic and further
sources of data are needed. The goal of the CROWDA4SDG is to propose to develop
new IT tools and methodological approaches using a Citizen Science approach.

Citizen Science has been advocated as a resources for collecting information
to assess SDG [4]. In fact, it can improve coverage and frequency of data collec-
tion, allow managing spatial variations across a country, and support the veracity
of information. Several citizen-generated projects are emerging, and as reported by
SciStarter.org, several activities in Europe address also climate issues.

In particular, CROWDA4SDG will focus on SDG 13 climate action, and in particu-
lar target 13.1 Strengthen resilience and adaptive capacity to climate-related hazards
and natural disasters in all countries, with the following indicators: “13.1.3 Propor-
tion of local governments that adopt and implement local disaster risk reduction
strategies in line with national disaster risk reduction strategies; 13.1.1 Number of
deaths, missing persons and persons affected by disaster per 100,000 people; 13.1.2
Number of countries with national and local disaster risk reduction strategies”. SDG
13 will be analyzed in different yearly rounds, focusing each year on a specific com-
bination with another goal: SDG 11 Sustainable cities and communities; SDG 5
Gender equality; SDG 16 Promote peaceful and inclusive societies for sustainable
development, provide access to justice for all and build effective, accountable and
inclusive institutions at all levels, focusing on rights.

In fact, the impact of climate change in not only limited to environmental issues
but it has a deep impact on society, as discussed in detail in [2], that discusses how
climate change and weather-related disasters impact on gender-based violence and
discrimination and inequality.

In CROWDA4SDG the goal is both to collect information to assess SDG indicators
and also to collect from Citizens proposals for actionable actions to achieve SDGs.

In Section 2, we illustrate the methodological approach of CROWDA4SDG; in
Section 3, we illustrate the results achieved in a previous project, E2mC, combining

1 https://sustainabledevelopment.un.org
2 https://unstats.un.org/sdgs/indicators/indicators-list/
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different approaches to collect first hand information in the first hours after natural
disasters, and finally we conclude with open issues and future developments.

2 The Crowd4SDG approach

The project is based on three pillars:

e Research for Citizen Science based on new IT tools. Starting from previous re-
search of the participants in the project, tools for organizing online communi-
ties, discussion platforms, and mining information from social media will be
enhanced with Al-based modules. In particular, we will focus on facilitating the
community participant interactions in large communities and in learning from
crowdsourced information to improve data mining.

e Research by Citizen Science to facilitate the generation of bottom-up projects
will start from the experience of the OpenSeventeen challenges (017)3, to gen-
erate challenges and select interesting projects related to SDGs and guiding the
selection of tools to support crowdsourced activities.

e Research on Citizen Science for the development of high-quality Citizen Sci-
ence projects identifying best practices and developing new methodological ap-
proaches.

3 Mining social media with the support of AI and crowdsourcing

In the project, in particular in the initial phases, the focus is on climate changes
and natural disasters, in particular in urban settings. In this context, the project will
be based on the research results obtained in the E2mC* project, using information
extraction from social media based on geographic information management, Al,
and crowdsourcing in the context of emergency situations after natural disasters. In
E2mC, a set of tools have been developed to select and analyze information from
social media or contributed through crowdsourcing tools and display them on a
WebGIS interface [6], [7].

In particular, social media crawlers have been developed to select information,
and in particular images relevant to a natural disaster, from social media [6], using
data mining with topic extracting for Twitter posts and mining through triangulation
techniques and clustering to extract keywords from one social media such as Flicker
and apply them in another source, such as for instance YouTube [1]. Automatic ge-
olocation of images is performed analyzing the text of posts with Natural Language
Processing techniques and locations are disambiguated using OpenStreetMap [5]

3 http://openseventeen.org/
4 https://www.e2mc-project.eu/
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and the CIME disambiguation algorithm developed in the project [7]. Kernel den-
sity analysis can be then performed to define hot spots for an event [9]. In addition
to data mining techniques, evaluation of the relevance selected images and the pre-
cision of the geolocation can be assessed using crowdsourcing, in conjuction with
crowd information evaluation techniques [8].

Starting from the E2mC results, the CROWD4EMS project will emphasize Al
techniques, to improve crowd results evaluation [3] and for learning new keywords
from crowdsourcing results and for improving the precision of the geolocation of
posted images, using also image analysis techniques to extract relevant features to
identify useful images.

4 Open challenges and future work

Several research challenges are open in providing Al enhanced tools to Citizen Sci-
ence projects. In addition to tools availability and stability, it is important to provide
a basis for the agile deployment of an environment in case of new emergency events,
tailoring the tools to the specific needs of each situation in a very short time.

We will further enhance existing tools with Al and ML mechanisms, in particular
to benefit from the information that can be gathered from the crowdsourcing activ-
ities. However, we will also need to study some of the issues emerging from the
use of such tools in particular in the case of vulnerable populations, following and
advancing the guidelines provided in [10], which discusses the use of Al in those
contexts.

Acknowledgements This work was funded by the European Commission H2020 projects E2mC
“Evolution of Emergency Copernicus services”, project No. 730082, and Crowd4SDG “Citizen
Science for Monitoring Climate Impacts and Achieving Climate Resilience”, project no. 872944.
The CROWD4SDG project is coordinated by University of Geneva, partners in the project are the
Spanish National Research Council (CSIC), Politecnico di Milano, the Center For Research and In-
terdisciplinarity (CRI) of Universite Paris Descartes, the United Nations Institute for Training and
Research (UNITAR), and the European Organization For Nuclear Research (CERN). The author
thanks all the project participants for their contributions and discussions.

This work expresses the opinions of the author and not necessarily those of the European Com-
mission. The European Commission is not liable for any use that may be made of the information
contained in this work.

References

1. Autelitano, A., Pernici, B., Scalia, G.: Spatio-temporal mining of keywords for social media
cross-social crawling of emergency events. Geolnformatica 23(3), 425-447 (2019). DOI
10.1007/s10707-019-00354-1. URL https://doi.org/10.1007/s10707-019-00354-1

2. Camey, 1.C., Sabater, L., Owren, C., Boyer, A.: Gender-based violence and environ-
ment linkages. The violence of inequality. IUCN, Gland, Switzerland (2020). URL

251



CROWD4SDG: Crowdsourcing for sustainable developments goals

10.

https://portals.iucn.org/library/sites/library/files/documents/2020-002-En.pdf

Daniel, F., Kucherbaev, P., Cappiello, C., Benatallah, B., Allahbakhsh, M.: Quality con-
trol in crowdsourcing: A survey of quality attributes, assessment techniques, and assur-
ance actions. ACM Comput. Surv. 51(1), 7:1-7:40 (2018). DOI 10.1145/3148148. URL
https://doi.org/10.1145/3148148

Fritz, S., See, L., Carlson, T., Haklay, M.M., Oliver, J.L., Fraisl, D., Mondardini, R., Brockle-
hurst, M., Shanley, L.A., Schade, S., et al.: Citizen science and the united nations sustainable
development goals. Nature Sustainability 2(10), 922-930 (2019)

Haklay, M.M., Weber, P.: OpenStreetMap: User-generated street maps. IEEE Pervasive Com-
puting 7(4), 12-18 (2008)

Havas, C., Resch, B., Francalanci, C., Pernici, B., Scalia, G., Fernandez-Marquez, J.L., Achte,
T.V., Zeug, G., Mondardini, M.R.R., Grandoni, D., Kirsch, B., Kalas, M., Lorini, V., Riiping,
S.: E2mc: Improving emergency management service practice through social media and
crowdsourcing analysis in near real time. Sensors 17(12), 2766 (2017)

Pernici, B., Francalanci, C., Scalia, G., Corsi, M., Grandoni, D., Biscardi, M.A.: Geolocating
social media posts for emergency mapping. In: demo paper, Proc. SWDM. Los Angeles, CA
(2018). URL https://arxiv.org/abs/1801.06861

Ravi Shankar, A., Fernandez-Marquez, J.L., Pernici, B., Scalia, G., Mondardini, M.R.,
Di Marzo Serugendo, G.: Crowd4ems: A crowdsourcing platform for gathering and geolocat-
ing social media content in disaster response. International Archives of the Photogrammetry,
Remote Sensing and Spatial Information Sciences 42, 331-340 (2019)

Spasenovic, K., Carrion, D., Migliaccio, F., Pernici, B.: Fast insight about the severity of hur-
ricane impact with spatial analysis of Twitter posts. International Archives of the Photogram-
metry, Remote Sensing & Spatial Information Sciences (2019)

Wright, J., Verity, A.: Artificial Intelligence Principles for Vulnerable Popula-
tions in Humanitarian Contexts. Digital Humanitarian Network (2020). URL
https://www.digitalhumanitarians.com/artificial-intelligence-principles-for-vulnerable-
populations-in-humanitarian-contexts/

252



Permanent Population Census: evaluation of the
effects of regional strategies on the process

efficiency. The direct experience of Tuscany
Il Censimento Permanente della Popolazione: valutazione
delle strategie regionali sull’efficienza del processo

L. Porciani, L. Francovich, L. Faustini, A. Valentini

Abstract The current challenges of Official Statistic are related to various global
changes interesting also social behaviors; and conducting a Population Census is a
public and social action has several interconnections with the features of the
societies in which it is planned. This work has the main aim to identify some best
practices in the management of a complex and completely new statistical process
such as the Permanent Population Census (PPC) at regional level, in Tuscany. The
analysis were conducted using paradata extracted by the Survey Management
System, a web system implemented by the Italian National Statistical Institute (Istat)
to manage the survey process.

Abstract Le attuali sfide della Statistica Ufficiale sono legate a cambiamenti
globali che impattono anche sui comportamenti sociali: condurre un censimento
della Popolazione e un'azione pubblica che implica la considerazione delle
caratteristiche delle societa in cui esso viene realizzato. Questo lavoro ha l'obiettivo
principale di individuare alcune buone pratiche nella gestione di un processo
statistico complesso e completamente nuovo, come il Censimento Permanente della
Popolazione, a partire dall’esperienza della Regione Toscana. L'analisi e stata
condotta utilizzando i paradata estratti dal Sistema di Gestione delle Indagine, un
sistema web implementato da Istat per la gestione del processo di indagine.

Key words: Permanent Population Census, regional strategies, improvement of the
efficiency of statistical process
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1 Introduction

Istat introduced Permanent Population Census (PPC) in Italy in 2018, after two
pilots survey in 2015 and 2017. PPC represents one of the core data collection
process of the new course proposed in the ESS visions strategy 2020', based
primarily on the Integration of data sources for Official Statistic in order to reduce
response rate, response burden and costs and to increase timeliness. In addition, the
project of a complex process, such as a PPC, has to take into consideration the
impact of social changes on statistical process due to the globalization era’. The
general decrease in trusting institutions could be one of the reasons for the
continuous reduction in response rate; the huge increase of data producers of the
criticalities of the response burden; and the widespread of the sentiment of
uncertainty of the growing request of a primary attention to the right of privacy and
data confidentiality®>. These elements affect the statistical process, pushing the
National Statistical Institute towards the improvement of the evaluation process and,
consequently, to share good practices to figure out the major criticalities.

In this perspective, this work has the main aim to identify some strengths (and
weakness) of the management of a complex and completely new statistical process
such as the PPC, starting from the regional experience of the Istat office of Tuscany.

2 Data and methods

PPC in Italy has been projected on 4 years survey process (2018-21) and on two
simultaneous sampling- surveys — namely Areal Survey (AS) and List Survey (LS) —
performed every year (roughly) from October to December®. Both have a strategy
sampling based on a first step of Municipalities and on a different second step: AS is
based on an area frame sampling strategy (the initial population is composed by the
addresses), whereas LS has a traditional list frame sampling strategy (the initial
population is composed by the households extracted from Population Register). In
terms of number, the sample counts at national level almost 2800 Municipalities (on
more than 8000 ones), 40% of them involved every year, and 1,4 millions of
households (2/3 in the LS and 1/3 estimated in AS). In Tuscany region, 120
Municipalities are sampled (69 every year), for almost 110000 households (74% for
LS and the rest for AS).

! Read more on https://ec.europa.eu/eurostat/web/ess/about-us/ess-vision-2020

2 Oleg CARA, 2014. "Challenges Of Official Statistics In The Globalization Era," ECONOMY AND
SOCIOLOGY: Theoretical and Scientifical Journal, Socionet; Complexul Editorial "INCE", issue 1,
pages 121-127

3 MacFeely, Steve, 2016. The Continuing Evolution of Official Statistics: Some Challenges and
Opportunities. Journal of official statistics. 32. 10.1515/jos-2016-0041

* Read more on:
https://www.unece.org/fileadmin/DAM/stats/documents/ece/ces/ge.41/2019/mtgl/6_Solari ENG.pdf
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Their routinely implementation requires to respect a very detailed and mandatory
scheduling that greatly affect the organizational effort of the Regional Census Office
for Tuscany (RCOT) both in terms of training of census network operators and in
terms of timely interventions to sustain response.

The present analyse was conducted on three aspect of RCOT work:
a) the main strategies adopted at regional level to improve the data quality and
the efficiency of the process;
b) the profile of the field operators to evaluate the effects of some socio
demographic features on the quality of the field work;
c) the tempus and quantum of response rate through a statistical model based.

The analysis used paradata! derived from the Survey Management System (SMS): a
web system created to manage the PPC by the side of the census operators. The
SMS collect information on process related variables such as: empty houses, non
respondents, not eligible families for health problems or relocation, on-going (not
finished) interviews, refusals, number of appointments for having an interview and
SO on.

3 Preliminary results

3.1  Istat regional strategies

RCOT main strategies could be structured into three type of actions aimed to
improve the efficiency of the statistical process and to guarantee the data quality:
training process, interinstitutional relationships and steady support to the network
census.

a) The guidelines of training process has organized at national level: it
changed from 2018 to 2019 following to the results of the 2018 evaluation
survey. In the current year, the training process passed from 2 days in
presence and a general e-learning session, to 1 day in presence and a
customised e-learning session. In this framework, in Tuscany the training
session were organized depending on the role of the actors in the Census
(responsible and coordinator and interviewers) and on the geographically
location of the operators. Seven persons managed 37 classes, composed by
a mean number of 25 operators (min. 12 , max. 55). The training process
took places from June to September 2019 in all the 10 chief town, from 0 to

! Kreuter F. (eds), 2013, Improving Surveys with Paradata. Analytic Uses in Process Information,
University of Maryland, Wiley Series in Survey Methodology, J.W. and sons, Canada.

255



b)

¢)

3.2
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140 km away from the Istat Regional Office. Almost 1000 operators where
trained in total.
The building of a strong interinstitutional network through coordinated
actions to reach a unique objective: a good response rate combined with
data quality. Several meetings in persons between RCOT and Provincial
Offices of Ministry of Interiors were organized and a weekly follow up of
the survey process was shared, in order to identify rapidly the criticalities
and to figure out them with mixed modes of interventions. The combined
actions affected the increase of response rate.
RCOT assaulted time resources in the reinforcement of a steady support to
the different nodes of the census network. It sent specific email Notes in
order to recall process deadlines, the delay of some of them, or to suggest
some specific actions to respect the process guidelines (17 Notes). In
addition, RCOT managed a direct assistance by email (about 500 assisted
email).

The operators profile

Regarding 2019 wave, on the field were active 319 men (37,3%) and 538 women
(62,7%). The mean age was 45,8 years for men ad almost the same (45,2) for
women (min. 26 — max. 60 years old). Two thirds of them (68%) were interviewers,
the rest were coordinators, chief of the census office or back office operators.
Almost half of them have a high school certificate, and 43,1% a university degree;
women are more educated: 47.0% have an university degree (men 36,3%).

During the work on the field for the AS, operators had a mean of 33,4 expected
families to be contacted: at the end of the survey period each operator completed 26
questionnaires on average'.

Table 1 - Work field - AS- Tuscany 2018 and 2019. Mean value

No. Estimated Contacted

addresses  families Families Questionnaires
2019 23,2 33,5 39,1 25,9
2018 19,7 24,3 23,9 21,9
3.3  The statistical model based evaluation of the tempus and

quantum of response rate

! The same analyse will be conducted for LS.

256



Permanent Population Census: evaluation of the effects...

The timing of the two surveys is crucial for the success of the PPC. To evaluate the
goodness of the process, it is essential to consider separately AS and LS, because in
AS process, the most of the work is up to the operators (09 Oct. — 20 Nov), whereas
the LS has a mixed mode data collection strategy: CAWI (7 Oct - 13 Dec), CAPI
and CATI (8 Nov - 20 Dec). For the AS, an analysis of the timing shows that the
median value of the distribution of the completed questionnaires in Tuscany drop on
the 14th day of fieldwork (on a span of 42 days available)' represented by an orange
bar on Figure 12. After 25 days, 75% of the questionnaires were compiled. The
RCOT entered actively in the process through a series of punctual emails and calls
to specific municipalities, and with a final reminder on the 19 of November, keeping
them to the end of the survey with around 100% of successful contacts (for AS
84,5% of the estimated families — 89,8% in 2018 - and 98,9% in the LS— 96,1% in
2018).

Figure 1 — Distribution of the questionnaires (absolute values and % cumulated distribution) of the AS
(8 Oct - 20 Nov 2019)

Tuscany 2019

— Com i [— - Median

As regards the LS, in the Figures 2 and 3, it is evident the spontaneous and non-
spontaneous response rate. The median drop on the 34th day on a span of 72 days.

Figure 2 — Distribution of the respondents (absolute values and % cumulated distribution) of the LS (7
Oct— 17 Dec 2019)

Tuscany 2019

Two active actions were taken by RCOT at the end of the period to stimulate the
operators in order to close the work in time (black vertical line).

A second exploratory analysis has been conducted on the available variables of the
SMS 2018 using a logistic regression model approach with the aim to identify
elements affecting the quality of the process, more than some proxies of non-

! Provincial analyses will be conducted.
2 In 2018 was the 26th day, mainly due to an interruption for technical problem of SSM.
3 In Additional Figures file uploaded in the SIS website.
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sampling errors. The response variable, Y, is calculated on the median number of
days elapsed to get a final solution for a specific survey unit by municipality: 1 in
case the median number of days for a municipality is lower than the regional one
and zero in the opposite case. The regional median value is 26 days. The explanatory
variables selected are the following, the amount of survey units per municipality
(x1); number of census operators by municipality (x2); the average number of
records for operator per municipality (x3); being in Union of Municipalities (x4);
percentage of not completed surveyed units (x5); percentage of completed surveyed
units (x6). The selected variables could be ascribed to three main thematic areas: the
structure of the Municipality Bureau of Census (x1,x2,x4), the census operator effort
(x3) and the general territorial context (x5,x6). Preliminary results show that the
local context appears to play a key role in promoting the data collection process
(x6), followed by the efforts of Municipal Census Bureau (x1), underlying the
centrality of local actors in the complex process of PPC.
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Bayesian Model Averaging for Latent Class
Models in Capture-Recapture

Model Averaging Bayesiano per Modelli a Classi Latenti
in Cattura-Ricattura

Davide Di Cecco

Abstract Model selection appears to be crucial in capture-recapture problems as
it is common that different models with an equally good level of adaptation to
the observed data lead to rather different estimates of the undercounts. We con-
sider log-linear Latent Class Models as our capture-recapture model and propose
Bayesian model averaging to overcome the difficulties of model selection within
this class. We show that, by focusing on graphical decomposable models, we can
design a simple Gibbs—based MCMC to sample over the space of eligible models.
Abstract In problemi di cattura—ricattura, la selezione del modello risulta essere
un aspetto delicato e difficoltoso. Non é inusuale, infatti, trovare modelli con valori
di bonta di adattamento molto simili tra di loro che conducono a delle stime del
numero di unita non catturate molto diverse. In questo lavoro trattiamo una famiglia
estesa di modelli a classi latenti che rilassa l'ipotesi di indipendenza condizionata
modellando le interazioni tra le variabili attraverso un modello log—lineare con
una variabile latente. Per superare la difficolta di scelta del modello all’interno
di questa classe ampliata, proponiamo un model averaging Bayesiano. Mostriamo
come, se ci limitiamo a considerare i modelli log-lineari decomponibili, é possibile
costruire un semplice Gibbs sampler per ottenere la distribuzione a posteriori della
numerosita della popolazione d’interesse.

Key words: Bayesian Model Averaging, Latent Class Models, Capture-Recapture

1 Introduction

As pointed out by many authors, see, e.g., [4], the problem of estimating the size
of a population in a capture-recapture model is essentially a problem of forecasting.
As a consequence, it is not unusual that different models with a comparable level of

Davide Di Cecco
Sapienza University, viale del Castro Laurenziano 9, e-mail: davide.dicecco@uniromal.it
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goodness of fit lead to rather different estimates of the total population count. Given
the lack of specific criteria for model choice, and the impossibility to validate the
estimates, it is not unusual in capture-recapture practice to simply rule out a model
resulting in unrealistic estimates. We think that a reliable procedure to deal with
model selection in a more automatic way would certainly be of interest.

We treat the case of Multiple Record System, that is, the data consists of a set of
capturing lists, usually originating from different sources, reporting partial listing of
the same target population. In this setting it is common to assume different capture
probabilities for the various sources. As a consequence, log-linear models are the
tool of choice in capture—recapture modeling, and Latent Class Models (LCM) rep-
resent the natural extension when one wants to include unobserved heterogeneity.
The use of LCM in capture-recapture dates back at least to [1] with many develop-
ments thereafter. The simplest formulation of LCM envisages the conditional inde-
pendence assumption (CIA) which appears to be too restrictive in many situations.
There are many proposals in literature to relax the CIA resulting in more flexible
models. We focus on log-linear LCM where the additional dependencies are di-
rectly modeled by interaction parameters. Previous works on this class include [3],
[13], [12]. We propose a Bayesian approach to the class as previously introduced
in [6] and [7]. To overcome the difficulty of model selection within this class, we
propose Bayesian model averaging to analyze the posterior distribution of the popu-
lation count over a set of eligible models. Usually a full Bayesian approach to model
averaging requires the use of a Reversible Jump algorithm ([8]) which is in general
hard to implement. See [11] for an example of use of the algorithm within the class
of log-linear models (without a latent variable). We show that, if we restrict our-
selves to the subclass of decomposable models, it is possible to implement a simple
Gibbs—based MCMC. Some preliminary results on simulated data (not shown in this
work for space limitation), seem to indicate that the restriction to that subclass does
not affect the efficacy of the procedure.

2 The model

Consider k capturing variables Y = (¥1,...,Y;), where ¥; = 1 if a certain unit is listed
in the i-th source and O otherwise, and let X be the latent variable taking values in
{1,...,m} identifying the latent classes of our population. The LCM under the CIA
can be equivalently expressed as the mixture model

m k
PY=y)=py= Y p]] Py (1)
x=1 =l

where py, |, indicates the conditional probability P(¥; = y;|X = x), or as the log-linear
model
XV]IXYa]--- XV, )
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where we use the classic notation reporting only the higher order interactions (gen-
erators) of the model. The dependence graph of this model is a star—shaped graph,
where the node representing X is connected to all other nodes, like the one in Fig-
ure 1 on the left. Any additional interaction term with respect to (2), (i.e. any addi-
tional arc in the graph), constitutes a relaxation of the CIA.

Denote the number of observed units as n,s, and the number of units presenting
the capture profile y € {0, l}k as ny. Let n, y be the number of units having that

profile which belong to latent class x, so that an,y = ny, and nxy be the vector
X

total population count such that Zny +n9g = N. Let M be the (random variable

y
associated to) the model to be chosen in a pre determined set .#, and ®, the set of
parameters associated to model M.

2.1 Prior distributions

Obviously, the choice of a prior on the set of models .#, as on any other parameter,
is subjectively arbitrary. However, we usually just want to exclude some cases, and
set a uniform prior on all remaining cases. As we have said, we focus on decompos-
able models and, as an elementary additional criterion, we rule out all unidentifiable
models. In [14] we can find a necessary and sufficient condition for the identifiabil-
ity of any graphical model (hence of any decomposable model too).

In practice, to utilize the proposed methodology, we have to list out all possi-
ble models for a given number of variables. That is, all identifiable models rep-
resented by decomposable graphs containing the star—shaped graph relative to the
CIA. Consider the case k = 4: in Figure 1 we have all decomposable graphs grouped
by isomorphism. This leaves us with 19 eligible models. When k = 5 the number of
identifiable decomposable models goes up to 355.

1 case 6 cases 12 cases

Fig. 1 Identifiable decomposable graph models with 4 manifests (empty nodes) and a latent (black
node) grouped by classes of isomorphism

As for the prior distributions over the parameters ®,; of each model M, we utilize
the Hyper Dirichlet distribution described in [5]. Such a choice allows us to exploit
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the result of [9] giving an analytical formula for the posterior probabilities of the
models given the data.

3 Model averaging

We analyze the posterior distribution of N given the observed data {ny} with y # 0,

TN [{ny}) = Y 7(N|M {ny}) (M| {ny}).

Me#

The posterior probability of model M is given by:
(M | {ny}) o< x(M)7({ny} | M) = ﬂ(M)/ﬂ({ny} | M, @) 7 (Op | M)dOp.

In practice, given the computational complexity of calculating the last integral quan-
tity, one can settle for the simplest (first order) approximation of the marginal
likelihood of a model based on the Bayesian Information Criteria (BIC), that is,
exp(—BIC/2), which, given equal prior probabilities for the models, leads to the
following approximation of the weights (M | {ny}):

exp(—BICy /2)
Yue.a exp(—BICy/2)’

where BICy; is the BIC of model M. Then, one can use those weights in computing
the averaged mean

3)

E[N [{ny}] ZMZ/VM (M| {ny}), )

where Ny is the posterior mean of N under model M.

By using formula (4), one should keep in mind that the approximation quality
can be poor in some cases, and, in any case, we limit ourselves to a point estimate
of N. A full Bayesian approach to the problem, on the other hand, would result in
an estimate of the whole posterior distribution of N marginalized over ./ .

4 The Gibbs sampler

In this section we outline a Gibbs—based MCMC algorithm to sample from the joint
distribution of (N,Nxy,M,®y), conditioned on the observed data {ny}. Note that
we cannot obtain the full conditionals for all terms: as pointed out in [2] and in
[10], given ny g, the value of N is deterministically defined. As a workaround, they
propose to consider the conditional distribution of the couple N, Ny ¢ conditionally
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on the rest. Similarly, we cannot obtain the conditional distribution of M given the
parameters ©. For these reasons, the algorithm loops over the following steps:

1) sample n,((t)y from 7w(Nyy | N,M,By,{ny}), for all y # 0,
Ney ~ Mait (1, pyy).

where the pyy are calculated according to the current value of M and Gyy;

2) sample a couple (N (« >,n%) from

n(NaNX,O | Ma@Ma {”X,y}) = n(N|Ma @Ma {nx,y}) n(NX,O |NaMa @Ma {nx,y})-

Note that
— N N—nops Nops
(N | M, O, {nxy}) = W(N | M, O, nops) =< w(N)| )P (1= po)"e»,
obDs

then, if we choose the improper prior 7(N) o< 1/N, the conditional distribution
of N results in a Negative Binomial distribution, and we simply have to

e sample N from NegBin (nyps, 1 — po);
e sample n% from Mult((Nm — n,);,x),px‘o).

where pyjg and py are calculated according to the current value of M and Gyy;

3) sample from (M, Op | {nx o}, {nxy}) = 7(Om [M,{nx o}, {nxy}) #(M | {nx o}, {nxy})-

That is,

e calculate the posterior probability of each eligible decomposable model and
sample M) from m(M | {nx0},{nxy}). The posterior probability of each
model M is defined as a product of Gamma functions (see [9]);

e then sample all parameters @,5,? from their posterior conditional distribution
7(Oy | M,{nx o}, {nxy}), which is a product of Dirichlet distributions.

5 Conclusions

The proposed algorithm can be just used for model selection by simply inspecting
the generated values of M, as the relative frequency of each model constitutes an
estimate of its posterior probability, and select the best model accordingly. How-
ever, model averaging seems to be the best choice in capture-recapture problems.
Compared to the usual approximation techniques, our estimates should be more ac-
curate, and allow to inspect the whole posterior distribution of N at the cost of some
additional computational effort which appears nonetheless reasonable. The restric-
tion to decomposable models may seem a severe limiting factor, as they constitutes
a minority fraction of the possible models, and many frequently used models, such
as the one with all second order and no higher order interactions, are left out. How-
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ever, some preliminary results based on simulations (not shown in this work for
space limitation), appears to be encouraging. In fact, the proposed approach seems
to work well even when used on data generated from non decomposable models.
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Combining "signs of life" and survey data through
latent class models to consider over-coverage in
Capture-Recapture estimates of population counts

Un modello a classi latenti per combinare segnali di presenza e
dati di indagine nel contesto di stima cattura-ricattura dei
conteggi di popolazione in presenza di sovra-copertura

Marco Fortini, Antonella Bernardini, Marco Caputi, Nicoletta Cibella!

Abstract The new permanent census strategy integrates population registers with sample
surveys to obtain the counts of the usual resident population at a reference date, in such a
way clearing Census counts of coverage errors affecting the register. A Lincoln-Petersen
estimator is used after adjusting for people erroneously included in the register (over-
coverage). We show a latent class model integrating the 2018 survey data affected by both
missing values and response errors with administrative signals of job and school education
(signs of life) in order to estimate over-coverage rates. We apply the model to a random
sample of municipalities of Piedmont. We will see how and to what extent the signs of life
are useful in determining usual residence of individuals and differences between Italians and
foreigners in terms of over-coverage errors.

Abstract La nuova strategia di censimento permanente integra il registro della popolazione
con indagini campionarie per ottenere i conteggi della popolazione abitualmente dimorante
alla data di riferimento, in modo da eliminare dal conteggio del censimento gli errori di
copertura del registro. Viene utilizzato uno stimatore Lincoln-Petersen dopo l'aggiustamento
per le persone erroneamente incluse nel registro (sovra copertura). In questo lavoro
mostriamo un modello a classi latenti che integra i dati del censimento del 2018, affetti da
valori mancanti ed errori di risposta, con segnali amministrativi di lavoro e di istruzione
scolastica (segnali di presenza) al fine di stimare i tassi di sovra copertura. Il modello e
applicato a un campione casuale di comuni piemontesi. Vedremo come, e in che misura, i
segnali di presenza sono utili per determinare la dimora abituale delle persone e le differenze
tra italiani e stranieri in termini di errori di sovra copertura.

Key words: Census, administrative data, Lincoln-Petersen estimator, dual frame, multiple-
records system
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1. Introduction
The new permanent census of the Italian population integrates administrative data and
surveys. It will be carried out every year on a sample of Municipalities and households and
its aim is updating data contained in the integrated system of registers, taking into account
for possible coverage errors affecting them. Two types of errors are considered, called over-
and under-coverage, which can cause bias in population counts when they are not