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ABSTRACT
The non-radiative relaxation process within the Q-bands of chlorophylls represents a crucial preliminary step during the photosynthetic
mechanism. Despite several experimental and theoretical efforts performed in order to clarify the complex dynamics characterizing this
stage, a complete understanding of this mechanism is still far to be reached. In this study, non-adiabatic excited-state molecular dynamic
simulations have been performed to model the non-radiative process within the Q-bands for a model system of chlorophylls. This system
has been considered in the gas phase and then, to have a more representative picture of the environment, with implicit and mixed implicit–
explicit solvation models. In the first part of this analysis, absorption spectra have been simulated for each model in order to guide the setup
for the non-adiabatic excited-state molecular dynamic simulations. Then, non-adiabatic excited-state molecular dynamic simulations have
been performed on a large set of independent trajectories and the population of the Qx and Qy states has been computed as the average of
all the trajectories, estimating the rate constant for the process. Finally, with the aim of investigating the possible role played by the solvent
in the Qx–Qy crossing mechanism, an essential dynamic analysis has been performed on the generated data, allowing one to find the most
important motions during the simulated dynamics.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0039949., s

I. INTRODUCTION

Chlorophylls, among the most widespread light-harvesting pig-
ments, play a leading role during the solar-to-chemical energy con-
version in the photosynthetic process.1–6 Considering their rele-
vance, these systems have been widely studied both experimentally
and theoretically.7–10 Specifically, much attention has been devoted
in recent years to the characterization of the ultrafast relaxation
dynamics of chlorophylls and their implication in energy and charge
transport mechanisms.11–20

Within the four-orbital model proposed by Gouterman to
describe the UV–vis spectrum of chlorophylls in general,21 the elec-
tronic excitation results in four bands: the Qy and Qx bands found
in the 500 nm–700 nm region, corresponding to the S1 ← S0 and

S2 ← S0 electronic transitions, respectively, while the Bx and By
bands located in the 350 nm–450 nm region are assigned to the
S3 ← S0 and S4 ← S0 electronic transitions, respectively. However,
recent studies showed that the Qx and Qy bands are strongly mixed
by vibronic coupling, implying that the Gouterman model of purely
independent transitions is not accurate.22–24 This coupling is the
main cause of the ultrafast relaxation dynamics within the Q-bands
of chlorophylls, which is a decisive step with important implications
for the ensuing photosynthetic process.

Moreover, it is well known that the environment in the light-
harvesting complexes finely tunes chlorophyll electronic transitions
to optimize energy transfer.25 For this reason, a deep comprehen-
sion of the environmental effects on the monomeric chlorophyll
electronic transitions is crucial. In 2013, Reimers et al. provided a
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valuable spectral assignment of the Q-bands covering a wide range
of environments for 32 chlorophyllides and related macrocycles.22

Shi et al.26 experimentally probed the internal conversion timescale
within the Q-bands of chlorophyll-a in several solvents by using the
time-resolved fluorescence depletion spectroscopy technique. The
time constants in different aprotic solvents for the Qx–Qy relax-
ation have been found to range from 100 to 226 fs. The internal
conversion time was found to increase with the dielectric constant
of the solvent. More recently, ultrafast 2D electronic spectroscopy
has been used to study the spectral diffusion and reveal the role
of the solvent during the Q-band relaxation process.27–29 Specifi-
cally, Meneghin et al.27 exploited 2D electronic spectroscopy to get
more insights into the mechanism of internal conversion within
the Q-bands of Chl-a in methanol. These experimental measure-
ments have brought out a time constant for the overall internal
conversion of 170 fs and have captured the presence of a new
ultrafast intermediate step that involves vibronic levels of the low-
est excited state with a time constant of 40 fs. Despite the experi-
mental efforts to clarify the relaxation process within the Q-bands,
a complete understanding of the details determining the Qx–Qy
spacing and driving the relaxation mechanism and a deep compre-
hension of the role played by the solvent are still far from being
reached.

In this study, the non-radiative process within the Q-bands
of a chlorophyll-like system has been modeled by perform-
ing non-adiabatic excited-state molecular dynamic (NA-ESMD)
simulations.

NA-ESMD has emerged as an important theoretical tool
to simulate accurately photo-induced dynamics in medium–large
molecules. This method, belonging to the family of mixed quantum–
classical approaches30 in which nuclear motions are treated clas-
sical and the other degrees of freedom, in particular those associ-
ated with the electrons, are computed quantum mechanically, has
matured significantly in the last few decades31–35 and can provide
complementing information on the non-radiative relaxation process
of chlorophylls.

Indeed, Bricker et al.36 in 2015 used NA-ESMD simulations
in conjunction with semi-empirical methods in order to model the
non-radiative process within the Q-bands of chlorophyll-a (Chl-a)
and chlorophyll-b (Chl-b), studying the differences in terms of
internal conversion rates between the two pigments. However,
the use of semi-empirical methods to compute excited-state ener-
gies and the oscillator strengths resulted in a low accuracy com-
pared to experiment. Moreover, the role of the solvent was not
deeply unraveled, since only an implicit solvation model was
used.

In this analysis, we have combined the fewest switches
surface hopping (FSSH) approach, which represents the most
widespread method for non-adiabatic dynamics for both gas
and condensed-phase simulations,37,38 with time-dependent den-
sity functional theory (TD-DFT) calculations of excited-state
energies to investigate the non-radiative relaxation process of a
chlorophyll-like system within the Q-band in methanol solvent.
As widely shown in the literature, TD-DFT allows getting a very
accurate evaluation of excited-state energies for medium–large
molecules.39–45

The chlorophyll-like model used in our analysis, red-Chl,
contains only the porphyrin moiety, known for determining the

FIG. 1. (a) Simplified model of the Chl-a molecule (red-Chl). (b) Model of red-Chl
with the inclusion of two explicit methanol solvent molecules.

most photophysical properties of chlorophylls [see Fig. 1(a)]. This
reduced system is much more similar to Chl-a, which is the most
known and studied molecule of the chlorophylls family. As a first
step, red-Chl has been considered in the gas phase; then, to have a
more accurate description of the complex environment around the
chromophore, the spectroscopic behavior of red-Chl has also been
investigated in methanol solution, with solvent effects described
implicitly [by means of Polarizable Continuum Model (PCM)] and
with explicit inclusion of the molecules closest to the solute. Indeed,
the great ability of chlorophylls to coordinate ligands is an essential
structural feature for protein–antenna complexes, and it has been
observed that in light-harvesting complexes, a hexacoordinated state
of chlorophylls is very common.46 Previous TD-DFT studies per-
formed on chlorophylls in solution have shown that the site-specific
solvation effect and Mg (II) ion coordination could modulate their
photophysical behavior.47 For this reason, in this study, an explicit
solvated model of red-Chl, where two methanol molecules gener-
ate a hexacoordinated configuration of Mg (II), has been considered
[see Fig. 1(b)].

We will refer to the system in the gas phase as red-Chl-gas, the
one where solvent effects have been accounted with a totally implicit
model as red-Chl-PCM, and the hybrid model with two explicit
solvent molecules as red-Chl-2MeOH.

NA-ESMD simulations performed on such models allow sim-
ulating the ultrafast intramolecular electronic energy redistribution
after photo-excitation.

The comparison of the relaxation dynamics in totally implicit
and mixed implicit–explicit solvent models allows exploring the role
played by the solvent molecules during the relaxation mechanism.

Specifically, simulated dynamic motions have been further
investigated by performing essential dynamics analysis (EDA):48,49

a principal component analysis of the geometric displacements
intended to find the most important linear motions within the
dynamics. This procedure, carried out on all investigated models,
is useful to evaluate if the considered explicit solvent molecules par-
ticipate during the complex relaxation mechanism. In this work, we
show how methods based on surface hopping molecular dynamic
simulations can be applied to theoretically investigate the crucial
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details underlying the Qx–Qy spacing of chlorophylls and the role
played by the solvent during the ultrafast relaxation dynamic.

This paper is organized as follows: in Sec. II, theoretical and
computational details are described. Then, absorption spectra for
all models of red-Chl, simulated by using the nuclear ensemble
approach to sample the ground-state potential energy surfaces, are
presented and analyzed in Sec. III A, together with the results of
NA-ESMD simulations performed on all models of red-Chl. Finally,
EDA results are discussed in Sec. III B.

II. THEORETICAL AND COMPUTATIONAL SECTION
A. Theoretical methods

The NA-ESMD methodology, used in this study, belongs to
the family of mixed quantum–classical approaches,30 and it effi-
ciently simulates the photo-induced dynamics of molecules where
multiple electronic excited states are involved. This is achieved by
merging the fewest switches surface hopping (FSSH) approach with
“on the fly” analytical calculations of excited-state energies, gradient,
and non-adiabatic coupling terms. Here, a very brief description of
the NA-ESMD approach is reported. A detailed description of the
method can be found in Refs. 32 and 50.

In the FSSH approach, the classical trajectory propagates on a
single electronic potential energy surface (PES) and the trajectory
has a finite probability of hopping to another surface.37,38,51

An original hopping probability was proposed to simply main-
tain a good balance between the quantum population and the actual
number of trajectories on the surfaces.51

However, this approach introduced a huge number of hopping
events, and for this reason, Tully later introduced a hopping rate able
to guarantee this balance with the fewest number of hops, resulting
in the so-called FSSH method.37,38

Operatively, in the FSSH approach, the time evolution of the
population of different states is achieved in two stages: (i) the non-
adiabatic transition probability between each pair of states is com-
puted through Tully’s algorithm. Then, a stochastic algorithm is
used to determine in which state the classical trajectory is spread
for the next step; (ii) in order to get the occupation in each state
as a function of time (in terms of fraction of trajectories), statistic
over a large set of independent trajectories is performed. Within this
procedure, the time-dependent Schrödinger equation is integrated
simultaneously with the classical trajectory.

Accurate NA-ESMD simulations require a good description of
the initial phase space distribution, i.e., a sampling of the ground-
state potential energy surface with an ensemble of initial conditions
(initial coordinates and momenta). The initial condition ensemble
can be generated with different procedures. In the method used
in this study, phase space distribution has been evaluated by using
a Wigner distribution, since it showed an accurate sampling for
medium systems.52 This procedure requires the calculation of the
equilibrium geometry and its vibrational normal. The distribution
of each normal mode is defined as follows:

∣ψNn(Qn)∣
2
∣ζNn(Pn)∣

2, (1)

where ψNn(Qn) is the harmonic oscillator wavefunction in the coor-
dinate space, while ζNn(Pn) is the momentum space.52

Before starting NA-ESMD simulations, a recurrent initial step
is to perform a benchmark against the experimentally available opti-
cal absorption spectra. The latter can be computationally simulated
as a histogram of the excited-state energy values, obtained from each
initial condition of the generated nuclear ensemble, weighted by
their corresponding oscillator strengths.32,53 The initial conditions
are complete for NA-ESMD simulations when the excited states of
interest are populated. In practice, only the initial conditions that
overcome a specific energy restriction, related to the energy gap
or bands of interest, can be used for the NA-ESMD simulations.
This procedure allows creating a large set of relevant independent
trajectories.

Once propagated the generated trajectories during NA-ESMD
simulations, the recorded data can be analyzed and important infor-
mation can be retrieved, such as the average of the fraction of tra-
jectories in each state as a function of time, corresponding to the
average of non-adiabatic population in each state as a function of
time.

Further analysis of the recorded data can also be performed.
A significant one is the essential dynamic analysis (EDA).48,49 This
is a principal component analysis of the geometric displacements
that allows finding important motions in the dynamics, focusing the
attention on the atomic positional fluctuations. Indeed, by diagonal-
izing the covariance matrix of the atomic displacements, it has been
found that most of the positional fluctuations are mainly condensed
in a subspace of only a few (no more than 1% of the total) degrees of
freedom, while all other degrees of freedom are involved in far less
important fluctuations.48,49

The first step of this analysis is the elimination of the over-
all translational and rotational motions because these are irrelevant
for the internal motion under investigation. To this aim, an aver-
aged trajectory is computed and used to construct a 3 N × 3 N
(where N is the number of atoms) covariance matrix of the posi-
tional deviations. Diagonalization of this covariance matrix results in
a set of eigenvectors and eigenvalues: the eigenvectors represent the
active linear motions and the eigenvalues represent the correspond-
ing variance. The eigenvectors with the largest eigenvalues conse-
quently correspond to the largest positional deviation. Generally,
most of the positional fluctuations reside in a very limited subset of
eigenvectors.48,49

B. Computational details
All simulations have been performed with the NEWTONX

suite of programs,54 linked to GAUSSIAN09
55 for the on-the-fly compu-

tation of electronic properties during dynamics propagation. These
calculations have been performed at the TD-DFT level of theory
using the CAM-B3LYP density functional and the 6-31G(d,p) basis
set, since this kind of level of theory has been found to reproduce
well the electronic and optical properties of chlorophylls in pre-
vious studies.47 As discussed above, the effect of methanol as sol-
vent has been computationally investigated by means of implicit
and mixed implicit–explicit models. The implicit model used is the
polarizable continuum model (PCM).56 The default parameters of
GAUSSIAN09 have been used for the construction of the cavity, built
as the envelope of interlocked spheres centered on each atom of
the solute. Once geometry optimizations and frequency calculations
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had been performed for all considered models, 800 initial condi-
tions have been built with the NEWTONX package. For each initial
condition, transition energies from the ground state (S0) to the first
three excited ones (S1, S2, and S3) have been computed, and the total
absorption spectra have been obtained as convolutions of the single
computed transition intensities.

The 800 initial conditions previously generated were used
as starting points for the NA-ESMD simulations. The performed
dynamics started in the S2 excited state with 200 initial conditions
selected in the range of 2.5 ± 0.15 eV, which is the energy range
involving the Q-band. Generally, NA-ESMD simulations require a
larger number of independent trajectories. However, in this study,
the analytical calculations of excited-state energies have been per-
formed at the TD-DFT level of theory that allows getting a very
accurate evaluation of excited-state energies but at a relatively high
computational cost. For this reason, we have limited the NA-ESMD
simulations to a lesser number of initial trajectories. In order to
evaluate if the amount of independently considered trajectories is
sufficient to get an accurate picture of the average of the occupa-
tion in each state over time, a dynamic convergence check was car-
ried out, graphically represented in Fig. S1 of the supplementary
material. In Fig. S1, the average over 100, 150, and 200 trajectories
of the computed occupation in each state as a function of time is
showed for red-Chl-gas, red-Chl-PCM, and red-Chl-2MeOH sys-
tems: after 200 trajectories, a good convergence has been found for
each investigated model.

For each selected initial condition, the trajectory time has been
set at 400 fs with a time step of 0.5 fs.

Once the NA-ESMD had been completed for all trajectories
using the default NMA tool of NEWTONX, EDA has been per-
formed.57

III. RESULTS AND DISCUSSION
A. Simulated absorption spectra and NA-ESMD
simulations

In order to guide the setup of excited-state MD simulations, the
absorption spectrum for each model of red-Chl has been simulated

as a convolution of the single transition intensities from the ground
to the excited states (S1, S2, and S3) combined for each of the 800 ini-
tial configurations. In Fig. 2, the starting optimized geometries com-
puted for red-Chl in the gas phase (red-Chl-gas) and including sol-
vent effects both with totally implicit and the mixed implicit–explicit
models are reported (red-Chl-PCM and red-Chl-2MeOH, respec-
tively). The hexacoordination of the Mg(II) ion with the nitrogen
atoms of the porphyrin moiety and the explicit methanol molecules
is shown in Fig. 2(c).

Figure 3 shows the simulated absorption spectra for the
red-Chl-gas, red-Chl-PCM, and red-Chl-2MeOH systems.

The interpretation of the low-energy part of the chlorophylls’
absorption spectra is particularly complex due to the influence of
several aspects such as the strong Qx–Qy non-adiabatic interactions,
the inhomogeneous broadening effects, and the activation of low-
frequency molecular vibrations. Several theoretical and experimen-
tal efforts have been made in order to accurately characterize and
describe the lineshape of the low-energy bands.23,25,58

The simulated absorption spectra shown in Fig. 3 have been
computed as a pre-step study in order to guide the NA-ESMD sim-
ulations. In these spectra, the width of the bands is slightly over-
estimated due to the limits of the simulation method, which does
not precisely take into account all the above-mentioned effects. Nev-
ertheless, several essential features of the experimental chlorophylls
spectra could be captured by these simulations. Specifically, for the
spectra calculated with the consideration of solvent effects, a com-
parison with the Chl-a experimental one, recorded in methanol, is
reported.

Chl-a, the most known and heavily studied molecule in the
chlorophyll family, represents a reference system since the con-
sidered investigated reduced model shows major similarities with
the Chl-a structure: other chlorophyll derivatives contain func-
tional groups that may play a fundamental role in the physical–
chemical properties of the system, especially when protic solvents
are involved.

Table I summarizes the central energy positions found for each
manifold, together with the computed energy difference between
the Qx and Qy bands, since these are the bands of particular inter-
est in this study. A qualitative agreement between theoretical data
and experimental results has been obtained. It is noteworthy that

FIG. 2. Equilibrium geometries of red-Chl (a) in the gas phase (red-Chl-gas) (b) including solvent effects with a totally implicit model (red-Chl-PCM) and (c) including solvent
effects with an implicit–explicit model (red-Chl-2MeOH), optimized at the CAM-B3LYP/6-31G(d,p) level of theory.
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FIG. 3. Absorption spectra built considering transitions from the ground state to the excited states (S1, S2, and S3) for red-Chl-gas, red-Chl-PCM, and red-Chl-2MeOH. The
spectra have been simulated as convolutions of the single transition intensities computed for the constructed 800 initial configurations at the CAM-B3LYP/6-31G(d,p) level of
theory.

red-Chl-2MeOH reproduces better the energy difference between
the Qx and Qy bands: the simulated energy difference is 0.23 eV
against an experimental value of 0.15 eV. The absorption spectrum
of Chl-a obtained with semi-empirical methods showed a more con-
siderable energy difference between the two bands.36 Furthermore,
it is worth emphasizing two aspects emerging from this first simu-
lation: (i) a strong mixing between the Qx and Qy bands has been
found in each model for red-Chl; (ii) the solvent causes the bands
to be closer and guarantees that the mixing is much more effective
when solvent effects have been included into the model, especially
with the mixed implicit–explicit method.

TABLE I. Simulated and experimental central energy positions of Qx, Qy, and Bx
bands (reported in eV and in [nm]) and energy gap between the Qx and Qy bands
(reported in eV).

Qx Qy Bx |ΔQx-Qy|

Gas phase 2.16[575] 2.46[503] 3.42[362] 0.30
PCM 2.12[584] 2.41[515] 3.21[386] 0.29
PCM+2MeOH 2.07[600] 2.30[540] 4.00[310] 0.23
Expt. 1.86[666] 2.01[616] 2.87[432] 0.15

To investigate the electronic energy redistribution after photo-
excitation within the Q-bands, NA-ESMD simulations have been
performed on the three considered models of red-Chl, starting from
the 200 initial conditions properly selected from the ensemble.

After the initial excitation of the Qx band (S2 excited state), the
evolution of the population over time was recorded and is plotted
in Fig. 4 for all considered models of red-Chl. The population of
the Qy and Qx bands has been calculated as the average over all the
considered trajectories as a function of time. As expected, the Qx
population (black curve) decreases over time, while the Qy popu-
lation (S1 excited state, red curve) increases for all the considered
models of red-Chl.

Focusing our attention on the first tens of femtoseconds of the
dynamic process, it is worth highlighting that, for all the investi-
gated models, the crossing between the curves describing the calcu-
lated populations of the Qx and Qy excited states can be observed
at the very beginning of the simulation: 30.2 fs for red-Chl-gas,
19.9 fs for red-Chl-PCM, and 10.1 fs for red-Chl-2MeOH. A gen-
eral trend for this crossing can be highlighted: a more complete
inclusion of solvent effects reduces the time at which the crossing
occurs. This evidence can be justified considering that the mixing
between Qx and Qy has been found to be more effective when solvent
effects have been included in the simulations, and it becomes more
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FIG. 4. Population of the Qx and Qy bands averaged over all trajectories as a function of the time for red-Chl-gas, red-Chl-PCM, and red-Chl-2MeOH.

FIG. 5. Population of the Qx band as a function of time for red-Chl-gas, red-Chl-PCM, and red-Chl-2MeOH (circles, simulated points and line, fit).
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evident with the inclusion of explicit solvent molecules. Considering
these interesting results, a more in-depth investigation of the first
tens of fs of NA-ESMD simulations has been performed and the rel-
ative time-constants have been computed for all considered models
of red-Chl.

In order to compute the non-radiative decay time-constant, a
first order irreversible transformation Qx → Qy has been assumed
with a rate constant k. In this framework, the population of each
excited state can be given as36

PQx(t) = PQx0e
−Kt , (2)

PQy(t) = PQx0 + PQy0 − PQx(t), (3)

where PQx0 and PQy0 represent the initial populations (at t = 0) of
Qx and Qy, respectively. The fitting procedure is carried out via a
least-squares regression analysis on the first tens of fs of the Qx pop-
ulation dynamics. The results of the fitting are shown in Fig. 5, and
the computed time constants for red-Chl-gas, red-Chl-PCM, and
red-Chl-2MeOH are listed in Table II.

The trend observed for the crossing of the average populations
is also found in the calculated time-constants. Indeed, moving from
the gas phase to the solvated models, decreasing values of the time
constant have been computed: for the gas phase, a value of 57.1 fs
was found, while when solvent effects have been taken into account,

TABLE II. Computed rate and time constants for red-Chl in the gas phase and with
consideration of solvent effects both with implicit and mixed implicit–explicit models.

Red-Chl in Red-Chl Red-Chl in
gas phase in PCM PCM + 2MeOH

K (fs−1) 0.0175 0.0325 0.0395
τ (k−1)/fs 57.1 30.8 25.6

time constants of 30.8 fs and 25.6 fs have been obtained for totally
implicit and mixed implicit–explicit solvation models, respectively.

These results support the experimental findings that have cap-
tured the presence of an ultrafast intermediate step during the non-
radiative relaxation process with an associated time constant of
40 fs,27 and they may represent the evidence of a possible role played
by the solvent during the non-radiative decay mechanism.

B. Essential dynamic analysis
In order to verify a possible contribution of the solvent

molecules during the relaxation mechanism, essential dynamic anal-
ysis has been performed on the data recorded after NA-ESMD

FIG. 6. Eigenvalues against eigenvector index obtained from covariance matrices of (a) red-Chl-gas, (b) red-Chl-PCM, and (c) red-Chl-2MeOH. Eigenvectors have been
ordered in decreasing order of the corresponding eigenvalues.
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simulations, and through this procedure, a set of eigenvectors and
eigenvalues has been obtained for all considered models of red-Chl.

The computed eigenvalues are plotted against eigenvectors, as
shown in Fig. 6. Eigenvectors have been ordered in decreasing order
of corresponding eigenvalues.

Figure 6(a) shows the eigenvalues from the matrix constructed
for the red-Chl-gas system, while Figs. 6(b) and 6(c) show the eigen-
values from the matrices constructed for the red-Chl-PCM and red-
Chl-2MeOH models, respectively. The eigenvalues computed from
the simulations in which solvent effects have been taken into account
show larger values than those computed from the simulation in the
gas phase. This result is much more evident when explicit solvent
molecules have been included in the simulation, showing a possible
involvement of the solvent during the simulated dynamics.

Moreover, Fig. 6 shows that the first eigenvectors account for
the largest positional deviation for all investigated models of red-
Chl. For this reason, in Fig. 7, the fluctuations of the first 50 eigen-
vectors against time are reported for the red-Chl-gas, red-Chl-PCM,
and red-Chl-2MeOH systems. It is clear from this figure that the
majority of the motions that have not reached their equilibrium
fluctuation belong to the first eigenvector (named Eigenvector1), fol-
lowed by the second eigenvector (named Eigenvector2) for which
small oscillations have been found. This evidence allows focus-
ing the attention only on Eigenvector1. Specifically, a comparison

of its behavior during the simulation time for the three investi-
gated models of red-Chl could be useful to verify if explicit solvent
molecules are involved, activating the atomic fluctuations during the
non-radiative decay.

Eigenvector1 in Fig. 7 corresponds to a very small range of
atomic fluctuations for red-Chl-gas and red-Chl-PCM (from about
0.001 Å to 0.006 Å), while a larger range of atomic fluctuations
can be observed for the red-Chl-2MeOH model (of about 0.01 Å
and 0.06 Å). To facilitate the comparison, the evolutions of the first
eigenvector of all the considered models of red-Chl are gathered
in Fig. 8. This figure clearly shows more important atomic fluctu-
ations when explicit solvent molecules have been included in the
simulation. Moreover, it is worth emphasizing that the major atomic
fluctuations are observed during the first 30 fs of simulations, then
followed by less fluctuating positional variation, supporting a prob-
able role of the solvent during the time range in which most of the
Qx–Qy crossing occurs. Starting from these pieces of evidence, in
order to better explore the role played by the solvent molecules dur-
ing the simulated dynamics and to verify if the considered explicit
solvent molecules may influence the Qx–Qy crossing mechanism, the
average Mg–O(MeOH) distances over all the simulated trajectories
have been computed for red-Chl-2MeOH.

The basic idea is to analyze the most relevant geometrical
data to describe a possible chromophore–solvent interaction and to

FIG. 7. Motion along several eigenvectors obtained from the covariance matrices of (a) red-Chl-gas, (b) red-Chl-PCM, and (c) red-Chl-2MeOH.
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FIG. 8. Motion along the first eigenvector (Eigenvector1) obtained from the
covariance matrices of red-Chl-gas, red-Chl-PCM, and red-Chl-2MeOH.

FIG. 9. The average Mg–O(MeOH) distances over all simulated trajectories during
the time for red-Chl-2MeOH.

demonstrate that the atomic fluctuations described by Eigenvector1
are mainly related to this important Mg–O(MeOH) distance.

In Fig. 9, the average Mg–O(MeOH) distances over all simu-
lated trajectories as a function of time are reported. The distance
fluctuations observed in this profile indicate that the relaxation
between the Qx and Qy bands is associated with a lengthening of
the Mg–O(MeOH) distance from 2.23 Å to 2.30 Å occurring within
30 fs of the ESMD trajectory.

Such evidence suggests that the atomic fluctuations described
by Eigenvector1 are primarily related to the Mg–O(MeOH) distance
and, moreover, indicates a potential role of the solvent during the
most crucial stage of the non-radiative Qx–Qy decay.

IV. CONCLUSIONS
Several recent studies have demonstrated the central role of sol-

vation during the Qx–Qy relaxation.23,26–29 With this analysis, we

have paved the way for a computational strategy that allows unravel-
ing the essential details determining the Qx–Qy spacing and driving
the ultrafast Q-band relaxation process.

Specifically, in this study, we have shown how methods based
on surface-hopping molecular dynamic simulations in conjunction
with the TD-DFT method can be applied to theoretically inves-
tigate the non-radiative relaxation process within the Q-band of
chlorophylls, unraveling a possible role played by the solvent during
these complex ultrafast dynamics. For this analysis, a chlorophyll-
like model (red-Chl), containing the region that most determines its
photophysical properties, has been considered.

At the very beginning, red-Chl has been studied in the gas
phase, then, to have a more accurate description of the environ-
ment around the chromophore, and in order to verify if explicit
solvent methanol molecules may have a role during the Qx–Qy cross-
ing mechanism, totally implicit and mixed implicit–explicit solva-
tion models have been used to take into account methanol solvent
effects.

As a first step, in order to guide the setup for NA-ESMD
simulations, the absorption spectrum for each model has been
simulated and compared with the experimental Chl-a spectrum
recorded in methanol. Chl-a, the most known and studied molecule
of the chlorophylls family, was chosen as a reference because of
its major similarities with the investigated reduced model. Gen-
erally, a good qualitative agreement between theoretical data and
experimental result has been found, and strong vibronic coupling
between the Qx and Qy bands has been observed especially when
solvent effects have been taken into account. Moreover, the energy
difference between the Qx and Qy peaks computed for the model
including explicit solvent molecules better reproduces the exper-
imental value. These findings represent the first evidence for a
probable direct role of the solvent during the non-radiative decay
process.

To have a description of the ultrafast intramolecular energy dis-
tribution after the photo-excitation within the Q-bands of red-Chl,
NA-ESMD simulations have been performed on a large set of
independent trajectories for each considered model.

The population of each state during the time has been com-
puted as the average over all trajectories: the crossing between the
computed Qx and Qy population curves has been observed at ear-
lier time when explicit solvent molecules have been included in the
simulations.

In order to better explore the possible role of the solvent dur-
ing the Qx–Qy crossing in red-Chl, an essential dynamic analysis
has been performed on the recorded data allowing one to find the
most important motions during the dynamics, expressed in terms of
positional atomic fluctuations. This analysis has indicated a possible
implication of the solvent molecules during the most crucial stage of
the non-radiative Qx–Qy decay of chlorophylls, and a deeper inves-
tigation has shown that the principal atomic fluctuations observed
are mainly related to the Mg–O(MeOH) distance.

This analysis represents a preliminary step for further inves-
tigations, for instance, on analysis of the active vibrational normal
modes. Moreover, as a future perspective, it would be interesting
to compare the timescales computed for the internal conversion
with the typical timescale involved in the energy transfer processes
between chlorophylls in antenna complexes. This will contribute to
reach a deeper insight into the mechanism of the energy transport,
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assessing the possible contribution of the Qx state in this essential
process.

SUPPLEMENTARY MATERIAL

See the supplementary material for the dynamic convergence
check (Fig. S1).
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