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Abstract
We find restrictions on the relaxation functions of thermo-electro-viscoelastic

materials. This is achieved within an extension of the Green-Naghdi theory
for thermoelasticity, which uses the energy equation to exploit constitutive
equations. These restrictions extend the results previously found for thermo-
viscoelastic materials and for the classical infinitesimal theory of viscoelasticity.
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1 Introduction

In the mechanics of continuous media, a material for which the stress tensor at
time t is determined by the history of the strain is called a simple material. In
continum thermodynamics, simple materials with memory are those in which at
time t the stress tensor, the heat flux vector, the internal energy, . . . etc. . . . ,
are determined by the histories up time t of the deformation gradient tensor, the
absolute temperature, and possibly of the temperature gradient. In Coleman [1]
the fundamental hypotheses of linear isothermal viscoelasticity are examined in
the light of nonlinear continuum mechanics within the scheme of materials with
fading memory and in [2] thermodynamic restrictions on the tensor-valued shear
relaxation modulus of linear viscoelasticity are derived.

In literature there have been many articles on this topic, with different settings,
and here we mention only a few. Galeş and Chiriţǎ in [3] study the spatial be-
havior of solutions in a right cylinder made of an anisotropic and homogeneous
viscoelastic solid in a class of linear viscoelastic materials compatible with ther-
modynamics in the sense of Fabrizio and Morro [4], [5]. Huang [6] proposes a
thermo-viscoelastic constitutive theory at finite deformation in a framework of ir-
reversible thermodynamics and introducing the internal variables in the constitu-
tive relations.

Zeng [7] studies the Cauchy problem of a one-dimensional purely mechanical
nonlinear viscoelastic model with fading memory.
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In Chen [8] a coupled theory of nonlinear electro-thermo-viscoelasticity is de-
veloped based on non-equilibrium thermodynamics with the Clausius-Duhem dis-
sipation inequality.

In [9] Wilkes uses the local form of the Clausius-Duhem inequality to obtain re-
strictions on the relaxation functions of thermoviscoelastic materials that have fad-
ing memory in the sense of Coleman and Noll [10]. For the purpose, Wilkes uses
the restrictions of the constitutive equations, the dissipation inequality, and the
minimality of the free energy in equilibrium that are found and used by Coleman
[11]. Lastly, he shows that its results generalize Day’s results [12], [13] of the purely
mechanical linear viscoelasticity. Wilkes’s classical thermodynamic approach dif-
fers from the one in [4] and [5] that, in the purely mechanical theory, show compat-
ibility with thermodynamics considering approximate cycles and giving a proper
statement of the second law by the Clausius property.

In [14] Green and Naghdi introduce a setting for thermoelasticity, different
from the one of Coleman [11], which is based on an entropy equality rather than an
entropy inequality, and where an energy equation places thermodynamic restric-
tions on the constitutive equations. Then in [15]-[17] such a procedure is extended
by introducing the concept of thermal displacement in the so called thermoelas-
ticity Type III theory. In the latter theory of heat conduction the temperature may
travel as a wave with a finite speed.

The Green-Naghdi theory of heat conduction meets great research interest by
its general setting and because it is capable of accounting for thermal pulse trans-
mission in a very general manner (e.g., see [18]).

Recently, in [19] the procedure designed by Green and Naghdi for thermoelas-
ticity is extended to simple thermo-electro-elastic bodies, both isotropic and trans-
versely isotropic, that are finitely deformable, heat conducting, electrically polar-
izable, interacting with the electric field; again, the restrictions on the constitutive
relations are obtained using an energy equation that is suitable for the considered
type of material. Then paper [20] extends [19] to thermo-electro-mechanical simple
materials (finitely deformable, heat conducting, electrically polarizable, interacting
with the electric field) that have a fading memory.

In the present paper the nonlinear theory [20] is used to set up a Green-Naghdi
thermo-electro viscoelastic theory by the linearization procedure that uses the Riesz
representation theorem. In the present theory the presences of the electrical vector
and of the thermal displacement derivatives in the constitutive arguments, imply
that there are more relaxation functions than in [9]. Hence several restrictions on
the various relaxation functions are found. These restrictions extend the ones in
[9] for thermoviscoelastic materials within a theory that uses the Clausius-Duhem
inequality. The restrictions are obtained from the internal dissipation inequality,
which is a consequence of the dissipation inequality adopted here. Following [14],
the last one is to assume that the internal rate of supply of entropy per unit mass
is non-negative in every process. The theoretical frame is then completed with a
proposal of constitutive equations for the internal rate of entropy supply and heat
flux. The linearized (infinitesimal) theory of thermo-electro-viscoelasticity is de-
duced as first-order approximation of the finite theory and the field equations are
explicitly deduced in the simplest case of a one-dimensional body.

2 Preliminary definitions

We shall identify the body B under consideration with the region B that it occupies
in a fixed reference configuration. A material point X of B is then identified with
its position X in B.



As usual, we denote by {xa}
[{
XA
}]

spatial [material] Euclidean co-ordinates
in the ambient space [reference configuration].

The material point X in the current configuration occupies the place x. A mo-
tion of the body is defined by a smooth vector function χ,

x = χ(X, t) . (1)

Then
v = ẋ , F = ∇Xχ , L = ∇xv (2)

are the particle velocity v at x (a superimposed dot denotes material time deriva-
tive), deformation gradient tensor, and velocity spatial gradient tensor, respec-
tively.

Green-Naghdi continuum thermodynamics [15] is based on the notion of ther-
mal displacement α = α(X, t) at the material point X and time t. Then

T = α̇, β = ∇Xα, γ = ∇xT (3)

are the empirical temperature (‘thermal displacement rate’), thermal displacement gra-
dient and empirical-temperature gradient, respectively.

The other thermal magnitudes used in Green-Naghdi [15] are listed here:

θ absolute temperature,

g = ∇xθ absolute-temperature gradient,

r external rate of supply of heat per unit mass,

s = r/θ external rate of supply of entropy per unit mass,

ξ internal rate of supply of entropy per unit mass,

q heat flux vector per unit area,

p entropy flux vector per unit area,

i extra entropy flux vector per unit area,

η density of entropy per unit mass,

e internal energy density per unit mass,

Furthermore we need the following electrical magnitudes:

ϕ electric potential per unit volume,

P electric polarization vector per unit volume,

ρ mass density in the current configuration,

π = P /ρ electric polarization vector per unit mass,

D electric displacement vector,

TE Maxwell stress tensor ([22, Eq. (3.19)], [23]),

and the quasistatic Maxwellian electric field [22, p.589]

EM = −∇xϕ . (4)

The following relations hold,

D = ε0E
M + P , TE = D ⊗EM − 1

2
ε0
(
EM ·EM

)
I , (5)

where ε0 stands for the (constant) vacuum electric permittivity. Finally, the specific
free energy density per unit mass is defined as ([22], [21])

ψ = e− θη −EM · π . (6)



3 Local balance laws in spatial form

A dynamic process in B is described by the thirteen functions of X and t,

ρ,χ, α, ϕ, ψ, η, ξ, τ , P , q, p, f , r , (7)

where f is the body force density and τ is the Cauchy stress tensor (due to defor-
mation) per unit area. Such a set of thirteen functions is called a dynamic process in
B if and only if it is compatible with the balance laws of mass, linear momentum,
moment of momentum, energy, entropy, and the field equations of electrostatics.

Under suitable assumptions of regularity the usual integral forms of such bal-
ance laws are equivalent to the system of local equations

ρ̇+ ρ∇x · v = 0 ,

ρv̇ = ∇x · τ + P · ∇xE
M + ρf ,

skwτ + skwTE = 0 ,

ρη̇ = ρ(s+ ξ)−∇x · p ,

ρė = τ · ∇v −∇x · q +EM · ρπ̇ + ρr ,

∇x ×EM = 0 ,

∇x ·D = 0 ,

(8)

where e is the internal energy that is defined by (6). Eliminating r between equations
(8)4, (8)5 and using (6) we obtain the reduced energy equation

ρ(ψ̇ + θ̇η) + ρθξ − τ · ∇v + ĖM · P +∇x · q − θ∇x · p = 0 , (9)

which holds along every process in B. Next, analogously to Green-Naghdi theories
of thermoelasticity [15], [16], here we shall exploit this equality in order to find
restrictions on the constitutive relations.

4 Constitutive equations and admissible processes

Let λ = λ(t) be any function from IR to any linear space; fixed t ∈ IR, the function
λt(.) (briefly λt) defined by

λt(s) = λ(t− s) ∀ s > 0 (10)

is the past history of λ up to time t. Among the quantities (7) we call

p = (χ, α, ϕ) (11)

kinetic process in B and
ψ, η, ξ, τ , P , q, p (12)

auxiliary variables. Note that the kinetic process (11) through the equalities (3), (4)
determines (Λ, γ, Λt), where

Λ = Λ(X, t) =
(
T (X, t), β(X, t), F (X, t),EM (X, t)

)
, (13)

and Λt is the past history of Λ:

Λt = Λt(X, .) = (T t(X, .),βt(X, .),F t(X, .),EM t(X, .)) , (14)

Λt(s) = Λ(t− s) , s > 0 . (15)



Incidentally, note that the history γt has not been included since βt already deter-
mines it by the relation

β̇ = ∇X α̇ =
∂α̇

∂x

∂x

∂X
= F Tγ . (16)

The material at the point X is said to be a simple (thermo-electro-mechanical) mate-
rial if at any time t the auxiliary variables (12) are determined by the kinetic process
(11) through constitutive equations of the form

ψ(t) = ψ̂ (Λ, γ, Λt)
η(t) = η̂ (Λ, γ, Λt)

θ(t) = θ̂ (Λ, γ, Λt)

ξ(t) = ξ̂ (Λ, γ, Λt)
p(t) = p̂ (Λ, γ, Λt)
τ (t) = τ̂ (Λ, γ, Λt)

P (t) = P̂ (Λ, γ, Λt)

(17)

where ψ̂, . . . , P̂ are given objective (response) functionals and for simplicity the
dependence on X (which occurs when the body is not materially homogeneous)
is implicit and not written. As is customary we assume a mass density ρ0 = ρ0(X)
is given in the reference configuration.

Furthermore, we take the constitutive relation for the entropy flux in the gen-
eral form

p =
1

θ
q + i (18)

where
i = î

(
Λ, γ, Λt

)
(19)

is usually referred to as extra entropy flux (see [19] and references therein).
By (18) we have ∇x ·q− θ∇x ·p = g ·p−∇x · (θi) and thus the reduced energy

equality (9) becomes

ρ(ψ̇ + θ̇η) + ρθξ − τ · ∇v + ĖM · P + g · p−∇x · (θi) = 0 . (20)

Definition 4.1 A dynamic process (7) is said to be admissible in B if it is compatible with
the constitutive relations (17)-(19) at each material point X of B and at all times t.

5 Fading memory and chain rule

The vector Λ in (17) belongs to the linear space

V = IR× IR3 × Lin× IR3 , (21)

where Lin denotes the linear space of second-order tensors on IR3.
We assume that “The memory of a simple material fades in time”[1], and we de-

scribe how the material has a fading memory by an obliviator or influence function
[10]. This is a continuous, positive, monotone decreasing function h(.) with∫ ∞

0

h2(s)ds < ∞ . (22)



Given an influence function h(.), the collection of all measurable functions Γ(.) :
(0, ∞) → V for which the norm

∥Γ(.)∥2h =

∫ ∞

0

h2(s)Γ(s) · Γ(s)ds (23)

is finite, constitutes a Hilbert space H in which the scalar product ‘ ·h ’ is defined as

Γ1(.) ·h Γ2(.) =

∫ ∞

0

h2(s)Γ1(s) · Γ2(s)ds , Γi(.) ∈ H . (24)

Mizel-Wang [24, p.125] assumes that “for each fixed pair (Λ, γ) the functionals in
(17) regarded as functions of the past history Λt have for their common domain D
a neighborhood in H of the rest history Λ∗(s) ≡ Λ and are Fréchet-differentiable
throughout D with respect to the h-norm, where h(.) denotes some fixed influence
function; for each fixed Λ(.) in D the functionals in (17) regarded as functions
of Λ and γ are continuously differentiable with respect to their natural norms.
Moreover, all three derivatives are jointly continuous functions of Λ, γ, Λt.” Note
that the calculus theorems in the fading memory theory are theorems about the
Hilbert space H. They do not depend on the particular choice of the function h(s)
and are valid provided only that h(s) goes to zero fast enough as s→ ∞. It sufficies
to assume that

lim
s→∞

s
1
2+δh(s) = 0 (25)

for some small δ > 0; r = δ + 1/2 is called order of h(s). ([11, p. 12]).
Here we assume that
(F) all the response functionals (17), (18), (19) are twice Fréchet-differentiable at all

histories in D.
Under smoothness hypotheses, which also regard the process, the chain-rule

ψ̇(t) =
∂ψ̂

∂Λ

(
Λ(t), γ(t), Λt(.)

)
· Λ̇(t)

+
∂ψ̂

∂γ

(
Λ(t), γ(t), Λt(.)

)
· γ̇(t) + δψ̂

(
Λ(t), γ(t), Λt(.) | Λ̇t(.)

)
(26)

is proved to hold at any X , t along any smooth enough process (Coleman [11],
Mizel and Wang [24], Day [13, p.88]).

Remark 5.1 Above the symbol Λ̇t(.) stands for the past history of the derivative Λ̇(.) so
that Λ̇t(s) = Λ̇(t− s); note that this is not the derivative of the past history Λt(.), which
is

d

ds
Λt(s) =

d

ds
Λ(t− s) = −Λ̇(t− s) = −Λ̇t(s) . (27)

In this we follow Day [13, p.88]; instead Coleman [11] uses d
dsΛ

t(s) within the derivative
δψ̂.

Under suitable smooth conditions also the chain rule for partial derivatives

∂ψ

∂xi
=
∂ψ̂

∂Λ

(
Λ(t), γ(t), Λt(.)

)
· ∂Λ
∂xi

+
∂ψ̂

∂γ

(
Λ(t), γ(t), Λt(.)

)
· ∂γ
∂xi

+ δψ̂

(
Λ(t), γ(t), Λt(.) | ∂Λ

t

∂xi
(.)

)
(28)

is also used to compute divergences of response functionals, e.g. in writing the
reduced energy equation.



6 Restrictions on constitutive equations

6.1 On the reduced energy equation and second law of thermo-
dynamics

In the procedure of Green and Naghdi [15], [16] within thermoelasticity it is as-
sumed that “ the reduced energy equation .... must be identically satisfied for all
processes and will place restrictions on the functional dependence on the constitu-
tive equations ” ([15, p.259]).

We assume the same thing for the thermo-electro-mechanical simple body with
fading memory that is considered here:

(A) the reduced energy equation (20) is identically satisfied for all processes and will
place restrictions on the constitutive equations (17).

In the exploitation of the reduced energy equation a class of possible processes
is used; hence we assume that

(B) there are sufficiently many admissible dynamic processes in B, in the sense that,
locally (i.e. at any given point and time), for each admissible choice of the values for the
local state

(Λ, γ, Λt)

including, if required, a large enough arbitrariness in the choice of its space and time deriva-
tives, the field equations hold for some process in B.

(C) In addition, the heat flux vector q is assumed to be necessarily non zero on physical
grounds. Hence, by (18),

p− i ̸= 0 (29)

Remark 6.1 To complete the thermo-electro-mechanical theory we should assume the sec-
ond law of thermodynamics expressed in the form of a dissipation inequality which holds
along any process of B. Unlike theories that adopt the Clausius-Duhem inequality, where
the constitutive restrictions are obtained by exploiting the latter inequality, here such re-
strictions are determined by exploiting the reduced energy equation along the admissible
processes and thus do not depend on the second law of thermodynamics.

6.2 Exploitation of the reduced energy equation

According to Green and Naghdi we assume (20) with î = 0̂, i.e. p = q/θ, and we
rewrite from [20] the restrictions on the response functionals that are implied by
the reduced energy equation (9).

Proposition 6.1 Let the constitutive equations (17) fulfill

q = θp (i = 0) , (30)

∂θ̂

∂T
> 0 ∀ (Λ, γ, Λt) (see (13), (14) , (31)

and let the internal energy response function be defined by (6). Then

ψ = ψ̂(Λ, Λt), θ = θ̂(T ) , (32)

τ̂ = ρF
∂ψ̂

∂F
, P̂ = −ρ ∂ψ̂

∂EM
, η̂ = −∂ψ̂

∂θ
, (33)

ρ
∂ψ̂

∂β
· F Tγ + ρ θ̂ ξ̂ + p̂ · g + ρδψ̂

(
Λ, Λt | Λ̇t

)
= 0 , (34)

where by (32)2 in the latter we have

ĝ =
∂θ̂

∂T
(T )γ . (35)



Remark 6.2 Assumption (31) implies that θ̂ is an invertible function of T , so that in any
response functional the variable T can be replaced by θ.

7 Restrictions for invariant response functionals

The choice of constitutive functionals that are invariant under rigid rotations of
the deformed and polarized body implies that the principle of material objectivity
necessarily is satisfied. The invariance of ψ in a rigid rotation is assured when ψ is
an arbitrary functional of the referential quantities

Φ := (T, β, E, W ), β̇, Φt := (T t, βt, Et, W t), (36)

where eq. (16) holds,

E =
1

2
(F TF − I) (37)

is the Green-Lagrange strain tensor, and

W = − ∂ϕ

∂X
= −∂ϕ

∂x

∂x

∂X
= F TEM (38)

is the material electric vector. Now for each response functional

Ω̂ ∈
{
ψ̂ , η̂ , θ̂ , ξ̂ , p̂ , τ̂ , P̂

}
(39)

in (17)-(18) the associated objective response functional Ω̃ is defined by putting

Ω̃(Φ, β̇, Φt) := Ω̂(Λ, γ, Λt) (40)

where (γ, F , EM ) and (β̇, E, W ) are related by (16), (37), (38). The considera-
tions about fading memory and chain rule in Section (5) remain in force simply by
substituting (21) with

V0 = IR× IR3 × Sym× IR3 , (41)

where Sym is the linear space of symmetric tensors, and (Λ, γ, Λt) in (19) and
anywhere else, with

(
Φ, β̇, Φt

)
. The Hilbert space H of Section (5) is replaced by

the Hilbert space H0 that is defined similarly.
The following proposition from [20] gives the restrictions on invariant response

functionals.

Proposition 7.1 Assume constitutive equations

Ω̃ ∈
{
ψ̃ , η̃ , θ̃ , ξ̃ , p̃ , τ̃ , P̃

}
of the form

Ω = Ω̃(Φ, β̇, Φt) , (42)

that are invariant under rigid rotations of the deformed and polarized body. Moreover, let

q = θp (i = 0) , (43)

∂θ̃

∂T
> 0 ∀ (Φ, β̇, Φt) , (44)

and let the internal energy response functional be defined by (6). Then

ψ = ψ̃(Φ, Φt) , θ = θ̃(T ) , (45)



τ̃ = ρF
( ∂ψ̃
∂E

F T +
∂ψ̃

∂W
⊗EM

)
, P̃ = −ρF ∂ψ̃

∂W
, η̃ = −∂ψ̃

∂θ
, (46)

ρ
∂ψ̃

∂β
· β̇ + ρ θ̃ ξ̃ + p̃ · g̃ + ρδψ̃

(
Φ, Φt | Φ̇t

)
= 0 , (47)

where by (45)2 in the latter we have

g̃ =
∂θ̃

∂T
γ =

∂θ̃

∂T
F−T β̇ . (48)

7.1 Elastic stress

Following [22], the total stress tensor σ is defined by

σ = τ + TE . (49)

The use of σ allows to write the field equations of linear momentum and angular
momentum (8)2, 3 in the ‘mechanical form’

ρv̇ = ∇x · σ + ρf , σ = σT (50)

The so called elastic stress used in [25] is defined as

T := τ + P ⊗EM . (51)

From equalities (46)1, 2, we have the equality

T = ρF
∂ψ̃

∂E
F T , (52)

which coincides with equation (1)3 in [25].
Total stress and elastic stress are related by [19, p.1062]

σ = T + ϵ0E
M ⊗EM − ϵ0

2
(EM ·EM )I , (53)

and the balance of linear momentum (8)2 is equivalent to

ρv̇ = ∇x ·
[
T + ϵ0E

M ⊗EM − ϵ0
2
(EM ·EM )I

]
+ ρf , (54)

which coincides with equation (1)1 in [25] when f = 0.

8 Internal dissipation inequality

Assuming
ξ ≥ 0 (55)

in every process, the reduced energy equality (47), (48) gives(
ρ
∂ψ̃

∂β
+
∂θ̃

∂T
F−1p̃

)
· β̇ + ρδψ̃

(
Φ, Φt | Φ̇t

)
≤ 0 , (56)

which for β̇ = 0 gives

δψ̃
(
Φ, Φt | Φ̇t

)
≤ 0 ∀Φ, ∀Φt such that β̇t(0) = 0 . (57)



Now, from [13, p.91], we point out that the derivative Φ̇(t) at t ‘can be chosen
arbitrarily without affecting the past histories Φt(.) and Φ̇t(.), regarded as elements
of the Hilbert space H.’

This assertion is also used by Coleman [11] and a justification for it may be read
both in [11] and in [13]. It applies also here and justifies the assumption that β̇(t)
can be assigned arbitrarily and independently from Φt(.) and Φ̇t(.).

Hence the restriction on the history within the inequality (57) can be removed
and we have

δψ̃
(
Φ, Φt | Φ̇t

)
≤ 0 ∀Φ, ∀Φt . (58)

This inequality extends the internal dissipation inequality of continuum thermody-
namics in [11, p.19, eq.(6.30)], [13, p.94].

In order to extend [9] for studying the thermodynamic restrictions on the relax-
ation functions, from now onward we will follow Coleman and Wilkes use of d/ds
derivatives of past histories Φt(s) rather than past histories of the derivatives Φ̇(s)
– see (27) and Remark (5.1). Thus (58) writes as

δψ̃

(
Φ, Φt | d

ds
Φt

)
≥ 0 ∀Φ, ∀Φt . (59)

9 Behaviour near equilibrium

9.1 Relaxation property under constant continuation of a given
process

Coleman [11] established the so-called relaxation property under constant continuation
of a given process of the constitutive functionals. Obviously it also applies here
for any response functional Ω̃. We briefly remind it from Coleman [11, pp.23-25]
(see also Day [13, pp.95-97]). If Φ(.) is a process and t is any fixed time then the
constant continuation at time t is the process Φ0(.) coinciding with Φ(τ) at any
time prior to t and then held constant subsequently: Φ0(τ) = Φ(τ) for τ ≤ t and
Φ0(τ) = Φ(t) for τ ≥ t. Then under certain regularity conditions on the process
and the continuity of Ω̃ it follows that as δ → ∞ ([11, pp.23-25])

Ω̃(Φ, β̇, Φt+δ
0 ) → Ω̃(Φ, 0, Φ∗) =: Ω̃∗(Φ) , (60)

where Φ∗ denotes the constant history whose value is Φ = Φ(t), i.e.

Φ∗(t− s) = Φ(t) ∀s > 0 . (61)

In words, under constant continuation any response functional Ω̃(Φ, β̇, Φt
0) relaxes to

the equilibrium value Ω̃∗(Φ). In particular for the free energy functional ψ̃, which
does not depend on β̇, we have that as δ → ∞

ψ̃(Φ, Φt+δ
0 ) → ψ̃(Φ, Φ∗) =: ψ̃∗(Φ) .

9.2 Property of minimum of ψ at equilibrium

Now for δ > 0 at time t let us consider the constant continuation Φt+δ
0 (.). During

the ‘static part’ t ≤ τ ≤ t + δ of a constant continuation the rate of change of the
free energy cannot be positive. Indeed, eq. (20), where we put i = 0, θ̇ = 0, g = 0,
ĖM = 0, Ḟ = 0, and inequality (55) imply that for each time τ , t ≤ τ ≤ t + δ, we
have

ψ̇ ≤ 0 . (62)



It follows that
ψ̃(Φ, Φt+δ

0 ) ≤ ψ̃(Φ, Φt)

and in the limit as δ → ∞
ψ̃∗(Φ) ≤ ψ̃(Φ, Φt) . (63)

Hence, as in [11, p.26] and [13, p.98], also in the present theory we can state that
‘among all histories ending with a given value of Φ the constant history yields the minimal
free energy’.

The minimal property of the free energy described by the inequality (63) is one
of the major results in Coleman’s paper [11] for the theory of thermodynamics of a
continuum with fading memory. It follows from (63) that for all Φ and all functions
Γ(s) in H

δψ̃ (Φ, Φ∗ |Γ(s)) = 0 , δ2ψ̃ (Φ, Φ∗ |Γ(s)) ≥ 0 (64)

10 Thermo-electro-viscoelastic materials

In the postulate of fading memory (F) of Section (5) we assume that all the re-
sponse functionals (17), or (39), (40), are twice Fréchet-differentiable at all constant
histories in their common domain, which is contained in the Hilbert space H or
H0, respectively. Hence each response functional (42) can be expanded in a Tay-
lor series about constant histories and since by (45) the free energy functional is
independent of β̇ we have

ψ̃(Φ, Φt(s)) = ψ̃(Φ, Φ∗(s)) + δψ̃(Φ, Φ∗(s) |Φt(s)−Φ∗(s))

+
1

2
δ2ψ̃(Φ, Φ∗(s) |Φt(s)−Φ∗(s), Φt(s)−Φ∗(s))

+o(∥Φt(s)−Φ∗(s)∥2h)

(65)

In order to define a viscoelastic material we extend here the assumptions in [9,
p.213] and so we assume that (i) the last term in the expression above is identi-
cally zero, (ii) δ2ψ̃ is independent of Φ, that is of the present values of the constitu-
tive arguments, and (iii) δ2ψ̃ is a completely continuous bilinear functional of its
remaining arguments. By the Riesz representation theorem, Eq. (65) can then be
written in the form (67) below in which, to reduce the lengths of the formulas we
use the difference histories up to time t from the constant history (61), that is,

Φt
d = Φt(s)−Φ, βtd = βt(s)− β, etc., . . . (66)

and where the second integral on the right of the equality componentwise is writ-
ten in (68).

ψ = ψ̃(Φ, Φt(s)) = Σ̃(Φ) +

∫ ∞

0

z(s; Φ) ·Φt
d(s)ds+

1

2

∫ ∞

0

∫ ∞

0

Φt
d(s) ·

∂2M(s, u)

∂s∂u
Φt
d(u)dsdu

+

∫ ∞

0

∫ ∞

0

T td(s)
∂2B1(s, u)

∂s∂u
·Φt

d(u)dsdu+

∫ ∞

0

∫ ∞

0

T td(s)
∂2B2(s, u)

∂s∂u
·Et

d(u)dsdu

+

∫ ∞

0

∫ ∞

0

T td(s)
∂2B3(s, u)

∂s∂u
·W t

d(u)dsdu+

∫ ∞

0

∫ ∞

0

βtd(s) ·
∂2M1(s, u)

∂s∂u
Et
d(u)dsdu

+

∫ ∞

0

∫ ∞

0

βtd(s) ·
∂2M2(s, u)

∂s∂u
W t

d(u)dsdu+

∫ ∞

0

∫ ∞

0

W t
d(s) ·

∂2M3(s, u)

∂s∂u
Et
d(u)dsdu

(67)



∫ ∞

0

∫ ∞

0

[Φt(s)−Φ] · ∂
2M(s, u)

∂s∂u
[Φt(s)−Φ]dsdu =

=

∫ ∞

0

∫ ∞

0

T td(s)
∂2m1(s, u)

∂s
T td(u)dsdu+

∫ ∞

0

∫ ∞

0

βtd(s) ·
∂2m2(s, u)

∂s
βtd(u)dsdu

+

∫ ∞

0

∫ ∞

0

Et
d(s) ·

∂2m3(s, u)

∂s
Et
d(u)dsdu+

∫ ∞

0

∫ ∞

0

W t
d(s) ·

∂2m4(s, u)

∂s
W t

d(u)dsdu

(68)
In the above constitutive relation Φ = Φt(0+), β = βt(0+), etc.; Σ̃(Φ) is an

arbitrary function of Φ, and the material relaxation functions z(s; Φ), M(s, u),
Bi(s, u), Mi(s, u) fulfill the following conditions, where LinV denotes the linear
space of endomorphisms on any given linear space V : z(s; Φ) is V-valued (see
(21));

M(s, u) is LinH0-valued, so that

M = (m1, m2, m3, m4) ∈ (Linℜ× Linℜ3 × Lin(Lin)× Linℜ3);

in addition M has the following symmetries :

mij
2 = mji

2 , mij
4 = mji

4 , mijkl
3 = mjikl

3 = mijlk
3 = mklij

3 ;

B2(s, u) is symmetric tensor-valued;
B1(s, u) and B3(s, u) are ℜ3-valued;
M2(s, u) is second-order tensor-valued;
M1(s, u) and M3(s, u) are third-order tensor-valued symmetric in the last two

indices.
From the Riesz representation theorem we also have that
z(s; Φ), M(s, u), Bi(s, u), Mi(s, u) → 0 as either s or u → 0.
Now, from the constitutive equation (65) for the free energy we can calcu-

late explicitly its first Fréchet derivative with respect to history as follows, where
χ(s) = (a(s), b(s), e(s), w(s)) is the history-deviation from the constant history
Φ = Φ∗(s) = Φt(0) ∀ s > 0 :

δψ̃(Φ, Φt(s) |χ(s)) =
∫ ∞

0

z(s; Φ) · χ(s)ds+
∫ ∞

0

∫ ∞

0

Φt
d(s) ·

∂2M(s, u)

∂s∂u
χ(u)dsdu

+

∫ ∞

0

∫ ∞

0

a(s)
∂2B1(s, u)

∂s∂u
· βtd(u)dsdu+

∫ ∞

0

∫ ∞

0

T td(s)
∂2B1(s, u)

∂s∂u
· b(u)dsdu

+

∫ ∞

0

∫ ∞

0

a(s)
∂2B2(s, u)

∂s∂u
·Et

ddsdu+

∫ ∞

0

∫ ∞

0

T td(s)
∂2B2(s, u)

∂s∂u
· e(u)dsdu

+

∫ ∞

0

∫ ∞

0

a(s)
∂2B3(s, u)

∂s∂u
·W t

d(u)dsdu+

∫ ∞

0

∫ ∞

0

T td(s)
∂2B3(s, u)

∂s∂u
·w(u)dsdu

+

∫ ∞

0

∫ ∞

0

b(s) · ∂
2M1(s, u)

∂s∂u
Et
d(u)dsdu+

∫ ∞

0

∫ ∞

0

βtd(s) ·
∂2M1(s, u)

∂s∂u
e(u)dsdu

+

∫ ∞

0

∫ ∞

0

b(s) · ∂
2M2(s, u)

∂s∂u
W t

d(u)dsdu+

∫ ∞

0

∫ ∞

0

βtd(s) ·
∂2M2(s, u)

∂s∂u
w(u)dsdu

+

∫ ∞

0

∫ ∞

0

w(s) · ∂
2M3(s, u)

∂s∂u
Et
d(u)dsdu+

∫ ∞

0

∫ ∞

0

W t
d(s) ·

∂2M3(s, u)

∂s∂u
e(u)dsdu

(69)
Since in a state of equilibrium for our thermo-electro-viscoelastic material we have
δψ̃ = 0, the above Fréchet derivative gives∫ ∞

0

z(s; Φ) · χ(s)ds = 0 (70)



for all values of Φ and function χ(s). It follows that

z(s; Φ) ≡ 0 ∀Φ . (71)

10.1 Constitutive equations

Now let us compute the partial derivatives of ψ̃ that by the constitutive relations
(52), (46)2, 3, (67), (68) and (135) furnish the constitutive equations for elastic stress,
polarization vector, entropy and heat flux.

∂ψ̃

∂β
=
∂Σ̃

∂β
+

∫ ∞

0

∂m2(0, u)

∂u
βtd(u)du+

∫ ∞

0

T td(s)
∂B1(s, 0)

∂s
ds

+

∫ ∞

0

∂M1(0, u)

∂u
Et
d(u)du+

∫ ∞

0

∂M2(0, u)

∂u
W t

d(u)du

(72)

∂ψ̃

∂E
=
∂Σ̃

∂E
+

∫ ∞

0

∂m3(0, u)

∂u
Et
d(u)du

+

∫ ∞

0

T td(s)
∂B2(s, 0)

∂s
ds+

∫ ∞

0

βtd(s)
∂M1(s, 0)

∂s
ds

+

∫ ∞

0

W t
d(s)

∂M3(s, 0)

∂s
ds

(73)

∂ψ̃

∂W
=

∂Σ̃

∂W
+

∫ ∞

0

∂m4(0, u)

∂u
W t

d(u)du

+

∫ ∞

0

T td(s)
∂B3(s, 0)

∂s
ds+

∫ ∞

0

βtd(s)
∂M2(s, 0)

∂s
ds

+

∫ ∞

0

∂M3(0, u)

∂u
Et
d(u)du

(74)

η̃
dθ

dT
= −∂ψ̃

∂θ

dθ

dT
= −∂ψ̃

∂T
= −

∫ ∞

0

∂m1(0, u)

∂u
T td(u)du

−
∫ ∞

0

∂B1(0, u)

∂u
βtd(u)du−

∫ ∞

0

∂B2(0, u)

∂u
Et
d(u)du−

∫ ∞

0

∂B3(0, u)

∂u
W t

d(u)du

(75)
Now, the internal dissipation inequality writes as

δψ̃(Φ, Φt(s) | d
ds

Φt(s)) ≥ 0 , (76)

where δψ̃(Φ, Φt(s) is given by (69) and (70). Integrating by parts the expression
(69) of (76) and replacing χ(s) = (a(s), b(s), e(s), w(s)) with (d/ds)(T t(s), Φt(s), Et(s), W t(s)),



we obtain the equivalent inequality∫ ∞

0

∫ ∞

0

d

ds
Φt(s) · ∂M(s, u)

∂s

d

du
Φt(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
T t(s)

[
∂B1(s, u)

∂s
+
∂B1(s, u)

∂u

]
· d
du

βt(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
T t(s)

[
∂B2(s, u)

∂s
+
∂B2(s, u)

∂u

]
· d
du

Et(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
T t(s)

[
∂B3(s, u)

∂s
+
∂B3(s, u)

∂u

]
· d
du

W t(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
βt(s) ·

[
∂M1(s, u)

∂s
+
∂M1(s, u)

∂u

]
d

du
Et(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
βt(s) ·

[
∂M2(s, u)

∂s
+
∂M2(s, u)

∂u

]
d

du
W t(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

du
W t(u) ·

[
∂M3(s, u)

∂s
+
∂M3(s, u)

∂u

]
d

du
Et(u)dsdu ,

≤ 0

(77)

where the first integral on the right of the equality in (77) componentwise writes
as ∫ ∞

0

∫ ∞

0

d

ds
Φt(s) · ∂M(s, u)

∂s

d

du
Φt(u)dsdu =

=

∫ ∞

0

∫ ∞

0

d

ds
T t(s)

∂m1(s, u)

∂s

d

du
T t(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
βt(s) · ∂m2(s, u)

∂s

d

du
βt(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
Et(s) · ∂m3(s, u)

∂s

d

du
Et(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

du
W t(u) · ∂m4(s, u)

∂s

d

du
W t(u)dsdu .

(78)

Inequality (77) must hold in all thermoelectro-mechanic processes of the body and
thus they allow to deduce restrictions on the material relaxation functions M =
(m1, m2, m3, m4), Bi and Mi (i = 1, 2, 3).

11 Restrictions on the material relaxation functions

11.1 A – Step functions for a single variable ξ

Next, by extending the procedure in [9], we find restrictions on the material re-
laxation functions from the internal dissipation inequality. Remind that Φ :=
(T, β, E, W ).

For

ξ =


T
β
E
W

let Zξ =


m1

m2

m3

m4

(79)



be the associated relaxation function. Furthermore, for

ξ =


T
β
E
W

let Jξi =


JT1 , J

T
2

Jβ
1 , J

β
2

JE
1 , J

E
2

JW
1 , JW

2

be an arbitrary


scalar ∈ IR
vector ∈ IR3

symmetric tensor ∈ Sym
vector ∈ IR3

(80)
In correspondence with any ξ ∈ {T, β, E, W } putting in (77), (78) ν = 0 for

each ν ∈ {T, β, E, W } \ {ξ}, we obtain an inequality of the type∫ ∞

0

∫ ∞

0

d

ds
ξt(s) · ∂Z

ξ

∂s
(s, u)

d

du
ξt(u)dsdu ≤ 0 (81)

which must hold for each history ξt(s), where

Zξ ∈ {m1, m2, m3, m4} (82)

is the stress relaxation function associated to ξ. Now, for any positive scalar ϵ let
us consider the history

d

dv
ξ(v) =

1

ϵ
Jξ1 , s ≤ v ≤ s+ ϵ ,

=
1

ϵ
Jξ2 , u ≤ v ≤ u+ ϵ , (83)

= 0 elsewhere .

Then, on letting ϵ → 0, ξ(σ) becomes a step function, and from (81) we obtain the
inequality

Jξ1 · ∂Z
ξ

∂u
(s, s)Jξ1 + 2Jξ1 · ∂Z

ξ

∂u
(s, u)Jξ2 + Jξ2 · ∂Z

ξ

∂u
(u, u)Jξ2 ≤ 0 , (84)

which holds for all choices of Jξ1 , Jξ2 . Now, for Jξ2 = 0 and Jξ2 = ±Jξ1 we find the
following restrictions on each relaxation function Zξ ∈ {m1, m2, m3, m4}: 1

∂Zξ

∂u
(s, s) ≤ 0 ∀s , (85)

∂Zξ

∂u
(s, s)± 2

∂Zξ

∂u
(s, u) +

∂Zξ

∂u
(u, u) ≤ 0 ∀s, u . (86)

11.2 B – Step functions for coupled variables ξ, ν

11.2.1 Relationship between the relaxation functions B1, m2, m1

Next we obtain restrictions on the temperature-(temperature gradient) relaxation
function B1 by considering step function histories for both the strain and the tem-
perature of the form

d

dv
βt(v) =

1

ϵ
b , s ≤ v ≤ s+ ϵ ,

= 0 elsewhere
d

dv
θt(v) =

1

ϵ
λ , u ≤ v ≤ u+ ϵ ,

= 0 elsewhere

1Remind that for a second- or fourth-order tensor A by A ≤ 0 (A ≥ 0) we mean A is negative semi-
definite (positive semi-definite). Accordingly, by A ≤ B we mean A−B is negative semi-definite.



Substituting these histories into the expression for the internal dissipation inequal-
ity and letting ϵ→ 0, we obtain the inequality

b · ∂m2

∂u
(s, s)b+

[
∂B1

∂s
(s, u) +

∂B1

∂u
(s, u)

]
· bλ+

∂m1

∂u
(u, u)λ2 ≤ 0 , (87)

which holds for all vectors b and scalars λ. It follows the following restriction:∣∣∣∣∂B1 i

∂s
(s, u) +

∂B1 i

∂u
(s, u)

∣∣∣∣2 ≤ 4
∂m2 ii

∂u
(s, s)

∂m1

∂u
(u, u) (i not summed) (88)

for all s, u.

11.2.2 Relationship between the relaxation functions B2, m3, m1

Next we find restrictions on the stress-temperature relaxation function B2 by con-
sidering step function histories for both the strain and the temperature of the form

d

dv
Et(v) =

1

ϵ
J , s ≤ v ≤ s+ ϵ ,

= 0 elsewhere
d

dv
θt(v) =

1

ϵ
λ , u ≤ v ≤ u+ ϵ ,

= 0 elsewhere

Substituting these histories into the expression for the internal dissipation inequal-
ity and letting ϵ→ 0, we obtain the inequality

J · ∂m3

∂u
(s, s)J +

[
∂B2

∂s
(s, u) +

∂B2

∂u
(s, u)

]
· Jλ+

∂m1

∂u
(u, u)λ2 ≤ 0 , (89)

which holds for all symmetric tensors J and scalars λ. It follows the following
restriction:∣∣∣∣∂B2 ij

∂s
(s, u) +

∂B2 ij

∂u
(s, u)

∣∣∣∣2 ≤ 4
∂m3 ijij

∂u
(s, s)

∂m1

∂u
(u, u) (i, j not summed)

(90)
for all s, u.

11.2.3 Relationship between the relaxation functions B3, m4, m1

We can also obtain restrictions on the temperature-(electric vector) relaxation func-
tion B3 by considering step function histories for both the strain and the tempera-
ture of the form

d

dv
βt(v) =

1

ϵ
b , s ≤ v ≤ s+ ϵ ,

= 0 elsewhere
d

dv
θt(v) =

1

ϵ
λ , u ≤ v ≤ u+ ϵ ,

= 0 elsewhere

Substituting these histories into our expression for the internal dissipation inequal-
ity and letting ϵ→ 0, we obtain the following inequality

b · ∂m4

∂u
(s, s)b+

[
∂B3

∂s
(s, u) +

∂B3

∂u
(s, u)

]
· bλ+

∂m1

∂u
(u, u)λ2 ≤ 0 , (91)



which holds for all vectors b and scalars λ. It follows the following restriction:∣∣∣∣∂B3 i

∂s
(s, u) +

∂B3 i

∂u
(s, u)

∣∣∣∣2 ≤ 4
∂m4 ii

∂u
(s, s)

∂m1

∂u
(u, u) (i not summed) (92)

for all s, u.

11.2.4 Relationship between the relaxation functions M1, m3, m2

We can also obtain restrictions on the stress-temperature relaxation function M1 by
considering step function histories for both the strain and the temperature gradient
of the form

d

dv
Et(v) =

1

ϵ
J , s ≤ v ≤ s+ ϵ ,

= 0 elsewhere
d

dv
βt(v) =

1

ϵ
b , u ≤ v ≤ u+ ϵ ,

= 0 elsewhere

Substituting these histories into our expression for the internal dissipation inequal-
ity and letting ϵ→ 0, we obtain the following inequality

J · ∂m3

∂u
(s, s)J + b ·

[
∂M1

∂s
(s, u) +

∂M1

∂u
(s, u)

]
J + b · ∂m2

∂u
(u, u)b ≤ 0 , (93)

which holds for all symmetric tensors J and vectors b. In components (93) writes
as

Jpq
∂mpqrs

3

∂u
(s, s)Jrs + bp

[
∂Mpqr

1

∂s
(s, u) +

∂Mpqr
1

∂u
(s, u)

]
Jqr + bp

∂mpq
2

∂u
(u, u)bq ≤ 0 ,

(94)
This inequality implies the following restrictions:∣∣∣∣∂Mpqr

1

∂s
(s, u) +

∂Mpqr
1

∂u
(s, u)

∣∣∣∣2 ≤ 4
∂mqrqr

3

∂u
(s, s)

∂mpp
2

∂u
(u, u) (p, q, r not summed)

(95)
for all s, u.

11.2.5 Relationship between the relaxation functions M2, m4, m1

We can also obtain restrictions on the (temperature gradient)-(electric vector) relax-
ation function M3 by considering step function histories for both the temperature
gradient and the electric vector of the form

d

dv
W t(v) =

1

ϵ
ω , s ≤ v ≤ s+ ϵ ,

= 0 elsewhere
d

dv
βt(v) =

1

ϵ
b , u ≤ v ≤ u+ ϵ ,

= 0 elsewhere

Substituting these histories into our expression for the internal dissipation inequal-
ity and letting ϵ→ 0, we obtain the following inequality

ω · ∂m4

∂u
(s, s)ω + b ·

[
∂M2

∂s
(s, u) +

∂M2

∂u
(s, u)

]
ω + b · ∂m2

∂u
(u, u)b ≤ 0 , (96)



which holds for all vectors ω, b. In components (96) writes as

ωp
∂mpq

4

∂u
(s, s)ωq + bp

[
∂Mpq

2

∂s
(s, u) +

∂Mpq
2

∂u
(s, u)

]
ωq + bp

∂mpq
2

∂u
(u, u)bq ≤ 0 , (97)

This inequality implies the following restrictions:∣∣∣∣∂Mpq
2

∂s
(s, u) +

∂Mpq
2

∂u
(s, u)

∣∣∣∣2 ≤ 4
∂mqq

4

∂u
(s, s)

∂mpp
2

∂u
(u, u) (p, q not summed)

(98)
for all s, u.

11.2.6 Relationship between the relaxation functions M3, m4, m3

We can also obtain restrictions on the stress-temperature relaxation function M3 by
considering step function histories for both the strain and the temperature gradient
of the form

d

dv
Et(v) =

1

ϵ
J , s ≤ v ≤ s+ ϵ ,

= 0 elsewhere
d

dv
W t(v) =

1

ϵ
ω , u ≤ v ≤ u+ ϵ ,

= 0 elsewhere

Substituting these histories into our expression for the internal dissipation inequal-
ity and letting ϵ→ 0, we obtain the following inequality

J · ∂m3

∂u
(s, s)J + ω ·

[
∂M3

∂s
(s, u) +

∂M3

∂u
(s, u)

]
J + ω · ∂m4

∂u
(u, u)ω ≤ 0 , (99)

which holds for all symmetric tensors J and vectors ω. In components (99) writes
as

Jpq
∂mpqrs

3

∂u
(s, s)Jrs+ωp

[
∂Mpqr

3

∂s
(s, u) +

∂Mpqr
3

∂u
(s, u)

]
Jqr+ωp

∂mpq
4

∂u
(u, u)ωq ≤ 0 ,

(100)
This inequality implies the following restrictions:∣∣∣∣∂Mpqr

3

∂s
(s, u) +

∂Mpqr
3

∂u
(s, u)

∣∣∣∣2 ≤ 4
∂mpqpq

3

∂u
(s, s)

∂mpp
4

∂u
(u, u) (p, q, r not summed)

(101)
for all s, u.

11.3 Restrictions from the minimality of the free energy in equi-
librium

There are further restrictions on the relaxation functions that can be deduced from
the minimality of the free energy in equilibrium, represented by inequality (64)2.
In the present linear theory, by assumption (ii) in Section 10, such inequality just



becomes

0 ≤ δ2ψ̃(Φ, Φt(s) |χ(s)) = +

∫ ∞

0

∫ ∞

0

χ(s) · ∂
2M(s, u)

∂s∂u
χ(u)dsdu

+2

∫ ∞

0

∫ ∞

0

a(s)
∂2B1(s, u)

∂s∂u
· b(u)dsdu+ 2

∫ ∞

0

∫ ∞

0

a(s)
∂2B2(s, u)

∂s∂u
· J(u)dsdu

+2

∫ ∞

0

∫ ∞

0

a(s)
∂2B3(s, u)

∂s∂u
·w(u)dsdu+ 2

∫ ∞

0

∫ ∞

0

b(s) · ∂
2M1(s, u)

∂s∂u
J(u)dsdu

+2

∫ ∞

0

∫ ∞

0

b(s) · ∂
2M2(s, u)

∂s∂u
w(u)dsdu+ 2

∫ ∞

0

∫ ∞

0

w(s) · ∂
2M3(s, u)

∂s∂u
J(u)dsdu

(102)
where ∫ ∞

0

∫ ∞

0

χ(s) · ∂
2M(s, u)

∂s
χ(u)dsdu =

=

∫ ∞

0

∫ ∞

0

a(s)
∂2m1(s, u)

∂s
a(u)dsdu+

∫ ∞

0

∫ ∞

0

b(s) · ∂
2m2(s, u)

∂s
b(u)dsdu

+

∫ ∞

0

∫ ∞

0

J(s) · ∂
2m3(s, u)

∂s
J(u)dsdu+

∫ ∞

0

∫ ∞

0

w(s) · ∂
2m4(s, u)

∂s
w(u)dsdu

(103)
and it must hold for all scalar functions a(s), vector functions b(s), w(s), tensor
functions J(s), i.e. for all χ(s) = (a(s), b(s), J(s), w(s)).

11.3.1 Further restrictions on m1, m2, m3 and m4

Using a technique similar to that used in analysing the internal dissipation inequal-
ity, now we assume that

a(s) ≡ 0, b(s) ≡ 0, w(s) ≡ 0

and that J(s) is the step function defined by

J(v) =


0, 0 ≤ v < s,

A, s ≤ v < u,

A+B, u ≤ v <∞.

(104)

In this case, the inequality (102) becomes

A ·m3(s, s)A+ 2A ·m3(s, u)B +B ·m3(u, u)B ≥ 0 , (105)

which holds for all symmetric tensors A and B. And by putting B = 0, B = ±A
we respectively deduce

m3(s, s) ≥ 0 ∀s, u , (106)

m3(s, s) +m3(u, u)± 2m3(s, u) ≥ 0 ∀s, u . (107)

We can deduce similar restrictions on m1, m2 and m4 by putting respectively
b(s) ≡ 0, J(s) ≡ 0, w(s) ≡ 0, with a(s) step function as in (104),
a(s) ≡ 0, J(s) ≡ 0, w(s) ≡ 0, with b(s) step function as in (104), and
a(s) ≡ 0, b(s) ≡ 0, J(s) ≡ 0, with w(s) step function as in (104).
For i = 1, 2, 4 we obtain the restrictions

mi(s, s) ≥ 0 ∀s, u , (108)

mi(s, s) +mi(u, u)± 2mi(s, u) ≥ 0 ∀s, u . (109)



11.3.2 Further restrictions on the relaxation functions Bi and Mi in terms of
mi

(231) Restrictions on B2 in terms of m3 and m1.
We can now find bounds on the function B2 in terms of m3 and m1 by consid-

ering step functions for A(s) and a(s) of the following form:

A(v) =

{
0, 0 ≤ v < s,

A, s ≤ v < u,
a(v) =

{
0, 0 ≤ v < u,

a, u ≤ v <∞.
(110)

In this case inequality (102) becomes

A ·m3(s, s)A+ 2B2(s, u) ·Aa+m1(u, u)a
2 ≥ 0 , (111)

for all symmetric tensors A and scalars a, that implies the following restriction on
B2:

|B2 pq(s, u)|2 ≤ m3 pqpq(s, s)m1(u, u) (p, q not summed) (112)

for all s, u.
(121) Restrictions on B1 in terms of m2 and m1.
We can now find bounds on the function B1 in terms of m2 and m1 by consid-

ering step functions for b(s) and a(s) of the following form:

b(v) =

{
0, 0 ≤ v < s,

b, s ≤ v < u,
a(v) =

{
0, 0 ≤ v < u,

a, u ≤ v <∞.
(113)

In this case inequality (102) becomes

b ·m2(s, s)b+ 2B1(s, u) · ba+m1(u, u)a
2 ≥ 0 , (114)

for all vectors b and scalars a, that implies the following restriction on B1:

|B1 p(s, u)|2 ≤ m2 pp(s, s)m1(u, u) (p not summed) (115)

for all s, u.
(341) Restrictions on B3 in terms of m4 and m1.
We can now find bounds on the function B3 in terms of m4 and m1 by consid-

ering step functions for ω(s) and a(s) of the following form:

ω(v) =

{
0, 0 ≤ v < s,

ω, s ≤ v < u,
a(v) =

{
0, 0 ≤ v < u,

a, u ≤ v <∞.
(116)

In this case inequality (102) becomes

ω ·m4(s, s)ω + 2B3(s, u) · ωa+m1(u, u)a
2 ≥ 0 , (117)

for all vectors ω and scalars a, that implies the following restriction on B1:

|B3 p(s, u)|2 ≤ m4 pp(s, s)m1(u, u) (p not summed) (118)

for all s, u.
(123) Restrictions on M1 in terms of m2 and m3.
We can now find bounds on the function M1 in terms of m4 and m3 by con-

sidering step functions for b(s) and A(s) of the following form:

b(v) =

{
0, 0 ≤ v < s,

b, s ≤ v < u,
A(v) =

{
0, 0 ≤ v < u,

A, u ≤ v <∞.
(119)



In this case inequality (102) becomes

A ·m3(s, s)A+ 2b ·M1(s, u)A+ b ·m2(u, u)b ≥ 0 , (120)

for all vectors b and symmetric tensors A, that implies the following restriction on
M1:

|M1 ipq(s, u)|2 ≤ m3 pqpq(s, s)m2 ii(u, u) (i, p, q not summed) (121)

for all s, u.
(343) Restrictions on M3 in terms of m4 and m3.
We can now find bounds on the function M3 in terms of m4 and m3 by con-

sidering step functions for ω(s) and A(s) of the following form:

ω(v) =

{
0, 0 ≤ v < s,

ω, s ≤ v < u,
A(v) =

{
0, 0 ≤ v < u,

A, u ≤ v <∞.
(122)

In this case inequality (102) becomes

A ·m3(s, s)A+ 2ω ·M3(s, u)A+ ω ·m4(u, u)ω ≥ 0 , (123)

for all vectors ω and symmetric tensors A, that implies the following restriction on
M3:

|M3 ipq(s, u)|2 ≤ m3 pqpq(s, s)m4 ii(u, u) (i, p, q not summed) (124)

for all s, u.
(224) Restrictions on M2 in terms of m2 and m4.
We can now find bounds on the function M2 in terms of m2 and m4 by con-

sidering step functions for ω(s) and b(s) of the following form:

ω(v) =

{
0, 0 ≤ v < s,

ω, s ≤ v < u,
b(v) =

{
0, 0 ≤ v < u,

b, u ≤ v <∞.
(125)

In this case inequality (102) becomes

b ·m2(s, s)b+ 2ω ·M2(s, u)b+ ω ·m4(u, u)ω ≥ 0 , (126)

for all vectors ω and b, that implies the following restriction on M2:

|M2 pq(s, u)|2 ≤ m2 qq(s, s)m4 pp(u, u) (p, q not summed) (127)

for all s, u.

11.4 Further restrictions due to the previous ones

Extending the theory in [9] we have derived two sets of restrictions on the relax-
ation functions: the first from the internal dissipation inequality and the other from
the minimality of the free energy in equilibrium. Next we obtain further restric-
tions by combining such two sets of restrictions. This allows to find in particular
the generalization of Day’s results of the purely mechanical viscoelasticity theory
to the present theory.

Inequality (85) for each Zξ ∈ {m1, m2, m3, m4} writes as

∂Zξ

∂u
(s, u)|s=u ≤ 0 ∀s . (128)



From the symmetries of the tensors m2, m3, m4 we also have

∂Zξ

∂s
(s, u)|s=u ≤ 0 ∀s, Zξ = m2, m3, m4 . (129)

Lastly, as in [9, pp.218, 219], from the minimality of the free energy in equilibrium
we obtain the inequalities

Zξ(s, s) ≥ Zξ(u, u) ∀s ≤ u, (130)

and
Zξ(ŝ, ŝ) ≥ ±Zξ(s, u) ∀s, u (131)

where ŝ = min(s, u).
This completes the restrictions on the relaxation functions of the thermo-electro-

viscoelastic material defined here. As in [9] let us note that the relaxation functions
only enter the constitutive relations through their values at (0, u) or (s, 0). The
particular local restrictions they suffer can be easily deduced by a limit from all the
above restrictions on the relaxation functions:

mi(0, 0) is symmetric i = 1, 2, 3 ,

mi(0, 0) ≥ 0,
∂mi

∂u
(0, 0) ≤ 0, mi(0, 0) ≥ ±mi(0, u) i = 1, 2, 3, 4.

(132)

The restrictions (132) coincide with the ones in [9, p.219] for the relaxation func-
tions for the stress and entropy, m1 and m3. In the present extension of [9] for a
heat conducting electrical dielectric, there are in addition the relaxation functions
m2, m4, Mi and Bi, i = 1, 2, 3. Of course the symmetries of B2, M1, and M3 are
kept at the limit for s, u→ 0: B2(0, 0), M1(0, 0), M3(0, 0) are symmetric.

12 Dissipation principle and response functionals for
internal rate of supply of entropy and heat flux

We have shown in Section 8 that the dissipation inequality (55) implies the inequal-
ity (56) and the internal dissipation inequality (59). To complete the constitutive
relations we need response functionals for internal rate of entropy supply and heat
flux. Putting ([19], [20])

∂θ̃

∂T
F−1p̃+ ρ

∂ψ̃

∂β
= −kβ̇, k = k̃(T ) ≥ 0 , (133)

as well as in the Fourier case, it follows that

ρξ̃ =
1

θ̃

[
kβ̇ · β̇ + ρδψ̃

(
Φ, Φt | d

ds
Φt

)]
. (134)

Then we use (133) and p̃ = θ̃−1q̃ to deduce the expression for the heat flux response
functional

q̃ = −∂T
∂θ

θ̃F

(
ρ
∂ψ̃

∂β
+ κβ̇

)
. (135)

We remark that more general choices of constitutive relations for q̃, ξ̃ could be
made. But our goal here is to complete as simply as possible the theoretical frame-
work, so that the restrictions found for relaxation functions can be used in possible
applications in which some constitutive equations can be adapted and modified



to describe a real material. Very simple choices for q̃ in thermo-visco-elasticity are
sometimes made, such as in [13, p.60].

Lastly, note that an explicit constitutive equation for ξ̃ is obtained by substitut-
ing in (134) the expression (69) of δψ̃, where χ is replaced by (dΦt/ds):

δψ̃(Φ, Φt | d
ds

Φt) =

∫ ∞

0

∫ ∞

0

Φt
d(s) ·

∂2M(s, u)

∂s∂u

d

du
Φt(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
T t(s)

∂2B1(s, u)

∂s∂u
· βtd(u)dsdu+

∫ ∞

0

∫ ∞

0

T td(s)
∂2B1(s, u)

∂s∂u
· d
du

βt(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
T t(s)

∂2B2(s, u)

∂s∂u
·Et

d(u)dsdu+

∫ ∞

0

∫ ∞

0

T td(s)
∂2B2(s, u)

∂s∂u
· d
du

Et(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
T t(s)

∂2B3(s, u)

∂s∂u
· βtd(u)dsdu+

∫ ∞

0

∫ ∞

0

T td(s)
∂2B3(s, u)

∂s∂u
· d
du

W t(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
βt(s) · ∂

2M1(s, u)

∂s∂u
Et
d(u)dsdu+

∫ ∞

0

∫ ∞

0

βtd(s) ·
∂2M1(s, u)

∂s∂u

d

du
Et(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
βt(s) · ∂

2M2(s, u)

∂s∂u
βtd(u)dsdu+

∫ ∞

0

∫ ∞

0

βtd(s) ·
∂2M2(s, u)

∂s∂u

d

du
W t(u)dsdu

+

∫ ∞

0

∫ ∞

0

d

ds
W t(s) · ∂

2M3(s, u)

∂s∂u
Et
d(u)dsdu+

∫ ∞

0

∫ ∞

0

W t
d(s) ·

∂2M3(s, u)

∂s∂u

d

du
Et(u)dsdu

(136)

13 Field equations for the initial-boundary-value prob-
lem

Now that all constitutive equations have been written, we can obtain the field
equations for the initial boundary-value problem for B. First, by solving (8)1 un-
der the initial condition ρ = ρ0(X) for the mass density, one finds the mass den-
sity evolution ρ = ρ(X, t). Hence by substituting the constitutive equations (52),
(46)2, 3, (134), and (135), in the three local balance laws (8)2, (8)4 and (8)7, we obtain
the field equations for the triple of fields

(u, α, ϕ),

where
u = u(X, t), α = α(X, t), ϕ = ϕ(X, t) (137)

are the displacement, thermal displacement and electric potential, respectively.
The field equations (8)2, (8)4 and (8)7, compatible with the constitutive equa-

tions, are five equations in the five field variables ui, α, and ϕ.

14 Infinitesimal thermo-electro-viscoelasticity

The linearized (infinitesimal) theory of thermo-electro-viscoelasticity is deduced
by calculating the first-order approximation of the finite theory. Let ρ0 = ρ0(X) be
given. The triple of fields (137) can be viewed as a thermo-electro-kinetic process
superimposed to a natural state, that is, a reference configuration where the body
is homogeneous, has zero stress, is at uniform (absolute) temperature T0 (θ0) and
at uniform electric potential ϕ0 (hence β0 = 0 = W0). We also assume that in the
natural state body forces and heat supply vanish. We say that the kinetic process
(137) is infinitesimal if at each material point and instant of time the magnitudes
of the first and second order space-time derivatives of the fields χ, α and ϕ are



<< 1. By linearization, the spatial and referential descriptions coincide and then
we identify ρ with ρ0, F with I , γ with β̇, EM with W , and the Green-Lagrange
strain tensor (37) is replaced by the linear strain

E =
1

2
(∇u+∇Tu). (138)

In the linear approximation we disregard all infinitesimal terms of order greater
than one in the constitutive relations. By (136) in infinitesimal processes δψ̃ van-
ishes, and putting

ζ = T ′(θ), ζ0 = T ′(θ0), κ0 = κ(θ0), (139)

equations (52), (46)2, (46)3, (134), and (135) by (72)-(75) respectively become

ρ−1
0 T =

∂2Σ̃

∂E2
E +

∫ ∞

0

∂m3(0, u)

∂u
Et
d(u)du+

∫ ∞

0

T td(s)
∂B2(s, 0)

∂s
ds

+

∫ ∞

0

βtd(s)
∂M1(s, 0)

∂s
ds+

∫ ∞

0

W t
d(s)

∂M3(s, 0)

∂s
ds

(140)

ρ−1
0 P̃ = − ∂2Σ̃

∂W 2
W −

∫ ∞

0

∂m4(0, u)

∂u
W t

d(u)du−
∫ ∞

0

T td(s)
∂B3(s, 0)

∂s
ds

−
∫ ∞

0

βtd(s)
∂M2(s, 0)

∂s
ds−

∫ ∞

0

∂M3(0, u)

∂u
Et
d(u)du

(141)

ζ−1
0 η̃ = −∂

2Σ̃2

∂T 2
(T − T0)−

∫ ∞

0

∂m1(0, u)

∂u
T td(u)du−

∫ ∞

0

∂B1(0, u)

∂u
βtd(u)du

−
∫ ∞

0

∂B2(0, u)

∂u
Et
d(u)du−

∫ ∞

0

∂B3(0, u)

∂u
W t

d(u)du

(142)
ρ0ξ̃ =

κ0
θ0

β̇ · β̇ (143)

q̃ = −ζ0θ0

(
ρ0
∂ψ̃

∂β
+ κ0β̇

)
, . (144)

15 A class of thermo-electric-viscoelastic materials

15.0.1 Preliminaries and one-dimensional constitutive equations

Here we consider a one-dimensional body B composed of a thermo-electric-viscoelastic
material body in its natural homogeneous reference configuration, that is the straight
line segment B = [0, L] on an axis X .

Examples of one-dimensional such bodies are considered in literature. For
instance, Zeng [7] studies the Cauchy problem of a one-dimensional purely me-
chanical nonlinear viscoelastic model with fading memory; Babaei et al. [26], in
order to characterize the viscoelastic behavior of biological tissues, consider a one-
dimensional purely mechanical viscoelastic model; in fact in biomechanics the
study of a tissue constituent, whose nature is viscoelastic, typically is evaluated
from the uniaxial behavior.

The model dealt below regards a material that is viscoelastic with a fading
memory, whose constitutive equations are of integral type with a genuine mem-
ory of the past history. It differs from the differential or rath-type viscoelasticity in
which the material remembers only an arbitrarily small lapse of time into the past.



For an infinitesimal kinetic process described by the three scalar functions

χ = χ(X, t), α = α(X, t), ϕ = ϕ(X, t), 0 ≤ X ≤ L, t ∈ IR (145)

we have
u = χ−X, E = χ

,X
− 1, Etd(s) = χ t

,Xd
(s), v = χ̇

T = α̇, T td(s) = α̇td(s), β = α
,X
, βtd(s) = α t

,Xd
(s)

W = −ϕ
,X
, W t

d(s) = −ϕ t
,Xd

(s)

(146)

where z
,X

= dz/dX denotes a spatial derivative and ztd(s) = z(t−s)−z(t). Putting

Σ1 =
∂2Σ̃

∂E2
, Σ2 =

∂2Σ̃

∂W 2
, Σ3 =

∂2Σ̃

∂T 2
, (147)

evaluated in the natural reference configuration, adopting the classical notations

ṁ3(u) =
∂m3(0, u)

∂u
, Ḃ2(s) =

∂B2(s, 0)

∂s
, etc. (148)

and using T (rather than T ) to denote the uniaxial stress, the constitutive equations
(140) -(144) write as

ρ−1
0 T = Σ1(χ,X

− 1) +

∫ ∞

0

ṁ3(u)χ
t

,Xd
(u)du+

∫ ∞

0

α̇td(s)Ḃ2(s)ds

+

∫ ∞

0

α t
,X d

(s)Ṁ1(s)ds−
∫ ∞

0

ϕ t
,X d

(s)Ṁ3(s)ds

(149)

ρ−1
0 P̃ = Σ2ϕ,X

+

∫ ∞

0

ṁ4(u)ϕ
t

,X d
(u)du−

∫ ∞

0

α̇td(s)Ḃ3(s)ds

−
∫ ∞

0

α t
,X d

(s)Ṁ2(s)ds−
∫ ∞

0

Ṁ3(u)χ
t

,Xd
(u)du

(150)

ζ−1
0 η̃ = −Σ3(T − T0)−

∫ ∞

0

ṁ1(u)α̇
t
d(u)du−

∫ ∞

0

Ḃ1(u)α
t

,X d
(u)du

−
∫ ∞

0

Ḃ2(u)χ
t

,Xd
(u)du+

∫ ∞

0

Ḃ3(u)ϕ
t

,X d
(u)du

(151)

ρ0ξ̃ =
κ0
θ0

(α̇
,X
)2 (152)

q̃ = −ζ0θ0ρ0

(
∂ψ̃

∂β
+ ρ−1

0 κ0α̇,X

)
, (153)

where
∂ψ̃

∂β
=
∂Σ̃

∂β
+

∫ ∞

0

ṁ2(u)α
t

,X d
(u)du+

∫ ∞

0

α̇td(s)Ḃ1(s)ds

+

∫ ∞

0

Ṁ1(u)χ
t

,Xd
(u)du−

∫ ∞

0

Ṁ2(u)ϕ
t

,X d
(u)du

(154)

In order to write the constitutive equation for the electric displacement D we
substitute (150) in (5)1, D = ε0W + P , and we obtain

ρ−1
0 D = (Σ2 − ρ0

−1ε0)ϕ,X
+

∫ ∞

0

ṁ4(u)ϕ
t

,X d
(u)du−

∫ ∞

0

α̇td(s)Ḃ3(s)ds

−
∫ ∞

0

α t
,X d

(s)Ṁ2(s)ds−
∫ ∞

0

Ṁ3(u)χ
t

,X d
(u)du

(155)



15.0.2 A choice of the relaxation functions

Now, let h(s) be an influence function of order r = δ + 1/2, δ > 0 (Section 5); that
is, let (25) hold. For example, h(s) = (1 + s)−p is an influence function of order r if
r < p whereas an exponential h(s) = exp(−βs), β > 0, is an influence function of
any order. Each relaxation function within the above constitutive equations,

ℓ(s) ∈ {mi(s) (i = 1, 2, 3, 4), Bj(s), Mj(s) (j = 1, 2, 3)} ,

must satisfy the restrictions in Section 11. The abbreviations (148) suggest that each
ℓ(.) could for example be of the type ℓ(s) = f(s)f(0) , ℓ(u) = f(0)f(u), that is,

mi(s, u) = fi(s)fi(u), i = 1, 2, 3, 4,

Bj(s, u) = pj(s)pj(u), Mj(s, u) = qj(s)qj(u), j = 1, 2, 3.
(156)

Now let us think about one of the functions (156) because the reasoning repeats in
the same way for each of them. So, let m(s, u) = f(s)f(u) be any function (156).
We assume its decay for s → ∞ be related to the decay of the influence function
h(s) by ∫ ∞

0

m2(s, s)h−2(s)ds <∞ (157)

For instance we assume that

h(s) = exp(−βs), f(s) = exp(−ωs), β > 0, ω > 0 (158)

The restrictions (85), (86) for m(s, u) = mi(s, u), i = 1, 2, 3, 4, are respectively
equivalent to

−ω exp(−2ωs) ≤ 0 ,
[
exp(−ωs)± exp(−ωu)

]2 ≥ 0 (159)

that hold identically. Now, to set a choice of all other relaxation functions that
satisfy the remaining restrictions in Section 11, to simplify things, assume that in
in (156) we have

pj(s) = qj(s) = f(s) = exp(−ωs), ω > 0, ∀j = 1, 2, 3

It is a simple calculation to show that also the other restrictions in Section 11 are
then satisfied.

15.0.3 One-dimensional field equations

The local balance laws (8)2, in the form (54), (8)4 and (8)7, where f = 0, s = 0,
write as 

ρ0χ̈ = d
dx

(
T + ε0W

2 − ε0
2 W

2
)

ρ0η̇ = ρ0ξ − d
dxp

d
dxD = 0

(160)

The field equations for the kinetic process (χ, α, ϕ) are obtained by substituting in
(160) the constitutive equations (149)-(155):

(1) ρ0χ̈ = d
dx

(
T + ε0

2 (ϕ,X
)2
)

(2) − Σ3Ṫ −
∫∞
0
ṁ1(u)α̈

t
d(u)du−

∫∞
0
Ḃ1(u)α̇

t
,X d

(u)du

−
∫∞
0
Ḃ2(u)χ̇

t
,Xd

(u)du+
∫∞
0
Ḃ3(u)ϕ̇

t
,X d

(u)du

= ζ−1
0

κ0

θ0
α̇ 2

,X
+ d

dx

(
∂ψ̃
∂β + ρ−1

0 κ0α̇,X

)
(3) (Σ2 − ρ0

−1ε0)ϕ,XX
+
∫∞
0
ṁ4(u)ϕ

t
,XX d

(u)du−
∫∞
0
α̇ t

,X d
(s)Ḃ3(s)ds

−
∫∞
0
α t

,XX d
(s)Ṁ2(s)ds−

∫∞
0
Ṁ3(u)χ

t
,XX d

(u)du = 0

(161)



With some simple calculations and neglecting the second order terms α̇ 2
,X

, ϕ 2
,X

we
obtain the system of equations

(1) χ̈ = Σ1χ,XX
+
∫∞
0
ṁ3(u)χ

t
,XX d

(u)du+
∫∞
0
α̇ t

,X d
(s)Ḃ2(s)ds

+
∫∞
0
α t

,XX d
(s)Ṁ1(s)ds−

∫∞
0
ϕ t

,XX d
(s)Ṁ3(s)ds

(2) − Σ3α̈−
∫∞
0
ṁ1(u)α̈

t
d(u)du−

∫∞
0
Ḃ1(u)α̇

t
,X d

(u)du−
∫∞
0
Ḃ2(u)χ̇

t
,X d

(u)du

+
∫∞
0
Ḃ3(u)ϕ̇

t
,X d

(u)du =
∫∞
0
ṁ2(u)α

t
,XX d

(u)du+
∫∞
0
α̇ t

,X d
(s)Ḃ1(s)ds

+
∫∞
0
Ṁ1(u)χ

t
,XX d

(u)du−
∫∞
0
Ṁ2(u)ϕ

t
,XX d

(u)du+ ρ−1
0 κ0α̇,XX

(3) (Σ2 − ρ0
−1ε0)ϕ,XX

+
∫∞
0
ṁ4(u)ϕ

t
,XX d

(u)du−
∫∞
0
α̇ t

,X d
(s)Ḃ3(s)ds

−
∫∞
0
α t

,XX d
(s)Ṁ2(s)ds−

∫∞
0
Ṁ3(u)χ

t
,XX d

(u)du = 0

(162)
Now we consider kinetic processes in which

χ = χX + χ0, α = αX, ϕ = ϕX, 0 ≤ X ≤ L, χ0 ∈ IR

with χ = χ(t), α = α(t), ϕ = ϕ(t), t ∈ IR

We have
χ̇ = χ̇X, χ

,X
= χ, χ

,XX
= 0, χ̇,X = χ̇

α̇ = α̇X, α,X = α, α,XX = 0, α̇,X = α̇

ϕ̇ = ϕ̇X, ϕ,X = ϕ, ϕ,XX = 0, ϕ̇,X = ϕ̇

Hence the system (162) becomes

(1) χ̈X =
∫∞
0
α̇
t
d(s)Ḃ2(s)ds

(2) − Σ3α̈X −
( ∫∞

0
ṁ1(u)α̈

t
d(u)du

)
X −

∫∞
0
Ḃ1(u)α̇

t
d(u)du−

∫∞
0
Ḃ2(u)χ̇

t
d(u)du

+
∫∞
0
Ḃ3(u)ϕ̇

t

d(u)du =
∫∞
0
α̇
t
d(s)Ḃ1(s)ds

(3)
∫∞
0
α̇
t
d(s)Ḃ3(s)ds = 0

(163)
The arbitrariness of X ∈ [0, L] in (163)1 and (163)2 splits such equations, so we
have

(1)1, (1)2 χ̈ = 0,
∫∞
0
α̇
t
d(s)Ḃ2(s)ds = 0

(2)1 Σ3α̈+
∫∞
0
ṁ1(u)α̈

t
d(u)du = 0

(2)2 −
∫∞
0
Ḃ1(u)α̇

t
d(u)du−

∫∞
0
Ḃ2(u)χ̇

t
d(u)du+

∫∞
0
Ḃ3(u)ϕ̇

t

d(u)du

=
∫∞
0
α̇
t
d(s)Ḃ1(s)ds

(3)
∫∞
0
α̇
t
d(s)Ḃ3(s)ds = 0

(164)

Hence χ = c1t+ c2 for some ci ∈ IR, thus

χtd(u) = χ(t− u)− χ(u) = c1(t− u) + c2 − (c1t+ c2) = −c1u

χ̇
t
d(u) = χ̇(t− u)− χ̇(t) = c1 − c1 = 0



and (164) reduces to

χ = (c1t+ c2)X + χ0 ∀c1, c2, χ0 ∈ IR∫∞
0
α̇
t
d(s)Ḃ2(s)ds = 0

Σ3α̈+
∫∞
0
ṁ1(u)α̈

t
d(u)du = 0∫∞

0
Ḃ3(u)ϕ̇

t

d(u)du =
∫∞
0
Ḃ1(u)α̇

t
d(u)du+

∫∞
0
α̇
t
d(s)Ḃ1(s)ds∫∞

0
α̇
t
d(s)Ḃ3(s)ds = 0

(165)

A simple subclass of solutions of (165) is obtained, for example, by looking for
those which α̈ = 0. Then α = g1t+ g2 for some gi ∈ IR and thus

αtd(s) = α(t− s)− α(t) = g1(t− s) + g2 − (g1t+ g2) = −g1s

α̇
t
d(s) = α̇(t− s)− α̇(t) = g1 − g1 = 0

Now (165) reduces to
χ = (c1t+ c2)X + χ0, ∀c1, c2, χ0 ∈ IR

α = (g1t+ g2)X ∀g1, g2 ∈ IR∫∞
0
Ḃ3(u)ϕ̇

t

d(u)du = 0

(166)

Then, for each smooth function ϕ = ϕX , ϕ = ϕ(t), that solves (166)3 the triple of
functions (

χ = (c1t+ c2)X + χ0, α = (g1t+ g2)X, ϕ = ϕ(t)X
)

(167)

is a solution of the field equations (166) or (160), for each c1, c2, χ0, g1, g2 ∈ IR. In

particular, (167) is a solution if ϕ = (l1t+ l2)X , l1, l2 ∈ IR, since ϕ̇
t

d(u) = 0.

16 Conclusions

We have used the nonlinear theory in [20] for thermo-electro-mechanical simple
materials with fading memory to set up a thermo-electro viscoelastic theory, which
is obtained by a linearization procedure with the Riesz representation theorem.
Now, following what has been made for the linear theory of viscoelasicity - see e.g.
[27]- new uniqueness and continuous data dependence theorems should be estab-
lished that are appropriate to the fundamental dynamic and quasi-static boundary
value problems for a thermo-electro-viscoelastic body.
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