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Abstract:
Data Mining (DM) is the analytical activity aimed at revealing new “knowledge” from data useful for further
decision-making processes. These techniques have recently acquired enormous importance as they seem to fit
perfectly the requests of the so called “Data Driven World”. In this paper, first I give an overview of DM, and of
the most relevant criticisms raised so far. Then using a well-known case study and the European General Data
Protection Regulation as benchmark, I show that there are some specific ambiguities in this use of “knowledge”
which are relevant for the ethical and legal assessment of DM.
Keywords: Data Mining, knowledge discovery, data protection, law and ICT, GDPR
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1 Introduction. “Fromaworld full of data to a data-drivenworld”
According to a common definition, Data Mining (DM) is the crucial step in the process of knowledge discovery,
brought about through analysis of large quantities of data, aiming at the extraction of non-trivial, potentially
useful, implicit and previously ignored information, that can be arranged in patterns to be applied in further
decision making processes.1 It includes steps like problem definition, data preparation, selection and optimiza-
tion of appropriate analysis techniques, modeling and deployments of results.2

Although by no means new, DM techniques are receiving greater attention and relevance nowadays as
they lend themselves to application in almost every field of human knowledge and research, as well as in the
modernization of business management.3

The data revolution is actually an impressive phenomenon. The crucial shift from a cyberspace made on
the basis of a neat distinction between data-producers and data-users, to an informational environment where
everyone, in every moment, is at the same time user-and-producer of data, is what boosted the so called Big Data
era.4 In 2016 a report by McKinsey Global Group tried to measure this phenomenon estimating, for instance,
that every day a Terabyte of data was produced by NASA satellites, that there was 650 millions of websites,
with dynamical possibilities of data creations, that there was more or less a billion of Facebook users producing
three billions of posts every day, that a small to medium company had data warehouses containing data for one
hundred million commercial transactions, with everything continuously growing every minute, making those
very measurements doomed to become severely obsolete as soon as published.5

Moreover, it is on the quite reasonable prediction that this growing trend is far to slow down, that another
crucial passing point is announced: that “from a world full of data to a data driven world”.6 What this slogan
actually means is, in first place, that the evolution of the economic behavior of private and public agents will
be more and more based on the exploitation of this world-data by means of decision-processes backed up by
DM, for more profit and economic advantage, something that poses some deep legal and ethical issues.7 This
is the reason why DM is acquiring such a great importance that, for instance, the Italian Public Authority for
Data Protection in a recent interview said that it represents one of the major challenges for traditional legal
categories in the third millennium.8

Now, this situation, obviously, raises a series of technical issues concerning the search for the best tools and
algorithms for useful analysis in the ever-changing sea of data: so large an amount that cannot be stored in any
physical support nor can it be processed as a whole (Big Data).9 But, on the other hand, it also seems to offer
the best chances for previously impossible discoveries: since almost every moment of people life is recorded,
datafied and put in relation to many others, we witness the rise of a never seen before power for the human

Claudio Sarra is the corresponding author.
© 2019 Walter de Gruyter GmbH, Berlin/Boston.

1
Brought to you by | Universita degli Studi di Padova

Authenticated
Download Date | 10/18/19 10:08 AM

http://rivervalleytechnologies.com/products/


Au
to

m
at

ica
lly

ge
ne

ra
te

d
ro

ug
h

PD
Fb

yP
ro

of
Ch

ec
kf

ro
m

Ri
ve

rV
al

le
yT

ec
hn

ol
og

ie
sL

td
Sarra DEGRUYTER

intellect to extract unsuspected knowledge that may be needed for the development and the future well-being
of mankind.

In this work I try to focus on the main core of DM which is centered around the very idea of “knowledge”.
Since this is a philosophically “thick” word, it may be the case that its use, especially in non-technical circles,
hides some presuppositions or some ambiguities relevant for the ethical and legal assessment of problematic
cases. Thus, after a description of the lines of development of the data-driven society and a brief review of
the literature about the issues of DM, I will discuss the main topic using a well-known case study and the
European General Data Protection Regulation as a benchmark. The discussion will show that different ideas of
knowledge implied in DM processes can actually lead to different ethical and legal assessments, raising also a
major question about what kind of knowledge we want to build our society on.

Thus this paper is structured as follows: § 2 explains how exactly large scale use of DM techniques can be
efficient in determining relevant social changes, and the so called “modeling loop” is introduced; § 3 presents
an overview of the criticisms raised so far towards the use of DM by powerful social and economic agents
and governments; § 4 focuses on the main core of DM, that is the idea of a “knowledge discovery”, and shows
how the ambiguity which lies behind it can lead to legal and ethical perplexities; § 5 tries to reconcile the
ambiguity and suggests an “epistemological precautionary principle” in dealing with these issues; § 6 draws
some conclusions highlighting four points for further deepening the critical evaluation of DM.

2 Frommodels to reality andback: the “modeling loop”
After the massive spread of personal computers (the Eighties of the XX cent.), the rise and the diffusion of
Internet access, and the perfection of the necessary infrastructures for the broadband connections (Nineties-
2000), it was the smart mobile phone (2007) that realized a major step forward towards the simultaneous data
use and production by every single user. From that time on, a new level of concern for privacy and personal
data protection related issues has been reached: as a matter of fact those data-producing tools go along with the
user in every moment of his day, recording and transmitting his position, moves, opinions, healthy condition,
lifestyle, desires, physical traits, behaviors, sentiments, and much more. Such a real-time life-scanning marks
every moment of his ordinary day, offering data for the construction of a virtual personality which may be
supposed to be progressively adherent to his real one. Then his virtual projection gives material for further
profiling, which aims at the building of a model to be used as reference point in order to evaluate the future
behavior of relevant groups of other real subjects.10

Those models – built from massive data taken from reality scans – are then used in real-life decision-making
processes, in particular by powerful economic agents (or, also by governments),11 for determining policies and
large-scale regulations: for instance, when it comes to take decisions for marketing purposes, to set general
rules for mass contracts by bank, insurance corps., or multi-national corporations, or to enhance recruitment
practices, as well as to determine policies for crime prevention.12

But, on the other hand, this has also consequences on the way people behave, creating an interesting sort of
feedback. Since people know that they are to accept some kind of regulations if they want to get access to certain
services, and they have no power to negotiate them, as long as these services are enjoyed more and more by
others, they gradually tend to conform to those standards provided by the author of the regulation. Regulations
based on models, presuppose differentiations into groups, in other words they presuppose generalizations. The
more these groups become empirically present in society the more this very fact can trigger processes of further
social construction. We may use Georg Simmel’s account on social construction to further shed some light on
this point13: with group profiling structuring models, we are in the position to perceive others as “in some
degree generalized”, which, in Simmel’s account, is the first a priori of society. But as we are expected to be part
of that society, we feel also the possibility to act differently from what expected, that is to say, we experience
our being “something more” than that, which is the second a priori. Finally, as we take our decision to behave
in one way or another, we undergo a process of taking a social stand, contributing to the creation of that society
made of all the functional differentiations that are “discernible only through the actual doing and experiencing
of individual”, which is the third a priori.14 As long as those differentiations offer themselves in some datafied
form, they also can be structured through similar model construction.

In other words, as long as models for generalized behaviors are introduced, a specific dialectic of social
construction is triggered.

Thus, after the process of building from reality to models, a consequent adaptive process in the opposite
direction from models to reality is actually engaged, obviously both on large scales. This is a sort of adaptive
modification of real behaviors towards those predicted by the model, that in change produces a progressive
verification of those same predictions, thus corroborating the model itself.15 So, a continuous “modeling loop”
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from reality (gathering of data) to a model (through DM techniques) and from the model to reality again (through
the consequent adaptive behaviors) appears to be the macro-dynamics of the social construction in the Big Data
era. And that is the way by which DM is efficient in shaping social reality, acquiring its new status as the most
sensible point in the business intelligence set of tools.

DM techniques will arguably become more and more important and will be used for every economic deci-
sion in every field, making ubiquitous the aforementioned recursive circle reality-model-reality eventually lead-
ing to a complete data driven world.16

As the definition itself shows, the crucial aspect of DM is not the simple recovering of previously stored
data, instead it consists in the organization of algorithmic procedures for manipulating huge quantities of data
in order to highlight correlations as well as regularities which are not visible from disconnected data.

Hence the goal is to determine patterns, qualified groups and regulative schemes to include new occurrences
and manage them according to the predictions made by means of the model.17 The more the consequences of
this way of managing will be in line with the predictions derived from the model, the more the model will
be corroborated by reality. When things go this way, it is usually said that a new knowledge about how things
actually are going has been acquired.

From the legal point of view (as well as from the ethical one), an interesting aspect is that procedures like
those described so far are often used with the goal of producing policies to manage large quantities of future
social and juridical relationships. As the development of such work requires very specialized competencies,
often corporations hire other companies to do the analytical job, thus those who actually perform the DM hap-
pen to be different from those that will use the results they achieved for the actual business. In those cases, it
is quite unlikely that users are completely aware of all the choices and decisions that it was necessary to take
in order to prepare and conduct the analysis. This lack of “readability and legibility”,18 can be seen as an evo-
lution of the “invisibles choices” issue that James Moor saw lucidly more that 30 years ago talking about the
Computer Revolution.19 Moor argued that one of the major features of the so called “Computer Revolution” is
the “invisibility factor”, that is the fact that whenever a certain task is assigned to a computer in order to have it
done more efficiently, there is an exponential increase of hidden operations which are at play: in particular, he
talked about invisible choices embedded in a software or, we can say today, in any application, portal or plat-
form, made by the creators, sometimes without any particular critical reflections about it. Using models derived
from DM to forge organizations, hides all the choices and decisions that have been taken in the construction of
the knowledge presupposed.

Nowadays, decisions and practices based on sophisticated DM procedures are already quite common. Some
fairly known examples are: the massive email sending with carefully selected targets for marketing purposes,
the introduction – not previously agreed upon – of standards for selecting and/or evaluating workers, the
conclusion or refusal of a financial agreement without any real negotiation but on the sole base of previous
profiling techniques, and so on.20 But science itself is more and more engaged in DM,21 perhaps evolving to a
stage where the very idea of a ‘scientific method’ will be declared obsolete.22

Legal scholars are now beginning to look more carefully into practices like these in order to evaluate if the
technical mask is hiding a more serious challenge to the rights of people.23

3 General overviewofDMcriticisms

Now, in comparison with other fields of study such as Cyberethics or Sociology, a specific legal literature on
DM is still relatively poor, especially if – in the name of specialty – we rule out the (huge) general literature
dedicated to the legislation on personal data protection. Obviously enough, this literature matters, as those kind
of concerns are of the utmost importance in the data-driven world, but the point is that this literature usually does
not take into account the peculiarities of DM processes, that seems to put new challenges to the familiar tools of
protection of personal data. As a matter of fact, those traditional tools are centered on the necessity of various
types of legal bases in order for a data processing to be lawful,24 as well as on the central role of Authorities
to give regulation and face specific issues. As we are going to see, if the information acquired through DM are
“new”, “previously ignored” and “not trivial”, as the definition implies, then there are some problematic issues
when it comes to evaluate the lawfulness of their processing.

The European General Data Protection Regulation (2016/679, GDPR), establishes the duty of a “privacy
by design and by default” approach in every development of applications that have to do with personal data,
as well as a set of other demanding duties and safeguards. It does not mention DM explicitly, though it takes
into consideration profiling and automatic decision making.25 Now, contemporary profiling techniques include
DM,26 but since art. 13 and 14 GDPR provide for a duty to inform the data subject only about the existence “of
an automatic processing referred to art. 22(1) including profiling”, and to give “meaningful information about
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the logic involved as well as the significance and the envisaged consequences of the proccessing” as a whole,
we may doubt that the data subject could ask for a detailed explanation of the specific DM techniques used.27

As a consequence, in this framework, DM is not legally relevant per se, but only when included in profiling
and when used to support automated decision making.

When the latter is the case, besides the information duties, the Data Controller faces also the prohibition
provided for by art. 22, which states that decisions based “solely” on automated data processing, including
profiling, which may have legal effects concerning the data subject or “similarly affects” him or her, are, in
principle, forbidden. But, again, it is not DM per se to be prohibited or otherwise limited, but only the taking
of relevant decisions based on complete automation which, of course, may – or may not – include DM.28 Thus,
the specific DM techniques used with all the decisions taken by the analysts to get the job done are per se legally
irrelevant when used without profiling aims and outside a complete algorithmic decision-making procedure.

Apart from the legal literature, other scholars in different fields have already developed quite a structured
criticism on DM massive use.

In order to give a general overview of the criticisms that has been raised so far, we can usefully regroup
them in four types. A brief explanation for each will be given afterwards, as well as a suggestion for a philo-
sophical unitary consideration, although, for the sake of present discussion, we are not going to deepen these
speculations much further.

So, the most problematic issues raised so far to the contemporary use of DM techniques are related to:

1. privacy/surveillance concerns29;

2. the introduction of new forms of discrimination as well as the strengthening of social inequalities30;

3. forms of social exclusion, lack of transparency and participation31;

4. methodological issues, in consideration of the “performative” efficacy of any social inquiry, in particular
when brought about by powerful ICT companies to such a large extent such as those of the more advanced
forms of ODM (Online Data Mining).32

The first issue is surely the most familiar to jurists, at least when it comes to deal with privacy legal protection,
legitimate use of personal data and rights of the legitimate owner. Instead, while the protection towards direct
forms of surveillance is related to constitutional rights, a bit less discussed is the transformation of surveil-
lance practices because of the social changes induced by technology. As forms of continuous and reciprocal
social monitoring become normal thanks to the widespread use of social media technology, the traditional
paradigm of surveillance changes. Once characterized by: a) asymmetry of power between the surveillant and
those kept under watch, b) strong hierarchy and c) mono-directional move from the first to the latter, it seems
that nowadays, technology has determined the advent of a more complicated model.33 Since social media allow
the ordinary, continuous, highly focused, reciprocal monitoring among the members of a circle of “friends”,
and since (often in the name of “popularity”) those circles are made of people who do not know each other very
well, we may see here the rise of a different kind of surveillance practice. In this case, asymmetry, hierarchy
and direction of control are not fixed but movable, as they change with reference to the particular moment and
context. This kind of ‘partecipatory surveillance’, as it has been labeled,34 comes with its proper reinforcement
behaviors, like ‘sharing’, ‘likes’ and so on, which have they specific potential to trigger rewarding processes
even at neurological level.35 On the other hand, since social media are nowadays the most fruitful sources of
usable data, economic companies take part strategically to this reciprocal monitoring play, influencing people
behaviour (using techniques such as “astroturfing” or “likes” selling and purchase, and so forth), while learning
and improving their economic decisions through DM techniques. Lastly, private companies that, for business
reasons, holds large amounts of personal data are more and more engaged in collaboration with governments
to support legitimate surveillance and law enforcement practices.36

About point 2), on one hand, scholars have already repeatedly drawn the attention to the fact that data
are not neutral representations of reality. They are, instead, the product of a complex net of social practices,
points of view, highly teleological conceptualizations, decisions and consequent elaborations.37 In other words,
data are the result of interactions in the entire “social ecology”.38 Thus, data often embody and reflect social
structures made of peculiar distribution of bias and power and their selection and use, under the rhetorical tale
of neutrality, tends often to confirm and strengthen them. Besides, companies that have the power to dictate
standards derived from DM actually act as “disciplinary systems”, producing processes of “normalization”,
reinforcing hidden value choices as well as unjust social structures (injustice in, injustice out).39 And as Jeffrey
Johnson has noticed, the full disclosure of data seems to be insufficient to get rid of the injustice embedded,
although it is a necessary condition in order to let criticism and awareness begin.40

On the other hand, it has been also shown that (at least) some algorithms are necessarily value-laden: in other
words, their specific design depends totally on value choices that cannot be substituted with factual represen-
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tations, thus the operations supported by those algorithms, even if in general considered socially useful, are
inevitably biased.41

About point 3), in contrast with the popular idea about the Internet age as an era marked by a radical boost
in social equality and mass-distribution of new potentialities, scholars have noticed that, actually, new forms
of inequality and discrimination are spreading, leading to specific forms of digital divide.42 Since three different
social blocks are emerging, with different power distribution which can lead to a threat for democracy, a three-
fold distinction has been proposed: a) those who produce (whether wittingly or not) data, b) those who actually
gather them, and c) those who have knowledge and technical tools to use them for large analysis and further
strategic and effective decisions. Among the last group, the big IT companies unmistakably emerge as subjects
who hold the key for unevenly ruling the social play.

Point 4) shows that DM share with other methods of social inquiry a peculiar feature. Since the study of
social practices cannot but be realized through social practices, it is unavoidable that it ends interfering with
the object itself it is supposed to study neutrally. In particular, once brought about on a large scale, it produces
results that actually have complying effects on those practices under scrutiny. So, the study of a social segment
of society through data analysis in order to find new useful knowledge may be seen in certain measure as a
manipulation of society towards the fulfillment of specific interests, as well.

Now, all these four points have received specific attention, but here we can notice that they can be seen
as consequences of a more general issue called “datafication”. Datafication is a term used to talk about the
tendency to translate every phenomenon into a quantifiable form, so that it can be measured, stored, tabulated
and analyzed.43 As already mentioned, the raw source of DM, data, is never completely “raw”, but it is instead
a product.44 More precisely, it is the by-product of a series of decisions and in particular of the mother of all
decisions: that is to translate every aspect of life into an objectivated and accessible datafied form, or to consider
as relevant only what can be transform into data, that leads to the issue raised in point 1).

Then there is the decision to use DM techniques to have a differentiated consideration of those users under
scrutiny, after having inserted them into differentiated lists of targets and wastes, on the basis of a knowledge
they don’t have access to, that leads to point 2).45

Then again there are all those technical decisions taken by analysts which cannot be fully shared nor dis-
cussed with final addressees, who are excluded from the possibility to take part in the determination of the
way they will be treated, hence point 3).

Lastly, since the actions of few economic agents (Google, Facebook, Apple, etc.) are extremely more efficient
in influencing social practices worldwide, their DM practices even when aimed at pure social inquiry are quite
sensible and should be made more transparent as well as be put under critical scrutiny, hence point 4).

Resolving the world into a sea of data to sail is the philosophical point here: the cult for datafication which
comes along with a highly structured epistemology.46

However, there is a more general question in the usual talk about DM which constitutes the most problematic
point when it comes to build a legal protection against DM abuse.

As I have already hinted at, the problem lies in a specific ambiguity at the heart of the very definition of
DM: the meaning of “knowledge”.

4 Knowledgediscovery:what exactly does itmeans?

In 2012 the New York Times reported an interesting and quite articulate survey to show how large-scale business
is changing thanks to the use of DM techniques along with the clever exploitation of information derived from
experimental work taken from behavioral psychology and neuroscience.

The perfect title of the article was How Companies Learn Your Secrets and it reported a case study that involved
Target Corp., one of the biggest discount store retailers in the USA. The case has become a well-known example
in the literature for reflecting critically on DM.47

So, through DM techniques, the analysts engaged by Target came to the elaboration of a model, based on
the purchase of a combination of 25 products, that assigned to the female customers of Target a percentage of
probability to be in their first period of pregnancy. Once a high-rate customer of that kind was identified, a
personalized marketing treatment was enabled, with the sending of numerous emails advertising maternity-
related products. The story goes that the father of a teen-ager found those emails and brought his protests to
a Target retailer point, receiving the excuses of a surprised executive director, who wasn’t aware of the new
marketing strategy. After a few days, that caring director called upon his client to apologize once more, just
to hear an embarrassed father saying he discovered that his daughter was actually pregnant. The algorithm
worked perfectly.
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Now, the case so briefly summarized is a good one to make us focus our attention on the critical stance of
the story and, in general, on the main ambiguity of the DM issue, namely the very concept of “knowledge”
which is at stake.

As a matter of fact, right before the explosion of the so-called Big Data era, some Authors within the field of
Computer Ethics had already highlighted the risks associated with the use of DM techniques and Knowledge
Discovery in Database (KDD). When starting from a set of personal data legitimately acquired with no particu-
lar privacy issue, you can get new information about people “derived from implicit patterns in the data, which
can suggest “new” facts, relationships, or associations about that person such as that person’s membership in
a newly discovered category or group”.48 Those “new” personal information were not known in advance, nor
they were predictable before the use of such techniques (and so they are said to be “new”, “not trivial” and
“useful”) and, as a consequence of that, no previous specific consent could have been obtained.49 Besides, as
the personal facts discovered are “new”, even if a generic consent was given trying to “cover” every outcome
of data manipulation, it would have been so indeterminate to be considered legally invalid according to many
legal systems. For instance, the very definition of “consent” in the new GDPR requires it to be freely given,
informed and specific (GDPR, art. 4, 11).

In the Target Corp. case we may presume that the girl (or her parents) actually had given a generic consent
to the use of her data when registered in the clients’ database, but we can easily and legitimately doubt that it
could include even the new and quite “sensitive” information of her pregnancy. However, it is a fact that, even
if she did not communicate it, that personal information was discovered and used for commercial purposes.

Now, in the context of EU legal regulation, a personal datum is “any information relating to an identified or
identifiable natural person” [GDPR, art. 4, 1; Dir. 95/46/CE, art. 2, a], so, in this case, if we refer the idea of a
“knowledge discovery” associated to DM techniques to the fact of the pregnancy, then we are forced to conclude
that a specific legal basis was necessary before any legitimate use of that information, at least according to the
EU legal systems. In other words, if “knowledge” is about an information that reflects a fact related to a specific
person, then what Target discovered was actually a personal datum, and its use should have been subject to a
legitimate previous legal basis allowed [GDPR, art. 6].

But the point is that this is not the only way to interpret the meaning of “knowledge” as used in these
situations.

We can argue, very differently indeed, that the word “knowledge” is not associated in this case to a specific
fact whatsoever, meaning by “fact” the existence (empirically testable) of a certain “state of affair” (Wittgen-
stein, Tractatus Logico-Philosophicus, prop. 2).50 Instead – so the argument may go – as the relevant correlations
are highlighted thanks to specific algorithms, often built on purpose, the only “knowledge” we may claim to
have is about the mathematical consequences of those manipulations we made on existing data, with no direct
reference to any real state of affairs outside.

In other words, as analytical techniques are used to create a model centered on an ideal group of elements, by
gathering the correlations found in a set, what you discover is not – in our example – the information about the
actual pregnancy of one (or more) specific girl(s). Instead, you are elaborating an abstract percentage of probability
to be assigned to any subject-client of certain kind whose data fit – more or less – the model. Thus, in this case,
“knowledge” is not referred to a fact but to a property (a feature) of the model, and as it was created in the exclusive
interest of the company, that company can do what it wants with that. The fact that the prediction associated
to the model that determined the concrete action (sending specific emails to a specific subject) happens to be
true, does not change the nature of the “knowledge” acquired through DM, which is referred to the model
and its properties and not to a specific reality whatsoever outside it. So – the argument may end – no previous
consent and no any other legal basis is necessary besides that used to process the data in the first place, since
no actual fact is the object of the “knowledge” acquired through DM. Moreover, as the prediction can apply to
any number of actual people – and can even result to apply to none – it would be impossible to state in advance
who they will likely be and ask them for a specific consent.

Thus, according to the first interpretation of “knowledge” Target should have counted on two different le-
gal bases: one for the acquisition and processing of the starting data and another in order to use the “new”
information it discovered through DM.

But according to the second interpretation, Target would not have needed any further legal basis, since no
“new” personal data was discovered.

Again, within the specific framework of the new GDPR, if we are for the first interpretation (i. e. “what you
discover through DM are new personal data”), then the Data Controller can use the newly acquired data only
on a legal basis different from the explicit consent (art. 6), since if the data is really “new” no specific consent
could have been previously acquired. Then, he is also obliged to give accurate information according to art. 14
(“Information to be provided where personal data have not been obtained from the data subject”), which is slightly more
demanding than art. 13 (“Information to be provided where personal data have been obtained from the data subject”),
highlighting in particular the legal basis for the data processing (art. 14, (1), lett. c).
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Instead, if we are for the second interpretation (i. e. “what you discover is not personal data but features
of your own model”) then the Controller does not need an additional legal base for the new “knowledge”
acquired, nor is he under more obligations than he was with reference to the previously acquired data.

It is worth noting that leading to the extreme this second interpretation of “knowledge”, as a purely internal
affair producing no such thing as “new” personal data, may also pose a threat to the efficacy of the entire GDPR
since it applies only to personal data. In other words, all “new” information may be processed and used on
their own, with virtually no limits, regardless of the destiny of the personal data used to achieve them. Even a
possible “right to explanation” would be of limited protection since it would serve the data subject just to have
an analytical representation of the processes applied to the original data without including other processes
applied to the new information extracted.51

Since, these two different interpretations lead to different consequences as for the legitimacy of the partic-
ular use of the information acquired through DM, the ambiguity is legally relevant. And we may legitimately
suppose that this is one of the major difficulties for a satisfactory data protection legislation that can face the
issues derived from the use of specific analytical techniques in the discovery of “new”, “not trivial” information.

Finally, from the point of view of the four points of general criticism highlighted on the previous section,
again favoring one interpretation or another can be quite significant, since the less demanding information
duties upon the data Controller may contribute to exacerbate issues of social exclusion and lack of transparency
(see above point 3), as well as to hide even more the social inequalities embedded in biased data (point 2).

Thus, the ambiguity in the meaning of knowledge is legally, ethically and socially relevant at least with
reference to two out of four general critical issues raised so far.

5 Reconciling the opposites: knowledge “by correlations” and knowledge “by
explanations”

While such a relevant ambiguity is unbearable when it comes to focus on the need for rights protection, it seems
that we actually are in the position to find a reconciliation useful to foster the analysis even more.

As a matter of fact, the term “knowledge” has a rich variety of uses in ordinary language, as well as a highly
complex philosophical history and some very peculiar definitions in specialized scientific fields. Thus, in cases
like this one, it is not a good practice to let ambiguities go on the loose, and, perhaps, we could also suggest
not to use such a controversial term and strive to elucidate more clearly what kind of phenomena are at play in
situations like the one highlighted above.

Now, it is very important to notice that the ambiguity may be caused by an insufficient clarification of the
ontology of data: if one thinks that a datum is a neutral representation of reality, some sort of pure, objective
“mirror” of the real thing, then he may easily take for granted that any correlation between data shows by itself
a (substantial) causal relation among facts. But this is highly questionable and, generally, rejected.52 Then it is a
good advice to distinguish the different aspects involved and use some sort of “epistemological precautionary
principle” separating two concepts here: “knowledge of correlations” from “knowledge of causal explanations”.

So, in order to achieve this, we can conveniently notice that those two meanings of “knowledge” are actually
referring to different things, and also, from the point of view of our case study, to different circumstances, that
are all relevant in these complex cases. In other words, what we can criticize is the claim to deal with a one-facet
epistemic experience, while, on the opposite, we have to do with different kinds of relevant knowledge.

In first place, what Target knows is simply that, given a set of technical procedures of manipulation of data
collected in certain ways, some correlations can be highlighted: for instance, that some sets of products – of very
different kind – are bought together under some circumstances. This can be enough to state a practical rule, by
which that same correlation is expressed in a conditional way: “if p then q”, that is “if some sort of products in a cer-
tain arrangement are bought, then some more of different kind or arrangement will (probably) be either”. Obviously,
this rule suggests a lot of things to do for a company interested in optimizing its economic performances. But,
since the correlations are highlighted for what they are, that is without any real causal investigation, it is correct
to say that “knowledge”, in this case, simply express a property of a model and, at this stage, it’s an internal
affair.53

But the point is that that model has a sort of “second life”, since it is used to take decisions that affects the
life of people and, at this second stage, new information, but this time about the model, enrich the old ones, leading
to a different kind of knowledge, and a new evaluation of the model itself is possible. Then, at this stage there is
again some “new” knowledge to be acquired which is of a very different kind from the one reached in the first
stage, but things are more sensitive, now, exactly because the life of people is crossed. Once put into practice,
the hypotheses will reveal their “truth-capability”: in other words, they will likely result in being true for some
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instances and false for others. Either way the knowledge acquired is of different kind from the one we claimed
to have in the first stage.

We must be aware of the fact that it is at this point, when the building of “knowledge” is used to take
decisions, that practices based on DM may encounter other specific limitations, in particular when decisions
are supposed to be based solely on automated processing. As already mentioned, the GDPR, art. 22, prohibits
decisions which may have legal consequences on the data subject, or may “similarly” affect him or her, based
on complete automation. This restrictive approach, which is not a novelty in itself,54 is based on the important
rationale that any decision which bears significant consequences onto others needs to be rooted not only in
the analytical power of machines but also in a human intercourse.55 However, the prohibition suffers of three
relevant exceptions namely when the complete automation is necessary to perform or to enter a contract, when
it is authorized by the EU law or by the law of the member state to which the controller is subject, and when it
is based on the data subject’s explicit consent. As for its predecessor in the Directive, we may suspect that the
amplitude of these exceptional cases can severely restrict the concrete application of the general prohibition. In
any case, as we are going to see, whether a model is suggesting true or false new information about a subject is
quite relevant for the discipline on automated decision-making.

Anyway, the point is that models serve to have structured hypotheses to approach future instances in an
organized way, by being prepared in advance to respond the needs that will arise. From a logical point of view,
when facing real occurrences, models and profiles may be totally true, totally false, partially true, partially false,
that is the properties assigned to the items of the classes built from analysis may match or not the single real
new case totally or partially.

Since this is an inductive way to proceed, there is always the possibility to fail, totally or partially in single
cases.

The sensitive issue here is that, at this second stage, succeeding equals to having knowledge of facts, that is,
of personal data of people, while failing in single cases actually means acting towards them in a bias, treating
like they were something different, assigning different identities to them, something that hurts the rights of people.
Obviously, a model that happens to be partially true and false shows both kinds of problems.

It should not be underestimated that giving a valid consent to the processing of personal data, even for the
elaboration of group profiles or general models through DM, does not logically imply per se also the legitimacy
to use those models back towards the data subject. In other words, since giving data to be processed is a different
thing from accepting to be treated like the model would predict, a consent given (or another legal base) for the
first should not be supposed to include ipso facto also a consent for the second. This is a relevant point when it
comes to discuss the case in which the models elaborated through DM happen to be actually true.

In this case, as already hinted at, there is evidence enough that some more information about the data subject
have been discovered and the legitimacy of their use must undergo a specific evaluation. In particular, it must
be verified if the legal basis used for processing the data in first place actually covers also the intended use for
the new ones. This should be denied in principle when the legal base was the free and informed consent since
it could not have been “specific” (art. 4, n. 11) with reference to data actually “new”. The data subject can count
on all the rights and protection ordinarily given by the GDPR and on safeguards particularly useful for this
situation, for instance: the verification of the compatibility of the use the data controller is going to make of
the information acquired with the original purpose of the data collection (art. 6, § 4), the right to oppose the
processing when the new data are used for marketing purposes, or when the data controller invokes lett. e) or
f) as legal base for the new processing (art. 21, GDPR).

Moreover, with reference to the discipline provided for by art. 22, it is clear that the consent given to the data
processing (art. 6, n.1, a, art. 7) is different from (and cannot include per se) the consent to automatic decision
making (art. 22, § 2, c). Nor the latter includes per se the approval of the outcome. In this case, as well as in
the case of legitimate automatic decisions for performing or entering a contract, some extra rights should be
guaranteed56, in particular the highly important “right to contest” the decision (art. 22, § 3).57

On the other hand, when models happen to be false, the core of possible discriminating outcomes, or of
unfair data treatment lies in the fact that the failure of the model result in “treating like you were somebody
else”. Here the “knowledge” acquired has nothing to do with real situations: it is just knowledge of features
of a statistical modeling with no truth claims (knowledge of pure correlations – among data). Any use of it to act
upon a subject is based on an identity mistake. As a consequence of group mismatching, unnecessary data
can be requested, or used, or disproportionate treatments of data can be performed, with massive cascading
effects onto the rights of people involved and onto the general principles of legitimate data processing, such as
“fairness and transparency”, “minimalization”, “purpose limitation” etc. (art. 5 GDPR). In these cases, further
processing of “new” (false) data is unlawful and the data subject is entitled to request either the erasure (art.
17) or the restriction of processing (art. 18, lett. b).58

In this situation, we may also legitimately doubt of the very legal possibility of any kind of fully automated
decision making. Since art. 22, prohibits in principle decisions based solely on automated data processing, we
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need to consider if it is possible at all for any of the exceptions to apply. And since it is certainly not “necessary”
to conclude or perform a contract on the base of false information, nor it seems credible that a Ue or member
state law can authorize automatic decision-making based on false information, the only dubious situation is
the explicit consent of the data subject. Is it legal for him or her to give a valid consent to be subject to a fully
automated decision on the base of knowingly wrong information about him or her? To this question my answer
is no. According to art. 5, lett. d) “accuracy” of data is a general principle which must be pursued by itself, thus
it is not entirely put in the hands of the data subject. As a matter of fact, art. 5 says that “every reasonable
step must be taken to ensure that personal data that are inaccurate [...] are erased or rectified without delay”,
making “accuracy” one of the core aims of the more general accountability principle (§ 2). Of course, the data
subject has a right to rectification (art. 16), but this provision is meant to reinforce the general principle and not
to legitimate the processing of data which are knowingly false or inaccurate in case he or she does not exercise
it. The Data controller would face responsibilities anyway for failing his or her accountability duties.

Thus, no consent can overcome this principle, no exception to the prohibition provided for art. 22 is logically
possible, and therefore no fully automated decision making is legally possible in this case.

To conclude, “knowledge” is used in these cases with two significant meanings, the first being referred to
“correlations” (when some kind of products are bought, some others are as well), and the second one to “explanations”
(somebody buys those kinds of product because of a current pregnancy). The first is linked to the useful building of
models and grouping, the second with peculiar causal relations between state of affairs pertaining to people,
thus leading to a problem of discrimination and rights protection. Since there is no mutual exclusion between
the two, they are simply looking at two different stages in the DM lifecycle endorsing two different points of
view, then the problem of defending people rights from potential abuse is real and urgent.

6 Conclusions

It should be clear that the criticisms raised towards the contemporary spread and use of DM techniques high-
light a general justified worry towards the transformations that our societies are undergoing because of the
Information Revolution and, more precisely, of the datafication of private and social life. Those transformations
go deep into the way we think about ourselves, we come into contact and relate to each other, thus touching
the basic categories of construction of social reality. Nowadays the perception of the depth of those changes is
stimulating the rise of a more global point of view, called “dataism”, based on the “belief in the objective quan-
tification and potential tracking of all kind of human behavior and sociality through online media technology”
involving peculiar level of trust in the (institutional) agents that collect, interpret and share (meta)data culled
from social media, internet platforms, and other communication technologies.59 This is of course a point that
deserves some more philosophical attention, something that cannot be offered here.

Anyway, in this situation, DM is expected to acquire more and more importance in our contemporary times
and, on the basis of the analysis given so far, we can try to resume the main reasons of that in (at least) five
points:

1. The amount of Data produced is constantly growing and changing.
The more interesting and the most promising challenges for the DM are to be found in the exploitation of the
World Wide Web as the biggest data base of all time. But the problem is that this is far from being a static data
base, instead it is constantly growing and changing. As a consequence, any correlation found is used under
the never-certain presupposition of its stability,60 but it is in constant need of fine-tuning and improvement.
This fact alone leads to an intensification of DM to sharpen and adjust the knowledge acquired.

2. Data are personal footprints giving hints about subjects we may want to have some more knowledge about.
Data are the product of man. They say something about him, even if it can be quite tricky to specify exactly
what.61 They are traces of his actions left in the digital environment which has become the main habitat
and global ecosystem for contemporary civilized communities. Thus the more he deploys his own life in
it, the more he leaves a datafied projections of himself. So, making unitary sense of these projections needs
appropriate tools. That’s why DM is for.

3. Models based on data are “somewhat” justified tools for decisions making.
DM offers a kind of “knowledge” (in both senses of “correlations” and “causal relations”) highly dependent
on the quality of data as well as the techniques used to get it, so it actually offers the possibility to back a
certain decision with reference to a complex series of informations: such as the data sets used as well as the
technical procedures applied. Two points are important here:
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a. since those procedures are in the hands of qualified experts who master them but are not necessarily the
subject in charge for relevant decisions about future actions to be taken, the ability to give a complete
“back up argument” is split into a wide array of people, making it difficult to be re-collected promptly.
As a result, very often the decisions taken is “opaque” to people whose life is touched by them;

b. even if at the disposal of a “collective mind”, because of the constantly changing amount of relevant data,
the reasons behind the decisions taken are highly defeasible and can be falsified from any variation on
the dataset.

4. Models based on group profiling, create the basis for general policies so…

5. … they can generate a “modeling loop”.
As we saw earlier, DM is often used by powerful economic agents, in particular IT companies with the aim
to build or to rely – for their business – on general models of behavior of masses of people interacting with
each other. This fact creates the “modeling loop” we talked about, raising concerns for surveillance issues
as well as for human auto-determination and freedom in general.
Finally, we are now in the position to list the points in need of future organic research in order to deepen
the ethical, legal and social analysis on DM:

a. deepening the dynamics of the “modeling loop” with particular reference to “virtual” groups;
b. introducing a “epistemological precautionary principle” (EPP) in defining DM and data-related knowl-

edge;
c. stepping into specific DM techniques and algorithms to classify concrete ethical and legal risks;
d. creating within any medium-to-large business administration interdisciplinary committees to monitor

the elaboration of models and cooperate with academic researchers on the subject.

We may start from here to open new interdisciplinary fields of research on the evolution of our “quantified
selves”.62
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You Are Looking For,” Duke Law and Technology Review 16: 18–84.
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38, no. 3 (2017): 50; M. Hildebrandt, “Defining Profiling: A New Type of Knowledge,” in Profiling the European Citizen. Cross-Disciplinary
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Directive And Automated Profiling,” Computer Law & Security Review 17, no. 1 (2001): 17–24.
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GDPR to a complete automation in the management of the objections raised as long as it falls within the exceptional cases of art. 22, § 2. The
only way to avoid this chain of automations would be to exercise the right to human intervention, with the above mentioned consequence
of loosing the right to contest. For a complete discussion on this point and in particular on the “right to contest”, cfr. C. Sarra, “Il diritto di
contestazione delle decisioni automatizzate nel Regolamento Europeo sulla Protezione dei Dati Personali,” Anuario de la Facultad de Derecho
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