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1 Introduction

Common factors capture the most relevant time variation in that it is spread across

the variables in a panel. Due to relevance and practicality when treating the prob-

lem of dimensionality in large data sets, factor models have been extensively used

in finance and macroeconomics. For estimation and inferential theory under dif-

ferent frameworks, see among many others, Forni et al. (2000), Stock and Watson

(2002), Bai and Ng (2002), Bai (2003), Forni et al. (2004), and Forni et al. (2005).

As a standard practice, most empirical studies rely on the existence of per-

vasive factors, that is, factors that spread over and explain the full cross-section

of analysed variables. One of the most common approaches to recover factors is

the principal component analysis (PCA), mainly in situations when N increases

in contrast with a the state space setup that is used when N is small, Bai (2003).

However, in recent years, multilevel factor structures have attracted attention in

either theoretical or empirical research. The cornerstone of these models is to de-

compose the common factor structure into different levels, with factors associated
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to the full cross-section, i.e. pervasive, and factors that impact on and explain

only a specific subgroup of variables, the non-pervasive factors. Such a possibility

might become extremely relevant, as Boivin and Ng (2006) point out that factors

that have stronger loadings on some specific groups of series than others may lead

to biased or even inconsistent principal components estimates for the unobservable

factors.

The literature includes different approaches leading to multilevel factor mod-

els. One of the possible choices implies a number of zero restrictions in the associ-

ated loadings matrix, as discussed in Wang (2010), Choi et al. (2018), and Breitung

and Eickmeier (2016) for the stationary case, and Rodríguez-Caballero and Erge-

men (2017) for the non-stationary case. In such proposals, the factor structure is

split into pervasive and non-pervasive common factors that are usually identified

as global and regional (or local) factors, as the application of these models usually

split data on a geographical basis as in Kose et al. (2003). Global factors affect

all variables in the panel, whereas regional ones affect only those in the respective

region.

In this paper, we extend the literature of multilevel factor models by consid-

ering a new scenario in which the factor structure is more detailed with respect to

the impact of factors on groups of variables. In this way, we are able to charac-

terise both within-group and between-group variations. Thus, our factor structure

allows for some interactions among groups or regions that do not contain informa-

tion of the remaining groups. In turn, this allows disentangling the role of pervasive

factors, the global ones, from the role of regional factors, active in a single local

area or in a single group of variables, and, in the meantime, identifying factors

associated with more than a single block. The latter factors are not pervasive in

the cross-sectional dimensions, but allow for common behaviours across a subset

of the blocks. We might refer to these interaction components as semi-pervasive

factors.

The estimation method we propose for our novel multilevel factor model

is similar in spirit to the sequential least square procedure proposed by Breitung

and Eickmeier (2016). We employ a successive procedure of canonical correlation

analysis (CCA) and PCA to obtain initial values for all the factors involved in

the model structure. Then, a sequential least square procedure is used to estimate

each one of the unobservable common factors. The different levels of factors are

orthogonal to each other to ensure that the effects of a specific level of factors

do not leak into other level. We also assess the methodology proposed in relatively
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small samples by Monte Carlo simulations through which we show that the method

correctly identify the factors.

We accompany the methodological advancement with an empirical analysis

on the credit default swap (CDS) market. In particular, we analyse the multilevel

factor structure that characterise a panel of sovereign CDS spreads for more than 50

countries with the purpose of identifying the sources of commonality and how these

have an impact on the risk of a CDS portfolio. Our empirical study is thus related to

the work of Longstaff et al. (2011), which also discusses the presence and sources

of commonality across sovereign CDS spreads, but limits the analysis to the use

of principal components. Our purpose is to show that the multilevel factor model

might provide a different viewpoint by associating commonality to latent factors

capturing different country features. In fact, the multilevel factor model builds on

grouping criteria among the target variables, which are needed to disentangle the

role of global factors from that of local factors, where the latter are group-specific,

and further introduces semi-pervasive factors capturing across-groups patterns. In

our case, we show that a multilevel model based on country groupings build upon

the Debt/GDP ratio or the sovereign rating provide views that differ from those

associated with principal components, and that are more easily economically inter-

preted. The analysis of commonality associated with economically based country

groupings and the adoption of a multilevel model is new in the literature.

A further work linked to our analysis is that of Fabozzi et al. (2016), who

employ PCA and independent component analysis over a collection of European

sovereign spreads. Their purpose is to evaluate the evolution of risk in the CDS

market building on the role of the latent factors. In our work, to further highlight

the different views provided by multilevel models and principal components, we

take a step in a direction close to that of Fabozzi et al. (2016), still focusing on

the risk dimension, but from a different angle. In fact, we will show which is the

role of principal components and latent factors extracted from a multilevel model in

generating the risk of portfolios built with sovereign CDS. In this way, we highlight

that multilevel models allow for a more detailed evaluation of the risk drivers, and

show that grouping countries according to a given economic criteria has a crucial

role. To the best of our knowledge, we are the first to take this analysis from a

risk contribution perspective, using the tools introduced by Roncalli and Weisang

(2016).

The analysis of different roles of global and local factors in the CDS spreads

market is not novel, and has attracted considerable interest over the last decade.
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Longstaff et al. (2011) find a relevant role for global factors, as opposed to country-

specific, or local, factors by using principal components. Ang and Longstaff (2013)

decompose the CDS spread of European countries and U.S. states into systematic

(i.e. common) and idiosyncratic (i.e. local) and use the decomposition to compare

the two economic areas. Augustin and Tedongap (2016) build again on princi-

pal components to show the relevance of U.S.-based variables as global drivers of

sovereign CDS spreads. Fender et al. (2012) adopt a different modelling framework

for analysing the role of global and regional risk drivers. Overall, the use of prin-

cipal components is widespread in studies dealing with the identification of CDS

risk factors and in the analysis of commonality. A closely related study, though

based on a different approach, is that of Kocsis and Monostori (2016), which uses

a hierarchical model to disentangle global and local factors. However, none of the

previous studies allow for the existence of semi-pervasive factors as in our multi-

level model. In our analyses, we contrast the multilevel outcomes with PCA and

show that the two approaches lead to the identification of latent factors with a dif-

ferent exposure to macroeconomic and financial drivers. The different key is that

the factors coming from PCA are more homogeneous in the exposure to economic

drivers than the factors associated with country groupings and extracted from a

multilevel model. This opens the door for the possibility of an easier identification

and interpretation, from an economic viewpoint, of latent factors.

The remainder of the paper is organised as follows. Section 2 introduces

the model and the estimation methodology used, while Section 3 presents a finite

sample study based on Monte Carlo simulations. Section 4 describes the data and

the approaches for country grouping, while Section 5 discusses the features of the

multilevel-based factor and contrasts them with PCA. Section 6 presents the risk

contribution analysis. Section 7 performs subsample analyses. Section 8 presents

the conclusion of this paper.

2 A multilevel model with subgroup factors

We consider a block-structured factor model in which the unobservable common

factor structure may be classified in many different levels according to the number

of blocks formed by data. Our model differs from standard multilevel factor models

recently used in the literature because we allow for interactions among blocks in

contrast with the standard two-level approach that assumes only global and regional

factors.
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For clarity of exposition, consider a panel data formed by three different

blocks of data, B1, B2, and B3. A general factor structure may be formed by the

global factor, Gt, which is a top-level pervasive factor that affects all blocks of

data, the pairwise factors, Fkj,t =
(
F ′12,t, F

′
13,t, F

′
23,t

)′, which are sublevel per-

vasive factors that affect only the blocks (B1, B2) in the case of F12,t, for in-

stance. Finally, the factor structure is also formed by the block-specific factors,

Fk,t =
(
F ′1,t, F

′
2,t, F

′
3,t

)′, which are the non-pervasive factors that affect only a

particular block. Such factor structure is displayed in Figure 1.

Figure 1: Factor structure formed by three different blocks of data.

Then, the three-block factor model is written as

yk,it = γ′k,iGt + κ′kj,iFkj,t + λ′k,iFk,t + uk,it, (1)

where k = 1, 2, 3 indicates the block, index i = 1, . . . , Nk denotes the i′th cross-

section unit of block k, t = 1, . . . , T is the time dimension, and kj means in-

teraction between blocks k and j ∈ 1, 2, . . . , k with k 6= j. The total num-

ber of cross-sectional units is N = N1 + N2 + N3. Unobservable common

factor structure is decomposed as discussed before: the rG × 1 vector Gt =

(g1,t, . . . , grG,t)
′ contains the rG unobservable global factor, the rFkj × 1 vector

Fkj,t =
(
fkj,1,t, . . . , fkj,rFkj ,t

)′
contain the pairwise block factors that interact

only between blocks k and j with k 6= j, and the vector rFk × 1 vector Fk,t con-

sists of the rFk unobservable block-specific factor of block k. γk,i, κkj,i, and λk,i
are the rG, rFkj , and rFk - dimensional factor loadings. The number of global, pair-

wise, and block-specific factors as well as the cross-sectional dimension can natu-

rally vary in each block k. The idiosyncratic term denoted by uk,it satisfies, for our

purposes, the standard assumptions of an approximate factor model, see Bai (2003)

for the standard case or Wang (2010) and Choi et al. (2018) for the multilevel case.

However, the model may also allow for long-range dependence processes from
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which the common component and the idiosyncratic components should follow

the assumptions provided by Rodríguez-Caballero and Ergemen (2017).

We can rewrite (1) for the three blocks in a system way as

y1,·ty2,·t

y3,·t

=

γ1 κ121 κ131 0 λ1 0 0

γ2 κ122 0 κ232 0 λ2 0

γ3 0 κ133 κ233 0 0 λ3





Gt

F12,t

F13,t

F23,t

F1,t

F2,t

F3,t


+

 ε1,·tε2,·t

ε3,·t

 ,

yt = Λ∗F ∗t + εt, (2)

where F ∗t =
(
G′t, F

′
12,t, F

′
13,t, F

′
23,t, F

′
1,t, F

′
2,t, F

′
3,t

)′ and Λ∗ = [Γk,Kk,Λk]. The

system is written in a matrix form as

Y = F ∗Λ∗
′
+ E,

where the dimension of Y, F ∗, and Λ∗ being T ×N , T × rH, and N × rH, respec-

tively, with rH = rG + rF12 + rF13 + rF23 + rF1 + rF2 + rF3 defining the total

number of unobservable common factors.

Following ideas in Wang (2010), Choi et al. (2018), and Breitung and Eick-

meier (2016), the factors loadings are identified up to a linear transformation of the

following form,

A =



A00 0 0 0 0 0 0

A10 A11 0 0 A14 A15 A16

A20 0 A22 0 A24 A25 A26

A30 0 0 A33 A34 A35 A36

A40 A41 A42 A43 A44 0 0

A50 A51 A52 A53 0 A55 0

A60 A61 A62 A63 0 0 A66


, (3)

where to identify the factors, it is necessary to adapt usual normalisations as in

PCA. First, orthonormal global, pairwise, and block-specific factors are given by

A00 =
(
T−1

∑T
t=1G

0
tG

0′
t

)−1/2
, Abb =

(
T−1

∑T
t=1 F

0
kj,tF

0′
kj,t

)−1/2
for b =
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1, 2, 3 and k 6= j, and Abb =
(
T−1

∑T
t=1 F

0
k,tF

0′
k,t

)−1/2
with b = 4, 5, 6, re-

spectively. Second, N−1Γ′kΓk, N−1K ′kKk, and N−1Λ′kΛk are diagonal matri-

ces. And third, the matrix A in (3) imposes that the blocks among global, pair-

wise, and block-specific factors are orthogonal with each other, implying that

Abkbj = 0 ∀ bk 6= bj with bk = (1 . . . , 6) and bj = (0, 1 . . . , 6).

The model specified by (1) can be extended to more than three blocks, al-

though the complexity of the model as well as the number of restrictions for iden-

tification, as in (3) for the case of three blocks, will naturally increase with the

number of blocks involved.

2.1 Estimation

The estimation procedure is based on the sequential approach proposed by Breitung

and Eickmeier (2016) in which the main goal is to minimise the residual sums of

square (RSS) function

S (F ∗t ,Λ
∗) =

T∑
t=1

(
yt − Λ∗F ∗t (θ̂)

)′
(yt − Λ∗F ∗t ) (4)

by a sequence of two least-squares regressions until RSS achieves a minimum. The

algorithm can be executed for the general case of k blocks as follow:

1. The algorithm starts by obtaining the initial values of the unobservable fac-

tors following the next strategy:

a) We emply canonical correlation analysis (CCA) on yk,it to obtain the

initial estimator of the global factor, Ĝ(0) =
(
Ĝ

(0)
1 , Ĝ

(0)
2 , . . . , Ĝ

(0)
T

)′
.

b) We regress yk,it on Ĝ(0)
t in each block k to filter out the global com-

ponent. Then, we get the residuals, y∗(0)ki,t , from each of the k separate

regressions.

c) We again employ CCA on y∗(0)k,it to obtain the next lower level block

factors.

d) Then, we regress y∗(0)k,it on the respective block factors involved and get

the residuals.

e) Steps c) and d) are sequentially executed until the initial estimates of

the pairwise block factors are obtained. We denote y∗∗(0)k,it as the resid-

uals after filtering the pairwise factors on each block k.
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f) Then, we run PCA on y∗∗(0)k,it to get individual block factors
(
F

(0)
1,it, . . . , F

(0)
k,it

)′
.

g) Once initial estimators are obtained, the loading factors at the initial

step are estimated from time-series regression of yki,t on the factors

involved in each specific block k. Consequently, the factor loading

matrix Λ̂∗(0) is constructed.

2. The updated estimator for the unobservable common factors are obtained by

a sequential procedure based on last reasoning and is executed as follow:

a) Run least-square yki,t on Λ̂∗(0) to get G∗(1)t .

b) Regress yk,it on Ĝ(1)
t in each block k to filter out the global component.

Get y∗(1)k,it .

c) Run least-square y∗(1)k,it on the next lower level block factors.

d) Repeat the same procedure as before until getting block-specific fac-

tors,
(
F

(1)
1,it, . . . , F

(1)
k,it

)′
.

e) Next, the updated (and normalised) factors F ∗(1)t are used to get the

associated updated factor loading matrix Λ̂∗(1).

3. Step 2 is repeated until RSS converges to a minimum from which F ∗t and Λ̂∗

are collected.

4. The last step consists in orthogonalising each level of factor estimates with

respect to the remaining factors. Such orthogonalisation can be sequentially

executed as before. Since all factors are orthogonalised with each other, we

can now perform a correct variance decomposition of individual variables

with respect to each factor.

3 Monte Carlo Simulation

In this section, using a Monte Carlo study, we examine the finite-sample properties

of the estimation procedure proposed in Section 2.1. We focus on the case of three

blocks for simplicity.

In our Monte Carlo study, the model in (1) is generated with three indepen-

dent blocks, k = 3, with Nk ∈ {20, 50, 200} cross-sectional units in each block,

and T ∈ {150, 1500, 5000} sample sizes. We consider for simplicity only one

global factor, Gt, one factor in each pairwise block
(
F ′12,t, F

′
13,t, F

′
23,t

)′, and one
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block-specific factor in each block
(
F ′1,t, F

′
2,t, F

′
3,t

)′. All the unobservable fac-

tors are generated by a stationary AR(1) process where autoregressive parameters

are taken as 0.5 with variances σ2 ∈ {1, 2} to study the relative impact of a spe-

cific level of factor to the remaining ones. Furthermore, we consider that idiosyn-

cratic terms uk,it
iid∼ N (0, 2φ) with φ controlling the signal-to-noise ratio with

φ = {5, 2, 0.5}, corresponding to low, medium, and high signal-to-noise ratios. All

loading factors are generated as N(1, 1) following Boivin and Ng (2006). In each

experiment, we regress the actual factors on the estimated ones to evaluate the re-

liability of the procedure and compute coefficient of determinations for the global,

pairwise, and block-specific factors denoted as R2
G, R

2
F12
, R2

F13
, R2

F23
, R2

F1
, R2

F2
.

and R2
F3

, respectively. These coefficients can be considered as a measure of con-

sistency for all t, see Bai (2003). We compare the results obtained after applying

the methodology proposed in this paper with the global and regional factors esti-

mated by applying the methodology proposed by Breitung and Eickmeier (2016)

in their two-level factor model. All simulations are based on 1000 replications of

the model. Table 1 presents the results.

As can be seen from Table 1, the methodology proposed in this paper per-

forms well in relatively small samples (Nk = 20, T = 150) and performs very

well when sample sizes increase independently of size distortions between Nk and

T . A low signal-to-noise ratio (rows with φ = 5) makes the factors independently

of the level somewhat less precise, although such loss of precision is not dramatic.

Furthermore, it seems that changes in the variances in the factors do not have a

considerable impact in the estimation of the factors. Finally, we observe that in

cases when a factor structure consists also of some pairwise factors, neglecting

the existence of such factors, as in the two-level model proposed by Breitung and

Eickmeier (2016), the estimation of global and regional factors will be substan-

tially biased, performing very poorly even when the cross-section and time series

dimensions considerably increase. In this sense, we can conclude that one should

be cautious when analysing a panel data set consisting of different blocks of data.

4 Economic data and country grouping

The data set used in this paper collects the 5-year credit default swaps (CDS) pre-

mia on government bonds. We download the data from the Thomson Reuters

Datastream database. Our dataset is a balanced panel consisting of 53 countries

for each day for the period 1 January 2009 to 11 December 2017, yielding a to-
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Table 1: T = 150, 1500, 5000, Nk ∈ (20, 50, 200), and k = 3. The measure of
consistency of the unobservable factors estimated are presented in the report.

Methodology proposed in this paper Breitung and Eickmeier (2016)

φ σw σν σv R2
G RF 2

12
RF 2

13
RF 2

23
RF 2

1
RF 2

2
RF 2

3
R2
G RF 2

1
RF 2

2
RF 2

3

N_k = 20 T = 150

0.5 1 1 1 0.798 0.918 0.932 0.842 0.768 0.812 0.949 0.647 0.418 0.392 0.381
0.5 2 1 1 0.883 0.945 0.959 0.785 0.947 0.776 0.811 0.529 0.863 0.871 0.879
0.5 1 2 1 0.815 0.877 0.872 0.888 0.875 0.910 0.852 0.088 0.099 0.081 0.085
0.5 1 1 2 0.997 0.939 0.949 0.947 0.967 0.953 0.966 0.071 0.347 0.344 0.342
2 1 1 1 0.923 0.734 0.771 0.781 0.782 0.836 0.877 0.610 0.406 0.381 0.367
2 2 1 1 0.838 0.922 0.756 0.841 0.771 0.773 0.756 0.496 0.847 0.863 0.866
2 1 2 1 0.856 0.835 0.817 0.805 0.852 0.939 0.916 0.084 0.104 0.081 0.083
2 1 1 2 0.986 0.836 0.874 0.769 0.899 0.908 0.887 0.565 0.353 0.339 0.323
5 1 1 1 0.885 0.755 0.746 0.644 0.848 0.739 0.830 0.576 0.392 0.359 0.368
5 2 1 1 0.723 0.894 0.771 0.538 0.639 0.645 0.617 0.476 0.825 0.836 0.839
5 1 2 1 0.881 0.751 0.739 0.719 0.935 0.923 0.936 0.082 0.096 0.081 0.079
5 1 1 2 0.971 0.727 0.713 0.724 0.841 0.820 0.820 0.547 0.334 0.299 0.308

Nk = 50 T = 1500

0.5 1 1 1 0.993 0.986 0.985 0.982 0.988 0.989 0.988 0.758 0.417 0.390 0.385
0.5 2 1 1 0.929 0.988 0.985 0.841 0.966 0.926 0.859 0.575 0.707 0.629 0.526
0.5 1 2 1 0.933 0.971 0.948 0.964 0.970 0.944 0.965 0.051 0.049 0.071 0.072
0.5 1 1 2 0.999 0.986 0.985 0.984 0.991 0.991 0.990 0.491 0.335 0.334 0.342
2 1 1 1 0.981 0.955 0.953 0.951 0.972 0.972 0.971 0.717 0.427 0.396 0.403
2 2 1 1 0.911 0.980 0.976 0.827 0.938 0.907 0.839 0.555 0.700 0.626 0.525
2 1 2 1 0.901 0.941 0.910 0.928 0.964 0.925 0.955 0.054 0.044 0.071 0.072
2 1 1 2 0.996 0.956 0.956 0.956 0.974 0.974 0.974 0.489 0.343 0.337 0.332
5 1 1 1 0.954 0.897 0.897 0.892 0.936 0.937 0.934 0.681 0.437 0.392 0.397
5 2 1 1 0.879 0.964 0.958 0.777 0.902 0.870 0.778 0.528 0.887 0.416 0.815
5 1 2 1 0.909 0.888 0.864 0.886 0.973 0.937 0.948 0.054 0.046 0.071 0.071
5 1 1 2 0.989 0.901 0.899 0.899 0.941 0.941 0.941 0.482 0.327 0.318 0.330

Nk = 200 T = 5000

0.5 1 1 1 0.997 0.996 0.995 0.994 0.996 0.996 0.997 0.865 0.384 0.376 0.379
0.5 2 1 1 0.940 0.994 0.995 0.863 0.990 0.950 0.873 0.595 0.724 0.744 0.741
0.5 1 2 1 0.928 0.977 0.945 0.972 0.973 0.931 0.957 0.057 0.011 0.071 0.070
0.5 1 1 2 0.999 0.995 0.995 0.994 0.997 0.996 0.997 0.498 0.343 0.337 0.334
2 1 1 1 0.993 0.988 0.988 0.986 0.991 0.993 0.992 0.818 0.448 0.403 0.407
2 2 1 1 0.933 0.991 0.993 0.849 0.982 0.939 0.858 0.575 0.918 0.747 0.547
2 1 2 1 0.926 0.970 0.935 0.972 0.983 0.927 0.951 0.055 0.013 0.072 0.068
2 1 1 2 0.999 0.988 0.989 0.988 0.993 0.993 0.993 0.498 0.341 0.333 0.339
5 1 1 1 0.985 0.973 0.972 0.970 0.981 0.983 0.982 0.742 0.461 0.421 0.417
5 2 1 1 0.931 0.988 0.990 0.850 0.977 0.932 0.853 0.562 0.412 0.442 0.145
5 1 2 1 0.891 0.950 0.900 0.954 0.979 0.896 0.936 0.057 0.013 0.069 0.070
5 1 1 2 0.998 0.974 0.974 0.974 0.985 0.985 0.985 0.496 0.328 0.334 0.334

Notes: The DGP is yk,it = γ′k,iGt+κ
′
kj,iFkj,t+λ

′
k,iFk,t+uk,it., where k = 1, 2, 3 and i ∈ (20, 50, 200)

and T ∈ (150, 1500, 5000). uk,it
iid∼ N (0, 2φ) are independently generated with φ controlling the

signal-to-noise-ratio with φ = {5, 2, 0.5}. Only one top-level factor, one pairwise factor in each pairwise block,

and one block-specific factor in each block are considered. Gt = 0.5Gt−1 +wt with wt ∼ IIDN(0, σw) and

σw ∈ (1, 2), Fkj,t = 0.5Fkj,t−1+νt with νt ∼ IIDN(0, σν) and σν ∈ (1, 2), and Fk,t = 0.5Fk,t−1+vt

with vt ∼ IIDN(0, σv) and σv ∈ (1, 2). R2
G is the R2 of a regression of actual on estimates global factor.

The same coefficient of determinations are computed according to the case. All experiments are based on 1000

replications.
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tal of 2,333 daily observations for each country. In our analyses, we work with

the standardised log-changes of the CDS premia1. We stress that our dataset con-

tains both developed countries as well as emerging countries. We define the panel

composition in order to balance the cross-sectional dimension and the temporal

coverage of the CDS data.

The adoption of a multilevel factor model requires the existence of groups,

or clusters, among the variables of interest. We cluster the 53 countries in two

different ways: i) using the median of the Debt/GDP ratio of at most 8 years (2009 -

2017), and ii) clustering the countries by the last credit rating assigned by Standard

& Poor’s. Given these choices for clustering countries, we will evaluate the role of

both the credit rating and the Debt/GDP ratios in driving the commonality across

the countries included in our panel. In fact, the multilevel model will provide, apart

from a global factor, a set of latent factors associated with single country groups

and across sets of country groups.

When clustering the countries with respect to the median of Debt/GDP ratio,

we identify three different groups: the first comprises the 16 countries with the

highest ratios, (i.e. over 70%); the second group includes the 19 countries with a

Debt/GDP ratio between 70% and 45%; the last group contains the remaining 18

countries with the lowest ratio, (i.e below 45%). Table 2 illustrates the countries

clustered by the level of Debt/GDP ratio, and the median ratios used to identify the

groups.

We then cluster the countries with respect to the credit rating assigned by

Standard & Poor’s in 2017. The first group is formed by the 16 countries with

the highest rating (above A+), the second group includes 10 countries, those with

a high-medium rating (from A- to A+), the third is formed by the 14 countries

with medium-low rating (from BBB+ to BBB-), and the remaining 13 countries

are allocated in the lowest rating group. Table 3 depicts the countries clustered by

the S&P credit rating.

The two grouping criteria are based on different, though linked, economic

quantities. To verify if the two groups are somewhat related, we run a simple asso-

ciation analysis between the two country classifications, where classes correspond

to groups; Table 4 contains the result.

We observe how the two clustering criteria do not provide associated clas-

sifications. We read this evidence as reflecting the different informative content of
1Table B1 in Appendix B shows the countries included in the analysis as well as the descriptive

statistics of the associated CDS logarithmic returns.
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Debt to GDP Ratio (Median -2009-2017)

High Medium Low

Country Ratio Country Ratio Country Ratio

Japan 186.27 Germany 68.30 Sweden 41.60
Italy 132.60 Colombia 67.28 Latvia 40.10

Portugal 130.40 Netherland 65.62 Panama 39.20
Slovak 112.00 Abu Dhabi 65.52 Korea 38.39
Cyprus 107.80 Dominican 64.87 Denmark 37.80

Belgium 105.90 Finland 63.60 Romania 37.60
Iceland 105.73 Vietnam 62.40 Czech 37.31
Ireland 100.43 Costa rica 62.00 Turkey 36.10

UK 96.78 Israel 61.90 Bahrain 35.94
France 96.00 Brazil 60.58 Norway 35.60
USA 94.41 Poland 54.10 Thailand 31.61
Egypt 92.30 Malaysia 52.16 Venezuela 28.20

Hungary 92.17 South africa 51.60 Indonesia 27.78
Spain 91.54 Philipines 51.00 Guatemala 24.27

Austria 84.60 El salvador 49.52 Peru 21.68
Slovenia 78.50 Mexico 47.90 Chile 21.30

Dubai 47.60 Kazakhstan 11.74
Qatar 47.60 Russia 9.10
China 46.20

Table 2: Countries clustered with respect to the median of Debt/GDP ratio

Country rating S&P 2017

Highest High-Medium Medium-Low Lowest

Country Rating Country Rating Country Rating Country Rating

Austria AA+ Chile A+ Colombia BBB- Brazil BB-
Belgium AA China A+ Hungary BBB- Costa rica BB-
Czech AA- Iceland A Indonesia BBB- Cyprus BB+

Denmark AAA Ireland A+ Italy BBB Dominica BB-
Dubai AA Israel A+ Kazakhstan BBB- Guatemala BB-

Abu Dhabi AA Japan A+ Mexico BBB+ Russia BB+
Finland AA+ Latvia A- Panama BBB South africa BB
France AA Malaysia A- Peru BBB+ Turkey BB

Germany AAA Slovak A+ Philipines BBB Vietnam BB-
Korea AA Slovenia A+ Poland BBB+ Bahrain B+

Netherland AAA Portugal BBB- Egypt B-
Norway AAA Romania BBB- El Salvador CCC+
Qatar AA- Spain BBB+ Venezuela SD

Sweden AAA Thailand BBB+
UK AA

USA AA+

Table 3: Countries clustered with respect to the last credit rating provided by S&P
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Rating / Debt/GDP High Medium Low All
High 5 6 5 16
Medium-High 5 3 2 10
Medium-Low 4 4 6 14
Low 2 6 5 13
All 16 19 18 53
Association test statistic = 3.973 - P-value 0.68

Table 4: Frequency of countries over the two classification criteria - the last row
reports the Chi-square test statistic for the null of no association between the two
classification criteria for country grouping - the test statistic is distributed as a Chi-
square with 6 degrees of freedom.

the two clustering criteria. On the one hand, this suggests that by fitting a multilevel

factor model on the two different country classifications, we could observe dissim-

ilar results and recover interesting, though not aligned, economic interpretations.

On the other hand, this might call for a more general clustering criteria, based on

statistical clustering approaches. We also consider this additional possibility in a

preliminary set of analyses. However, the findings, with respect to those obtained

from multilevel models based on our economically based clustering, were clearly

inferior. We thus decided to not report these additional evidences in the paper, but

to made available them upon request.

The differences between the two clustering criteria could also suggest to

cross them to recover a finer classification (thus including 12 groups). Despite

this being of some relevance, the multilevel model that we would define will be

characterised by a very large number of potential factors (larger than the number of

variables), requiring strong assumptions for identification. We thus decided to not

follow this line of research and maintain our focus on the two distinct classification

criteria.

Clearly, other a-priori country grouping criteria could be considered, start-

ing from different economic measures linked with the CDS dynamic and/or the

sovereign debt evolution and risk. Starting from the work of Aizenman et al.

(2013), we might consider, for instance, Fiscal space measures (public debt and/or

fiscal balance over taxes), but other indicators might be used. Other cases could

include measures of the external debt both in absolute terms as well as relatively

to the GPD, the inflation level, indicators of trade openness, or measures of the

per capita growth or country wealth. Finally, one might consider clustering based

on the term structure of the CDS spreads that might convey information on the
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sovereign credit risk; see Augustin (2018). Given the vast number of choices we

might face, we limit ourselves to a couple of relevant, from our point of view, cases.

We left further comparative analyses to future research.

5 Global and economic-driven factors in CDS

We proceed with the estimation of the multilevel factor model on the CDS data.

We consider two model specifications based on the two criteria used to classify

the CDS data and described in the previous section. In detail, we fit a model for

the Debt/GDP ratio classification and a model based on credit rating classification.

Given that the two criteria lead to a different number of groups, the two fitted

models will have a different number of factors.

In the following, in tables, figures as well as in the text, we will refer to

groups by focusing either on the indicator level (Debt/GDP or rating) or on the

factors. Overall, we have 15 factors in the rating case and 7 factors in the Debt/GDP

case. The multilevel factor model for the Debt/GDP case exactly corresponds to

the specification in equation 2, while the rating case has an equivalent, though

more complex, structure. In the latter model, apart from the global factor and the

group-specific, or local, factors, we have two collections of semi-pervasive factors:

the first includes the four factors associated with the different sets of three country

groups; and the second contains the six factors associated with pairs of groups. In

Appendix A we provide detailed equations for the two specifications while Table

B2 in Appendix B shows the matching between the factors and the country groups.

In addition, for comparison purposes, we estimate the factor affecting the

CDS evolution by PCA. To estimate the optimal number of unobservable factors,

that is, the number of principal components to consider, we use the procedure

proposed by Alessi et al. (2010) that improves the penalisation in the well-known

criteria of Bai and Ng (2002). Such improvement is given by a tuning multiplicative

constant that leads to heteroskedasticity robust inference. In our CDS dataset, we

thus identify four factors, that is, we focus on the first four principal components.
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Figure 2: Box plots of estimated coefficients (loadings) of the model in (A1) for
country groups based on the Debt/GDP ratio (High, Medium and Low levels), see
Table 2. By row, from top to bottom, left to right: loadings to the global factor;
loadings to the HM factor; loadings to the ML factor; loadings to the HL factor;
loadings to the single group factor.
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Figure 3: Box plots of estimated coefficients (loadings) of the model in (A2) for
country groups based on the sovereing debt rating (High, High-Medium, Medium-
Low, and Low levels), see Table 3. By row, from top to bottom, left to right load-
ings to the factors: global; H-HM-ML, H-ML-L, H-HL-L; HM-ML-L; H-HM;
H-ML; H-L; HM-ML; HM-L; HL-L; ML-L; single.
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Figure 4: Box plots of loadings of the model in (A3) to the principal components
from 1 to 4.

Figure 5: Box plots of estimated coefficients (loadings) of the model in (A3) to
the principal components for country groups based on the Debt/GDP ratio (High,
Medium and Low levels), see Table 2. By row, from top to bottom, left to right:
loadings to the first factor; loadings to the second factor; loadings to the third
factor; loadings to the fourth factor.
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Figure 6: Box plots of estimated coefficients (loadings) of the model in (A3) to the
principal components for country groups based on the sovereign debt rating (High,
High-Medium, Medium-Low, and Low levels), see Table 3. By row, from top to
bottom, left to right: loadings to the first factor; loadings to the second factor;
loadings to the third factor; loadings to the fourth factor.

Figures 2 to 4 report the box-plots for the estimated loadings across country

groups.2 To avoid scale effects due to the variances of the factors, the figures report

loadings scaled by the volatility of the factors. We observe that for the Debt/GDP

case, the global factor appears to impact in a more relevant way to Medium and

Low Debt/GDP ratio groups rather than for the High ratio group. Irrespective of

the group, the global factor positively impacts on the CDS returns, allowing us

to safely interpret it as a market factor. Factor F12, impacting only on High and

Medium Debt/GDP ratio groups, is more relevant for the High group compared

with the Medium. Notably, factors F13 and F23 (impacting on High-Low, and

Medium-Low groups, respectively) seems to be less relevant as the median load-

ings are rather small. Factor F23 (Medium-Low) has, in general, negative loadings
2We chose to summarise loadings into box-plots given the large number of countries CDS we are

considering. Detailed data, including the country-specific loadings, are available upon request.
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to country CDS, while factor F13 (High-Low) positively impacts on CDS in most

cases. Finally, the group-specific factors (F1, F2 and F3) show average loadings

close to zero for the Medium and Low Debt/GDP ratio groups (F2 and F3, respec-

tively) and positive loadings to CDS for the High Debt/GDP ratio group. From

an economic viewpoint, the countries with High Debt/GDP ratio are those less ex-

posed to the global factor, which is interesting as it possibly signals the existence of

relevant differences between this group and the other countries. We also note that

the High Debt/GDP ratio group is also more exposed to the High-Medium factor

(F12), which might thus be largely driven by the behaviour of the high group, and

is positively exposed to the group-specific factor. This strengthens our view that

the High Debt/GDP ratio country group is characterised by different behaviours in

the CDS dynamic compared with the Medium and Low Debt/GDP groups.

Moving to the rating case, we observe that results are more heterogeneous.

The global factor has positive loadings to CDS rates with larger impact for the two

central groups (the High-Medium and Medium-Low rating groups). For combined

factors (impacting on two or three rating groups), it is complex to identify patterns,

even if, in some cases, we might observe a predominance of the combined fac-

tors for specific rating-based country groups. Finally, group-specific factors seem

more relevant now, as they are characterised by loadings with larger sizes. These

evidences might be due to the more complex structure of the multilevel model. No-

tably, both low rating and high rating groups seems to be less exposed to the global

factor, possibly as a consequence of the heterogeneity within the groups. This is

also in line with the relevant role played by the group-specific factors.

Finally, we consider the principal component analysis. Similarly to the mul-

tilevel factor models, we analyse the box-plots of the loadings, grouping them by

either principal components, Figure 4, or coherently with the fitted multilevel mod-

els, Figures 6 and 5. We observe that the first principal component has the largest

and more stable loadings across all the CDS, without remarkable differences across

groups. Further, if we analyse the loadings of the components from the second to

the fourth across the country groups (Debt/GDP ratio and rating), we do not see

patterns that allow us to match principal components with groups. Apart from the

first principal component, all other principal components have loadings more dis-

persed. This signals that the principal components have a less clear connection

with the country groups based either on the Debt/GDP ratio or the sovereign rat-

ing, while the multilevel model, given it is grounded on an economically based

classification criteria, provide interpretable factors by construction.
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Apart from the evaluation of the loading, a first comparison between the two

multilevel factor models and the more traditional PCA, might build on the ability

of the models in capturing the behaviour of the CDS returns. We monitor this as-

pect by focusing on the fraction of the variance explained by the estimated factors,

Figure 7, and the correlation between model residuals, Figure 8. Similarly to the

loadings case, we compare PCA results by grouping them according to the groups

adopted in the multilevel models. The fraction of variance explained by the PCA

and by the multilevel model in the Debt/GDP case are very close, while the model

based on rating groups provides more interesting and heterogeneous results. This

could be a consequence of the larger flexibility of the model, which is capable of

capturing the behaviour of specific country groups. Notably, the extreme groups

(High Debt/GDP ratio, Low and High rating) show a smaller fraction of explained

variance. Again, we link this to the heterogeneity existing within the groups. Mov-

ing to the correlation analysis, the principal components seem to provide slightly

better results compared with the multilevel models; in addition, the two multilevel

factor models provide residual correlations that are very close.

Summarising our findings, by moving from principal components to multi-

level models, we note relevant changes in the loadings to the latent factors despite

the overall fit of the model being substantially equivalent. On the one hand, this

challenges the potential benefits of the multilevel model, an aspect we will discuss

in the following subsection. On the other hand, this highlights that a somewhat

more detailed model built on economically based grouping criteria is expected to

provide a better economic description of the relation among target variables (i.e.

the CDS spreads) compared to a purely data-driven model.

5.1 Are principal components and latent factors different?

We now take a deeper look at the differences between the latent factors recovered

by our approach and factors obtained by a more standard principal component

analysis. We start with a simple comparison between the dominant factor within the

principal component setting and the global factor from our two multilevel models.

Figure 9 shows the scatterplots between them.

We clearly note a positive correlations in both cases, thus suggesting that the

dominant factors in the various approaches are possibly capturing the same latent

behaviour. Table 5 shows the correlation between the first four principal compo-

nents and the latent factors based on the Debt/GDP ratio. Notably, the global fac-

tor, despite being highly correlated with the first principal component (correlation
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Figure 7: Box plots of the fraction of variance explained by the various methods.
Top row, left plot, multilevel factor model with country rating groups, right plot,
multilevel factor model with Debt/GDP groups. Bottom row, PCA model evaluated
on the same groups of the top plots.

equals 0.86), has a significant, and negative, correlation with the second and third

principal components, equal to -0.31 and -0.36, respectively. Furthermore, there is

no one-to-one matching between the latent factors and the first four principal com-

ponents, as there are, overall, 14 correlations that are above 0.2 (in absolute terms),

50% of the full set of correlations. Therefore, the latent factors seem to provide

a different view on the country CDS with respect to the descriptive elements we

might extract from PCA. The evaluation of Table 6 confirms this finding. Again,

the first principal component and the global factor are highly correlated, the cor-

relation coefficient equals 0.87, and the global factor is also negatively correlated

with the second and third principal components, as in the Debt/GDP ratio case.

Furthermore, there are 17 correlation coefficients that are above 0.2 in absolute

terms. In addition, the factor F1, specific to the group with High rating, is nega-

tively correlated to all the first four principal components. We can thus state that
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Figure 8: Box plots of the correlations between the original series and the resid-
uals from the multilevel models (top row: from left to right, country rating and
Debt/GDP groups respectively.) and the PCA model (bottom row).

the two multilevel factor models provide latent factors differing from PCA, despite

showing some common behaviour. To clarify in this respect, we report in Table 7

the correlations between the latent factors obtained from the two models. Notably,

apart from the expected high correlation between the global factors, equal to 0.95,

the subgroup factors do not show a clear match, confirming our intuition that the

two approaches for country groupings provide different information.

Both the principal component approach and our multilevel model allow for

analysing the commonality among CDS spreads. Both methods highlight the role

of common latent factors, in particular the global one. However, the use of a mul-

tilevel model attributes the commonality not just to global factors or to country

group-specific factors, but also to semi-pervasive factors that thus capture an inter-

mediate commonality aspect among the CDS spreads. From a different viewpoint,

we might interpret these semi-pervasive factors as linked to the heterogeneity of

the target variables. While the global factors capture the overall patterns and the
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Figure 9: Scatterplot among the first factor obtained from standard principal com-
ponent analysis and the global factors from both ways of clustering.

group-specific factor are associated with the common components within groups,

the semi-pervasive factors capture the part of the homogeneity associated with the

groups. Furthermore, while the principal components can be attributed ex-post, in

a more relevant way, to groups of countries, the factors extracted from a multilevel

model comes, by construction, from specific groups of countries. Consequently,

the interpretation of the model outcomes is simpler and immediate.

Factor/PC PC1 PC2 PC3 PC4
Global 0.863 -0.312 -0.361 0.159
F12 0.204 0.441 0.109 0.078
F13 0.158 0.054 0.085 -0.655
F23 -0.218 0.389 -0.872 -0.044
F1 0.129 0.183 0.227 0.204
F2 -0.112 0.075 0.037 0.680
F3 0.335 0.717 0.182 -0.027

Table 5: Correlation between principal components (on columns) and factors of a
multilevel model based on Debt/GDP ratio (1 is High, 2 is Medium and 3 is Low).

To further analyse the differences between the factors extracted by PCA and

those estimated with a multilevel model, we regress the factors on a set of world-

related macroeconomic variables, all expressed in daily returns over the same sam-

ple period of our analyses. We recover all data from Thomson Reuters Datastream.

Our first and second explanatory variables are the Dow Jones World Developed

and the Dow Jones World Emerging equity indexes. They will allow tracking of
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Factor/PC PC1 PC2 PC3 PC4
Global 0.870 -0.392 -0.213 -0.017
F123 0.338 0.697 -0.188 -0.122
F124 -0.013 0.132 -0.271 0.578
F134 -0.209 -0.172 -0.538 0.165
F234 -0.103 0.170 -0.688 -0.299
F12 -0.006 0.010 0.049 0.291
F13 0.002 -0.053 0.070 -0.029
F14 -0.018 -0.112 0.017 -0.123
F23 0.012 -0.050 -0.053 0.290
F24 0.040 -0.090 -0.036 -0.101
F34 0.041 -0.125 0.009 -0.015
F1 -0.207 -0.473 -0.203 -0.258
F2 0.110 0.039 0.126 0.020
F3 -0.039 0.117 0.060 -0.423
F4 0.122 -0.013 0.085 -0.040

Table 6: Correlation between principal components (on columns) and factors of
a multilevel model based on country rating (1 is High, 2 is High-Medium, 3 is
Medium-Low, and 4 is Low).

Global F12 F13 F23 F1 F2 F3
Global 0.950 0.008 0.114 -0.174 -0.120 -0.103 -0.011
F123 0.121 0.362 0.332 0.455 0.478 -0.046 0.417
F124 0.137 0.187 -0.571 0.265 0.170 0.243 -0.049
F134 0.089 -0.228 -0.042 0.446 -0.227 0.171 -0.255
F234 0.063 -0.066 0.043 0.651 -0.407 -0.174 0.068
F12 0.048 -0.141 0.185 0.003 0.064 0.617 0.035
F13 -0.014 0.219 0.104 -0.049 0.108 -0.018 -0.222
F14 -0.017 -0.132 -0.066 -0.030 0.047 -0.294 -0.031
F23 0.099 -0.306 -0.171 0.019 0.108 0.271 0.109
F24 0.045 -0.302 -0.175 0.052 0.324 -0.431 0.032
F34 0.066 -0.111 -0.150 -0.090 -0.124 -0.133 0.036
F1 0.008 -0.190 0.357 0.155 0.276 -0.058 -0.717
F2 0.036 0.021 0.274 -0.132 -0.043 0.210 0.101
F3 -0.148 -0.119 0.329 0.004 -0.187 -0.141 0.204
F4 0.074 -0.063 0.057 -0.067 0.254 -0.070 0.018

Table 7: Correlation between the factors of the two multilevel models. On columns
the factors based on the Debt/GDP classification (1 is High, 2 is Medium and 3 is
Low) while on the rows the factors based on the country rating classification (1 is
High, 2 is High-Medium, 3 is Medium-Low, and 4 is Low).
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the equity market impact on the sovereign CDS risk, separating the role of devel-

oped markets from that of emerging markets. The third regressor is the VIX index,

a fear index that we use to proxy the global uncertainty in the equity markets. It

captures the potential impact of financial market uncertainty on the sovereign bond

risk. Then, we include the oil price, a proxy for the commodity risk, which might

have an indirect impact on both the oil importing and oil exporting countries. The

impact will be mediated by the real economic effects of oil price changes. The fifth

variable we include is the U.S. nominal dollar broad index, a proxy for the currency

risk, a further indirect driver of possible changes in the sovereign risk. Finally, the

last four variables, all from FTSE, track the bond market3, a world composite total

return index for sovereign bonds (all maturities) to track the bond market impact

on the CDS spreads; the differential between the returns on the world total return

index for bonds with 10 years maturity and the returns on the world total returns

index for bonds with maturity from 1 to 3 years to track the impact of maturity risk

on the CDS spreads; the differential between the returns on the world total return

index for sovereign bonds with A rating and the returns on the world total returns

index for bonds with AAA rating to monitor the sovereign credit spread role; the

differential between the returns on the world total return index for big corporate

bonds with BBB rating and the returns on the world total returns index for big cor-

porate bonds with AAA rating to monitor the corporate credit spread role. Finally,

we point out we adopt time series regressions as we focus on the factors extracted

from the cross-section of CDS, and we thus differ from previous studies analysing

the heterogeneity in CDS spreads by means of panel regression; see for instance

Augustin (2018). Tables 8 - 10 report the estimated coefficients of our regressions.

The factors react in a significant way to several macroeconomic world drivers.

However, finding specific patterns for the multilevel factors seems hard. The

sovereign credit spread is more relevant, across factors, than the corporate credit

spread. The term spread becomes more relevant in the rating classification case, a

somewhat expected result, as the sensitivity to the maturity for a specific country

might be linked to the rating for the country debt. Equity indexes are also rele-

vant, with the Emerging index prevailing over the Developed index. Finally, the

currency seems also to be of some relevance. Overall, the factors react to different

subsets of macroeconomic drivers but without a clear economic intuition. We read

this evidence as distinctive of the model that builds factors on the basis of specific
3Contrary to the usual practice, all our bond-related variables are total return indexes and not

redemption yields, as the latter, unfortunately, were not available to us.
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country groupings, without a clear association with the global economic drivers we

select. The case of principal components is similar, but now the factors react, at

most, to the same set of drivers, in particular the second and third principal com-

ponents, making it virtually impossible to read their exposures from an economic

viewpoint. Summarising, we believe that the adoption of a multilevel model lead

to factors that are at least partially associated with an economic intuition, the one

behind grouping criteria.

6 A risk contribution analysis

To further explain the relation between the factors and the risk of sovereign CDS

co-movements, we proceed to an analysis focusing on the risk dimension. In a

related work, Fabozzi et al. (2016) analyse the volatility of latent factors extracted

from European CDS by means of PCA or by independent component analysis

(ICA). Their purpose was to highlight the sources of risk and relate the risk changes

to policies. In our case, we are interested in characterising the role played by the

various latent factors, coming from the multilevel model, in explaining the risk of

different country groups.

Therefore, we adopt a recent risk decomposition derived from the work of

Roncalli and Weisang (2016). We start from a general linear factor model, where

the covariance matrix of Rt equals

ΣR = BΣFB
′ + Σε, (5)

and where ΣR is the covariance of Rt, B is the matrix of factor loadings, ΣF is the

covariance matrix among the factors, and Σε is the residual covariance. For both

multilevel factor models and for PCA-based factors, ΣF is a diagonal matrix.

Despite that the covariance decomposition in (5) allows analysing the role of

each factor in explaining the variance of each element inRt, we prefer to work at an

aggregate level, that is, by focusing on portfolios. As our purpose is to identify the

risk drivers of sovereign CDS when countries are clustered according to a specific

criteria, we chose to analyse the risk decomposition for equally weighted portfolios

formed by the CDS of a specific country group. In particular, we consider four

equally weighted portfolios when clustering countries according to the rating and

three portfolios when clustering countries on the basis of the Debt/GDP ratio.
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Table 10: Regression Results for PCA

Dependent variable:

F1 F2 F3 F4

(1) (2) (3) (4)

Equity_D -9.133∗∗∗ -5.621∗∗∗ -9.321∗∗∗ 1.201
(2.376) (1.479) (1.411) (1.293)

Equity_E -20.730∗∗∗ 5.289∗∗∗ 13.051∗∗∗ -1.750∗∗

(1.596) (0.957) (0.969) (0.886)

VIX 0.110 -0.745∗∗∗ 0.518∗∗∗ 0.131
(0.181) (0.121) (0.112) (0.103)

Oil 0.915∗ 1.376∗∗∗ -1.675∗∗∗ -0.258
(0.483) (0.309) (0.274) (0.243)

Uscurr 20.115∗∗∗ -23.681∗∗∗ 22.563∗∗∗ 2.020
(5.946) (3.684) (3.506) (3.194)

Bond_W 5.802 -20.177∗∗∗ 11.247∗∗∗ 4.353∗

(5.010) (3.257) (2.972) (2.589)

Bond_W_10+_minus_1_3 -8.753∗ 11.879∗∗∗ -9.882∗∗∗ -1.388
(4.730) (2.743) (2.679) (2.033)

Bond_W_A_minus_AAA -38.923∗∗∗ -18.132∗∗∗ -5.394∗∗∗ 1.889
(4.867) (2.130) (1.850) (1.919)

Bond_W_C_BBB_minus_AAA -15.960∗∗∗ 2.834 0.599 -1.070
(5.915) (3.351) (2.758) (3.043)

Constant 0.010 -0.001 -0.001 0.0003
(0.008) (0.005) (0.005) (0.004)

Adjusted R2 0.518 0.144 0.207 0.009

Notes: Equity_E is the return of the Dow Jones World Developed equity index, Eq-
uity_D is the return of the Dow Jones World Emerging equity index, VIX is the
change in the VIX index, Oil is the return on the oil price, Uscurr refers to change
in the US nominal dollar broad index, Bond_W is the FTSE all maturities sovereign
bond index, Bond_W_10+_minus_1_3 is the differential in the yield to maturities of
10+ years and 1-3 years FTSE sovereign bond indexes, Bond_W_A_minus_AAA and
Bond_W_C_BBB_minus_AAA are the differentialsin yield to maturities between FTSE
corporate bond indexes of A rated and AAA rated bonds and BBB rated and AAA
rated bonds. Robust Newey-West standard errors are reported in parentheses. ∗p<0.1;
∗∗p<0.05; ∗∗∗p<0.01
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To measure the role played by each latent risk factor, we follow the approach

of Roncalli and Weisang (2016) and perform a risk contribution decomposition in

the presence of risk factors.

Start from the linear factor model for k assets and using m < k factors

Rt = BFt + εt. (6)

Then, consider a portfolio with weights vector equal to ω. The weights

represent the portfolio exposure to the assets, and using the linear model we can

recover the portfolio exposure to the factors, δ, as

rt,p = ω′Rt = ω′BFt + ω′ε = δ′Ft + ηt. (7)

The exposure to the assets and the exposure to the factors are thus related

by δ = B′ω. Roncalli and Weisang (2016) suggest using a decomposition of ω

introduced by Meucci (2007)

ω =
[
B+B̃+

] [ δ

δ̃

]
, (8)

where B+ is the Moore-Penrose inverse of B and B̃+ is any matrix that spans the

left null space ofB+. This decomposition links the portfolio weights to the portfo-

lio factor loadings δ and to the loadings to a set of residual factors (δ̃). Using this

decomposition, we recover a decomposition of the total risk for a given portfolio.

We use the portfolio volatility as a risk measure and therefore set

R (ω) =
√
ω′ΣRω. (9)

In the absence of risk factors, the total portfolio risk can be decomposed in

the contribution coming from the different assets, RCi, with i = 1, 2, . . . k, with

the following equalities (or Euler equation)

R (ω) =
k∑
i=1

RCi =
k∑
i=1

∂R (ω)

∂ωi
ωi. (10)

Consequently, the risk contribution is equal to the product of the weight of

an asset in the portfolio times the marginal risk of that asset. Moreover, the sum of

risk contributions equals total risk.
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In the presence of risk factors, and using (8), we have R (ω) = R
(
δ, δ̃
)

and

the Euler equation is still valid and becomes

R (ω) =
∂R
(
δ, δ̃
)

∂δ
δ +

∂R
(
δ, δ̃
)

∂δ̃
δ̃. (11)

The first term on the right-hand side of (11) is our quantity of interest, that

is, the contribution to the total risk that we can attribute to the factors. The second

term represents a residual risk component. For the first term, we can write

∂R
(
δ, δ̃
)

∂δ
δ = δ′

∂R
(
δ, δ̃
)

∂δ′

= δ′
∂R
(
ω
(
δ, δ̃
))

∂δ

= δ′
∂ω
(
δ, δ̃
)

∂δ

∂R (ω)

∂ω′

= δ′B+∂R (ω)

∂ω′

= ω′BB+∂R (ω)

∂ω′
, (12)

where we have used (8). Given this result, when the risk measure is the portfolio

volatility, the risk contribution due to factors equals

∂R
(
δ, δ̃
)

∂δ
δ =

ω′BB+ΣRω√
ω′ΣRω

=
m∑
i=1

(
ω′B

)
i

(
B+ΣRω

)
i

1

R (ω)
=

m∑
i=1

RC (Fi) .

(13)

The risk decomposition for portfolio ω in the presence of risk factors thus

becomes

R (ω) =
m∑
i=1

RC (Fi) + ν, (14)

where the last term is the risk that cannot be explained by factors. The previous

quantities might also be expressed in relative terms by standardizing all of them by

the portfolio total risk R (ω).

The decomposition of the portfolio risk into the risk contribution of factors

and the residual risk allows identifying the role exerted by each factor, and mea-

suring the overall relevance of the factors. If the residual risk accounts for a large

fraction of the total portfolio risk, we might be facing a missing factor or we might
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read this as an evidence for inappropriate factor decomposition. This is particularly

relevant from a portfolio point of view, where the residual risk should play a minor

role due to diversification benefits.

In our setting, as the final purpose is to evaluate the role of the latent factors

in driving the risk of the CDS over country groups, we decide to report the risk

decomposition for country portfolios. The portfolios we consider are formed by

all the countries belonging to one of the three groups by Debt/GDP ratio or to all

the countries included in one of the four groups by sovereign debt rating. In all

cases, we build portfolios with equal weights in order to highlight the trend within

groups and to avoid overweighting single countries (which is possible due to the

heterogeneity present within groups in terms of specific indicators that could have

been used to define different weighting schemes). Tables 11 and 12 collect the re-

sults over the two country classifications, while Table 13 show the risk contribution

due to principal components across the country portfolios based on either rating or

Debt/GDP.

In the rating case, we note that the global factor is the most relevant risk con-

tributor for all groups, and in particular for countries in the groups High-Medium

and Medium-Low, where the factor accounts for 68% and 77% of the total risk, re-

spectively. The risk contribution of the global factor is relatively lower in the High

rating group, where it explains 41% of the total risk. Trivariate factors do have a

relatively high contribution to the risk for specific country portfolios. The factor

associated with High, High-Medium and Medium-Low rating groups (F123) has a

relevant role for the High country rating group, explaining 23% of the total risk,

and a significant role for the other two country groups (12% and 9%, respecitvely).

The factors F134 and F234 are relevant for the High (F134), Medium-Low and

Low groups (both F134 and F234) but with fractions of risk explained smaller than

those observed for F123. The factor F124 is not significant at all. Bivariate factors

are in general negligible in terms of risk contribution, apart for the two bivariate

factors associated with the High and Medium-High (F12) and the Medium-Low

and Low (F34) groups. The former has a minor relevance in explaining the risk of

the two higher rating groups, while the latter is crucial in the risk of the Low rating

group, spiking at the 15% of the risk explained. Group-specific factors assume a

relevant role, in particular for higher rating groups, where they explain 29% and

15% of the total risk, respectively. Finally, the residual risk is very low, indicat-

ing that, from a risk perspective, the identified factors capture most of the risk in

the country groups based on rating. The only exception is the lower rating group
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where the residual risk is 5.8%. This is completely different form what we observe

in Table 13 where the residual risk, that is, the fraction of risk not explained by the

principal components, is even 10 times higher than the fraction of unexplained risk

in the multilevel model case. From an economic point of view, the evidences we

have match those in terms of loadings, as we have a confirmation of the central role

due to global factors, the relevant role of factors associated with extreme groups,

and the importance of group-specific factors.

When looking at the risk decomposition for the Debt/GDP case, we note that

all factors have now some impact on the various country portfolios. Moreover, the

residual risk is higher than in the rating case, even if it remains at sensibly lower

levels compared with the PCA risk contribution. Again, these results are in line

with the findings associated with the loadings, but also highlight that the introduc-

tion of a finer classification of countries (four groups in the rating case versus the

three groups in terms of Debt/GDP) seems to be more flexible in capturing the

heterogeneity that characterises the countries as well as the country groups.

A final comment points at the PCA risk decomposition, where the first prin-

cipal component has a central role, and is, overall, more relevant than the global

factors extracted from the multilevel model. The second to the fourth components

explain a limited fraction of the total risk, and the residual risk is much higher than

in the multilevel model cases. This further confirms that by resorting to PCA we

tend to assign a predominant role to the first component, which has an unclear eco-

nomic intuition, apart from being closer to a weighed average of the variables (in

our case, we do have positive loadings to the first component). Differently, a mul-

tilevel model allows identifying a collection of potentially relevant latent factors,

which can surely be matched with groups of the variables. Consequently, if group-

ing is based on an economic criterion, we can associate factors to an economic

intuition.

Overall, in our case, the risk contribution analysis highlight the role of latent

factors for monitoring the risk of country groupings, in particular those based on

ratings. The role of the global factor remains predominant, but we also highlight

a relevant contribution from semi-pervasive factors associated with specific sets of

country groups. Therefore, the adoption of economically based country grouping

criteria in combination with a multilevel model could provide relevant insights in

the analysis of the risk drivers of CDS spreads.
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High Med-High Med-Low Low
GLOBAL 41.0 68.1 77.0 61.0
F123 23.1 11.6 8.6 0.0
F124 0.1 0.6 0.0 0.4
F134 4.0 0.0 5.1 7.8
F234 0.0 0.3 6.1 1.5
F12 1.5 3.1 0.0 0.0
F13 0.0 0.0 0.3 0.0
F14 0.0 0.0 0.0 0.0
F23 0.0 0.5 0.6 0.0
F24 0.0 0.0 0.0 -0.1
F34 0.0 0.0 0.5 15.2
F1 29.2 0.0 0.0 0.0
F2 0.0 15.0 0.0 0.0
F3 0.0 0.0 0.2 0.0
F4 0.0 0.0 0.0 8.3
Residual 1.0 0.7 1.6 5.8

Table 11: Risk contribution of the latent factor to the total risk of equally weighted
portfolios by country groups based on ratings.

High Med Low
GLOBAL 36.82 80.03 76.04
F12 42.21 5.19 0.00
F13 6.46 0.00 3.28
F23 0.00 5.29 8.73
F1 8.83 0.00 0.00
F2 0.00 5.38 0.00
F3 0.00 0.00 8.88
Residual 5.68 4.11 3.06

Table 12: Risk contribution of the latent factor to the total risk of equally weighted
portfolios by country groups based on Debt/GDP.
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Debt/GDP Rating
High Medium Low High Med-High Med-Low Low

PC1 78.33 87.01 93.67 89.93 86.59 84.45 83.80
PC2 9.63 3.53 0.59 1.47 0.29 7.30 2.96
PC3 0.02 0.99 0.14 0.08 1.59 0.06 0.04
PC4 1.47 0.00 0.36 0.70 2.76 0.15 1.70
Residual 10.55 8.47 5.24 7.82 8.77 8.04 11.49

Table 13: Risk contribution of the PCA model on the total risk of equally weighted
portfolios by country groups based on Debt/GDP or on country rating.

7 The relevance of multilevel factors during and after
financial crises

We complete our analyses by looking at subsample results. Our data starts in 2009

and ends in 2017. In the first part of the sample, our data covers the last months

of the global financial crisis as well as the European sovereign crises. Both these

events had a relevant impact on the sovereign CDS market, see for instance, among

many others, Caporin et al. (2017) and Caporin et al. (2018) and the cited refer-

ences therein. Therefore, we run the previous analyses over two periods. The first,

starting in 2009 and ending in 2012, and the second covering the years from 2013

to 2017. We comment here on the main findings; Appendixes A and B include all

figures and tables.

In terms of loadings to latent factors, we do observe some differences. If we

consider the Debt/GDP country groupings, the loadings observed in 2009 - 2012

for the global factor are higher than those recorded in 2013 - 2017. A possible

explanation is the increased heterogeneity in the fundamental countries that, in

turn, leads to an increased heterogeneity in the CDS behaviour and a decrease in

the response to movements in the global factor. We might see a confirmation of

this view in the larger dispersion of the loadings to the group-specific factors we

note in 2013 - 2017 compared with 2009 - 2012. For the semi-pervasive factors,

the most relevant change is for the Medium-Low factor, where the loadings tend to

move from positive to negative. Going to the rating country grouping case, results

are less clear, even if we note, in 2013 - 2017, a lowering in the loading levels

for the global factor and the semi-pervasive factor that excludes the Low rating

countries. Finally, for the principal component factors, the most recent period

shows loadings to principal components that are less dispersed but confirm the

findings of the full sample, with loadings to the first component around 1. When
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intersecting the principal component loadings with the country groupings, we do

not observe relevant patters in the two subsamples.

The correlation of residuals from the various models as well as the correla-

tion among latent factors is in line with the full-sample analysis: a relevant reduc-

tion in the correlation among residuals, with close results between the PCA and the

multilevel models; a high correlation among global factors and between them and

the first principal component; the absence of a matching between the other prin-

cipal components and the latent factors as well as between latent factors (global

excluded) from the two multilevel models.

More interesting findings emerge from the risk contribution analysis. In the

rating case, we note a first relevant change in the role exerted by the factor F124

(it excludes the Medium-Low rating countries): in the first sample, it represents a

relevant fraction of the risk contribution (up to 7% for the Medium-High group),

while in the period 2013 - 2017, its contribution is close to zero, coherently with

the full-sample case. We motivate this change in country ratings across time with

possible effects on the group composition and the subsequent factor interpretation.

This is also in line with the second relevant modification we observe, associated

with the increased role of the group-specific factor for the High rating countries.

The role of the factor increases in the sample 2013 - 2017, jumping to 50% of the

risk contribution for the High rating countries. This signals a sort of separation

effect induced by tension in the CDS market after the global financial crisis and the

European sovereign crisis, with High rating countries being influenced mostly from

their own shocks and less dependent on global and semi-pervasive factors. For the

latter, for the High rating group, we observe a decrease of the risk contribution

from 43% to 32% for the global factor and from 18% to 10% for factor F123

(excluding Low rating countries). Similar, but less clear effect, is observed fro the

Medium-High rating group, where the group-specific factor shows an increase in

the risk contribution from 4% to 23%. We observe similar patterns in the Debt/GDP

grouping case. The global factor contribution to the risk decreases in a significant

way for the High Debt/GDP group, moving from 45% in 2009 - 2012 to 29% in

2013 - 2017, but also for the other two groups, from 84% to 71% for the Medium

group and from 80% to 67% for the Low Debt/GDP ratio group. Furthermore,

the factor F12, focusing on the High and Medium groups, shows some decrease

in the risk contribution for the High group (from 46% to 37%) but the other two

semi-pervasive factors, and in particular the F23, record a relevant increase, as

their risk contribution multiplies by three. Finally, the specific factor for the High
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group moves from a 4% contribution in 2009 - 2012 to a 18% contribution in 2013

- 2017, thus again suggesting a relevant role for shocks associated with the group

members. Finally, we observe that the residual term, not attributed to some of the

factors, sensibly increases in the most recent sample. This could signal, again, that

the post-crisis period has a behaviour that partially differs from the 2009 - 2012

period. In the principal component case, the risk contribution analysis over the two

subsamples confirms the role of the first principal component, but highlight that its

contribution to the overall risk reduces in the second sample, 2013 - 2017, where

the residual term increases and the second component has some role.

Finally, if we consider the regression of the latent factors on the set of eco-

nomic drivers, we find a confirmation of the full sample outcome: while the princi-

pal component factors are more homogeneous in the exposure to economic drivers,

the factors extracted by a multilevel model are heterogeneous in the exposures to

exogenous world variables. This evidence holds in both subsamples.

8 Concluding remarks

Latent factor models represent a common tool in the analysis of macroeconomic

and financial variables. In many cases, to estimate factors we resort to principal

component analyses. However, this approach has some limitations, in particular

for the economic interpretation of the latent factors. We introduced a special mul-

tilevel model to overcome this limitation by decomposing a collection of variables

into mutually exclusive groups. The model used the groups to identify a set of per-

vasive, semi-pervasive, and group-specific latent factors. These factors turned out

to be easier to interpret, thanks to their relation with known groups of variables.

Further, the use of the multilevel model might provide an easier interpretation to

the loadings and the identification of risk sources. We supported the model by sim-

ulations as well as by an empirical analyses based on global CDS spreads. The

approach we put forward might be of interest in all areas in which the variables of

interest can be easily classified according to extra-sample information.
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Appendix

A Specifications

A.1 Specification for the debt-to-GDP ratio group

The multilevel model when we cluster countries according to the debt-to-GDP ratio

(see Table 2) has the following specification:

CDSH,·t
CDSM,·t
CDSL,·t

=

 γH κHMH
κHLH

0 λH 0 0

γM κHMM
0 κMLM

0 λM 0

γL 0 κHLL
κMLL

0 0 λL





Gt

FHM,t

FHL,t

FML,t

FH,t

FM,t

FL,t


+

 εH,·t
εM,·t
εL,·t

, (A1)

where CDSHr, CDSMr, and CDSLr are the three group of countries cor-

responding to high, medium, and low debt to GDP ratios, respectively. Sub-indexes

have the following notation: H - high ratio, M - medium ratio, and L - low ratio.

We label factor loadings (γ, κ, λ) using these sub-indexes to identify the group

loading the various factors. For example, κHMH
represents the impact on the

high ratio group of the pairwise factor referring to high and medium ratios group,

whereas κHMM
represents the same factor impact on the medium ratio group.

A.2 Specification for the credit country rating group

The multilevel model when we cluster countries according to the S&P credit rating

(see Table 2) has the following specification:

CDS = F ∗BΛ∗
′
+ E, (A2)

where CDS = (CDS′H , CDS
′
HM , CDS

′
ML, CDS

′
L)′ are the four groups

of countries corresponding to highest (H), high-medium (HM), medium-low (ML),

and lowest (L) ratings, respectively. E = (ε′H , ε
′
HM , ε

′
ML, ε

′
L)′ are idiosyncratic

terms, while FB = (F ′B1, . . . , F
′
B15)

′ are the unobservable common factors with

blocks defined as follow:
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Factor Country Factor Country Factor Country Factor Country
blocks blocks blocks blocks

B1 All B2 H-HM-ML B6 H-HM B12 H
B3 H-HM-L B7 H-ML B13 HM
B4 H-ML-L B8 H-L B14 ML
B5 HM-ML-L B9 HM-ML B15 L

B10 HM-L
B11 ML-L

Finally, Λ∗
′

is a matrix formed by the factor loadings and has the following

structure

Λ∗ =


γB1H δB2H δB3H δB4H 0

γB1HM δB2HM δB3HM 0 δB5HM

γB1ML
δB2ML

0 δB4ML
δB5ML

γB1L 0 δB3L δB4L δB5L︸ ︷︷ ︸
Loadings of global and triplewise factors

κB6H κB7H κB8H 0 0 0

κB6HM 0 0 κB9HM κB10HM 0

0 κB7ML
0 κB9ML

0 κB11ML

0 0 κB8L 0 κB10L κB11L︸ ︷︷ ︸
Loadings of pairwise factors

λB12H 0 0 0

0 λB13HM 0

0 0 λB14ML
0

0 0 0 λB15L


︸ ︷︷ ︸

Loadings of specific-block factors

,

where factor loadings (γ, δ, κ, λ) are labelled using sub-indexes that allow iden-

tifying both the group(s) of countries from which the factor is extracted and the

group of countries that loads the factor.

A.3 Specification for the standard factor model

The specification for the standard factor model that is estimated by PCA for com-

parison purposes is defined for i = 1, . . . , 53 and t = 1, . . . , 2333 as follows

CDSit = λ1,iF1,t + λ2,iF2,t + λ3,iF3,t + λ4,iF4,t + εit, (A3)

43



where εit is the idiosyncratic error, λ′s are the loadings of the corresponding

four factors (four principal components) denoted by Fj for j = 1, . . . , 4.

B Tables

Table B1: Descriptive statistics for the standardize CDS series of the 53 countries
considered.

Country Min Max Skewness Kurtosis Country Min Max Skewness Kurtosis

Austria -9.840 11.233 0.387 20.422 Kazakhstan -6.022 5.683 0.286 8.279
Bahrain -10.479 6.291 -0.397 14.812 Korea -9.441 6.387 -0.043 10.226
Belgium -14.511 6.786 -0.858 26.609 Latvia -6.749 6.184 0.116 8.317

Brazil -9.776 9.824 -0.064 27.767 Malaysia -6.451 10.809 0.439 23.836
Chile -14.644 12.920 0.243 65.317 Mexico -5.531 6.176 0.155 6.461
China -7.196 6.653 0.367 11.470 Netherland -10.206 17.039 2.232 64.308

Colombia -7.314 7.396 0.186 24.849 Norway -7.190 7.830 -0.146 16.181
Costa Rica -12.866 8.523 -0.604 28.990 Panama -6.959 6.914 0.278 8.080

Cyprus -7.888 10.879 0.348 15.648 Peru -6.548 6.739 0.075 11.215
Czech -6.915 10.675 0.568 14.861 Philipines -14.104 11.871 -0.939 46.862

Denmark -6.343 5.886 0.232 11.395 Poland -6.602 5.970 0.168 7.105
Dominican -27.370 8.471 -8.901 256.210 Portugal -5.581 5.156 0.301 6.791

Dubai -9.810 12.754 0.863 25.684 Qatar -9.082 5.969 -0.031 13.237
Egypt -9.054 8.653 0.257 13.291 Romania -9.676 9.852 -0.594 21.566

El Salvador -5.813 6.091 0.248 9.907 Russia -15.302 17.492 0.693 85.444
Abu Dhabi -7.998 11.497 1.126 34.920 Slovak -7.703 7.275 0.183 8.394

Finland -8.227 8.097 -0.030 14.803 Slovenia -9.652 9.385 -0.575 41.021
France -6.722 5.748 0.101 6.585 South africa -6.451 9.529 0.752 18.187

Germany -7.899 5.923 -0.139 12.017 Spain -7.063 6.710 0.334 10.328
Guatemala -9.709 11.930 1.161 33.471 Sweden -12.008 6.677 -0.413 15.417
Hungary -14.654 10.408 -3.884 74.420 Thailand -7.2266 6.623 0.139 9.277
Iceland -10.695 7.105 -0.859 23.754 Turkey -10.337 9.019 -0.491 28.637

Indonesia -7.642 11.245 0.569 16.293 UK -6.275 6.124 0.184 7.346
Ireland -10.126 9.466 0.002 25.936 USA -9.351 7.262 -0.058 12.107
Israel -8.524 10.200 0.270 19.944 Venezuela -9.726 6.985 0.100 12.765
Italy -6.446 8.351 0.330 8.414 Vietnam -10.398 8.499 -0.474 20.639
Japan -10.595 6.980 -0.139 17.565
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Rating
Factor/Group High High-Medium Medium-Low Low

Global X X X X
F123 X X X
F124 X X X
F134 X X X
F234 X X X
F12 X X
F13 X X
F14 X X
F23 X X
F24 X X
F34 X X
F1 X
F2 X
F3 X
F4 X

Debt/GDP
High Medium Low

Global X X X
F12 X X
F13 X X
F23 X X
F1 X
F2 X
F3 X

Table B2: Matching among factors and country groups based on ratings or
Debt/GDP ratio. Factors on the rows impact only on the marked groups (over
columns).

C Subsample 2009 - 2013
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Figure C1: Box plots of estimated coefficients (loadings) for country groups based
on the Debt/GDP ratio (High, Medium and Low levels) in the subsample 2009
- 2013. By row, from top to bottom, left to right: loadings to the global factor;
loadings to the HM factor; loadings to the ML factor; loadings to the HL factor;
loadings to the single group factor.
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Figure C2: Box plots of estimated coefficients (loadings) for country groups based
on the sovereing debt rating (High, High-Medium, Medium-Low, and Low levels)
in the subsample 2009 - 2013. By row, from top to bottom, left to right loadings to
the factors: global; H-HM-ML, H-ML-L, HM-ML-L; H-HM; H-ML; H-L; HM-
ML; HM-L; ML-L; single.
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Figure C3: Box plots of loadings to the principal components from 1 to 4 in the
subsample 2009 - 2013.

Figure C4: Box plots of estimated coefficients (loadings) to the principal compo-
nents for country groups based on the Debt/GDP ratio (High, Medium and Low
levels) in the subsample 2009 - 2013. By row, from top to bottom, left to right:
loadings to the first factor; loadings to the second factor; loadings to the third fac-
tor; loadings to the fourth factor.
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Figure C5: Box plots of estimated coefficients (loadings) to the principal compo-
nents for country groups based on the sovereign debt rating (High, High-Medium,
Medium-Low, and Low levels) in the subsample 2009 - 2013. By row, from top
to bottom, left to right: loadings to the first factor; loadings to the second factor;
loadings to the third factor; loadings to the fourth factor.

Factor/PC PC1 PC2 PC3 PC4
Global 0.879 0.408 0.197 0.143
F12 0.205 -0.462 0.061 0.009
F13 -0.090 -0.088 0.163 0.507
F23 0.199 -0.012 -0.958 0.126
F1 0.055 -0.113 0.005 -0.040
F2 0.070 0.151 -0.026 -0.776
F3 0.360 -0.759 0.059 -0.140

Table C3: Correlation between principal components (on columns) and factors of
a multilevel model based on Debt/GDP ratio (1 is High, 2 is Medium and 3 is Low)
in the subsample 2009 - 2013.
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Figure C6: Box plots of the fraction of variance explained by the various methods
in the subsample 2009 - 2013. Top row, left plot, multilevel factor model with
country rating groups, right plot, multilevel factor model with Debt/GDP groups.
Bottom row, PCA model evaluated on the same groups of the top plots.

50



Figure C7: Box plots of the correlations between the original series and the resid-
uals from the multilevel models and the PCA model in the subsample 2009 - 2013.
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Factor/PC PC1 PC2 PC3 PC4
GLOBAL 0.852 0.306 -0.276 -0.089
F123 0.344 -0.151 0.712 0.219
F124 0.130 0.127 0.329 -0.661
F134 -0.219 0.173 0.180 -0.288
F234 -0.025 0.479 0.430 0.290
F12 0.025 0.028 0.053 0.003
F13 -0.038 -0.050 0.021 0.198
F13 0.007 -0.079 0.078 0.183
F23 -0.047 0.050 0.054 -0.039
F24 0.026 -0.016 -0.084 -0.103
F34 -0.072 -0.240 0.176 -0.279
F1 0.227 -0.699 0.053 -0.023
F2 0.142 -0.170 -0.078 0.052
F3 -0.009 0.091 -0.101 0.238
F4 -0.093 0.085 -0.118 -0.182

Table C4: Correlation between principal components (on columns) and factors of
a multilevel model based on country rating (1 is High, 2 is High-Medium, 3 is
Medium-Low, and 4 is Low) in the subsample 2009 - 2013.

Global High-Med High-Low Med-Low High Medium Low
Global 0.802 0.030 -0.285 0.406 -0.202 0.154 0.098
H-HM-ML 0.412 0.306 0.071 -0.626 0.181 -0.245 0.160
H-HM-L 0.144 0.049 -0.187 -0.336 0.286 0.535 -0.026
H-ML-L -0.142 -0.039 -0.237 -0.279 -0.279 0.246 -0.146
HM-ML-L 0.300 -0.441 0.389 -0.345 -0.137 -0.027 -0.232
H-HM 0.041 -0.018 -0.084 -0.036 0.248 -0.074 -0.045
H-ML -0.020 0.259 -0.256 -0.038 0.069 -0.447 -0.172
H-L 0.012 -0.091 -0.291 -0.112 -0.134 -0.438 0.135
HM-ML -0.014 0.025 -0.067 -0.049 -0.017 -0.044 -0.088
HM-L -0.022 0.170 -0.148 0.035 0.334 0.135 -0.105
ML-L -0.175 0.084 -0.232 -0.235 -0.410 0.129 0.289
H -0.078 0.233 0.247 0.041 0.049 0.066 0.708
HM 0.040 -0.031 -0.003 0.126 0.223 -0.064 0.225
ML 0.045 -0.026 0.109 0.119 0.051 -0.161 -0.138
L -0.110 -0.143 -0.347 0.031 0.242 0.110 -0.070

Table C5: Correlation between the factors of the two multilevel models in the sub-
sample 2009 - 2013. On columns the factors based on the Debt/GDP classification
(High, Medium and Low) while on the rows the factors based on the country rating
classification (High, Medium-High, Medium-Low and Low).
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High Med-High Med-Low Low
GLOBAL 42.91 64.37 71.15 68.86
F123 17.91 14.61 12.43 0
F124 3.61 7.07 0 2.77
F134 2.86 0 8.53 2.24
F234 0 0.38 0.92 -0.01
F12 0.37 2.83 0 0
F13 1.36 0 0.58 0
F14 0.03 0 0 0.03
F23 0 3.49 0.82 0
F24 0 -0.07 0 0.61
F34 0 0 3.3 14.56
F1 30.03 0 0 0
F2 0 3.97 0 0
F3 0 0 0.26 0
F4 0 0 0 3.1
Residual 0.91 3.35 2.02 7.85

Table C6: Risk contribution of the latent factor to the total risk of equally weighted
portfolios by country groups based on ratings in the subsample 2009 - 2013.

High Med Low
GLOBAL 45.18 84.45 80.2
F12 45.75 4.14 0
F13 1.61 0 1.66
F23 0 3.85 5.87
F1 4.22 0 0
F2 0 3.51 0
F3 0 0 9.74
Residual 3.24 4.05 2.52

Table C7: Risk contribution of the latent factor to the total risk of equally weighted
portfolios by country groups based on Debt/GDP in the subsample 2009 - 2013.
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Debt/GDP Rating
High Medium Low High Med-High Med-Low Low

PC1 83.27 88.59 94.77 90.16 80.83 91.75 89.01
PC2 4.68 4.34 0.30 0.00 4.15 0.06 0.93
PC3 0.99 0.13 0.15 0.06 7.58 0.87 0.00
PC4 2.17 0.02 0.59 1.15 0.42 0.49 0.36
Residual 8.89 6.91 4.19 8.62 7.01 6.82 9.70

Table C8: Risk contribution of the PCA model on the total risk of equally weighted
portfolios by country groups based on Debt/GDP or on country rating in the sub-
sample 2009 - 2013.
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Table C11: Regression Results for PCA in the subsample 2009 - 2013

Dependent variable:

F1 F2 F3 F4

(1) (2) (3) (4)

XEquity_D -0.785 7.672∗∗∗ 6.742∗∗∗ -1.620
(2.998) (2.004) (1.638) (1.622)

XEquity_E -19.692∗∗∗ -8.388∗∗∗ -7.990∗∗∗ -0.581
(2.156) (1.273) (1.192) (1.008)

XVIX 0.632∗ 0.483∗∗ -0.679∗∗∗ -0.219
(0.348) (0.231) (0.174) (0.176)

XOil 2.038∗∗∗ -0.401 1.640∗∗∗ -0.384
(0.751) (0.411) (0.466) (0.332)

XUscurr 33.510∗∗∗ 13.058∗∗∗ -21.120∗∗∗ 5.286
(8.834) (5.046) (4.806) (4.116)

XBond_W 3.883 11.320∗∗∗ -13.013∗∗∗ 6.099∗∗

(5.696) (3.469) (3.645) (2.743)

XBond_W_10+_minus_1_3 2.148 -3.062 6.139 -1.139
(6.579) (3.560) (3.951) (2.592)

XBond_W_A_minus_AAA -34.798∗∗∗ 16.930∗∗∗ -3.982∗∗ 3.095∗∗

(4.898) (2.300) (1.939) (1.337)

XBond_W_C_BBB_minus_AAA -13.197∗∗ -3.040 0.684 -0.670
(6.152) (3.794) (2.888) (2.437)

Constant 0.013 0.005 -0.0005 0.001
(0.012) (0.008) (0.007) (0.006)

Adjusted R2 0.570 0.147 0.196 0.025

Notes:Robust Newey-West standard errors are reported in parentheses.
∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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D subsample 2013 - 2017

Factor/PC PC1 PC2 PC3 PC4
Global 0.864 0.153 0.388 0.275
F12 0.185 0.334 -0.455 -0.122
F13 0.141 0.012 0.127 -0.642
F23 -0.327 0.853 0.360 0.072
F1 0.178 0.061 -0.432 0.164
F2 0.131 -0.026 0.234 -0.631
F3 0.208 0.363 -0.505 -0.226

Table D1: Correlation between principal components (on columns) and factors of
a multilevel model based on Debt/GDP ratio (1 is High, 2 is Medium and 3 is Low)
in the subsample 2013 - 2017.
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Figure D1: Box plots of estimated coefficients (loadings) for country groups based
on the Debt/GDP ratio (High, Medium and Low levels) in the subsample 2013
- 2017. By row, from top to bottom, left to right: loadings to the global factor;
loadings to the HM factor; loadings to the ML factor; loadings to the HL factor;
loadings to the single group factor.
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Figure D2: Box plots of estimated coefficients (loadings) for country groups based
on the sovereing debt rating (High, High-Medium, Medium-Low, and Low levels)
in the subsample 2013 - 2017. By row, from top to bottom, left to right loadings to
the factors: global; H-HM-ML, H-ML-L, HM-ML-L; H-HM; H-ML; H-L; HM-
ML; HM-L; ML-L; single.
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Figure D3: Box plots of loadings to the principal components from 1 to 4 in the
subsample 2013 - 2017.

Figure D4: Box plots of estimated coefficients (loadings) to the principal compo-
nents for country groups based on the Debt/GDP ratio (High, Medium and Low
levels) in the subsample 2013 - 2017. By row, from top to bottom, left to right:
loadings to the first factor; loadings to the second factor; loadings to the third fac-
tor; loadings to the fourth factor.

61



Figure D5: Box plots of estimated coefficients (loadings) to the principal compo-
nents for country groups based on the sovereign debt rating (High, High-Medium,
Medium-Low, and Low levels) in the subsample 2013 - 2017. By row, from top
to bottom, left to right: loadings to the first factor; loadings to the second factor;
loadings to the third factor; loadings to the fourth factor.
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Figure D6: Box plots of the fraction of variance explained by the various methods
in the subsample 2013 - 2017. Top row, left plot, multilevel factor model with
country rating groups, right plot, multilevel factor model with Debt/GDP groups.
Bottom row, PCA model evaluated on the same groups of the top plots.
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Figure D7: Box plots of the correlations between the original series and the resid-
uals from the multilevel models and the PCA model in the subsample 2013 - 2017.
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Factor/PC PC1 PC2 PC3 PC4
GLOBAL 0.884 -0.057 0.302 0.085
F123 -0.118 -0.722 0.165 0.047
F124 -0.009 0.140 -0.061 0.551
F134 0.029 0.152 0.232 -0.204
F234 -0.192 0.519 0.574 0.014
F12 -0.121 -0.056 -0.167 0.292
F13 -0.008 0.040 -0.081 0.179
F13 0.074 -0.083 0.076 -0.007
F23 0.015 -0.044 0.147 -0.005
F24 -0.040 -0.012 -0.070 -0.125
F34 0.196 -0.084 0.000 0.127
F1 -0.226 -0.251 0.634 0.073
F2 -0.229 -0.134 0.145 0.182
F3 0.009 0.099 0.026 0.596
F4 0.051 -0.216 0.020 0.077

Table D2: Correlation between principal components (on columns) and factors of
a multilevel model based on country rating (1 is High, 2 is High-Medium, 3 is
Medium-Low, and 4 is Low) in the subsample 2013 - 2017.

Global High-Med High-Low Med-Low High Medium Low
Global 0.904 -0.029 0.147 -0.226 0.000 0.052 0.028
H-HM-ML -0.115 -0.222 -0.159 -0.608 -0.584 -0.046 -0.211
H-HM-L 0.152 0.090 -0.520 0.110 0.006 -0.313 -0.034
H-ML-L 0.096 -0.008 0.151 0.158 -0.276 0.106 0.062
HM-ML-L 0.160 -0.054 -0.060 0.642 -0.603 0.031 0.009
H-HM -0.068 -0.174 0.060 -0.046 -0.008 -0.628 0.136
H-ML 0.028 0.261 0.119 -0.022 -0.148 -0.411 -0.116
H-L 0.077 -0.459 -0.056 -0.056 0.046 0.119 0.284
HM-ML 0.047 0.034 -0.185 0.004 -0.108 0.305 -0.120
HM-L -0.101 0.206 0.086 -0.034 0.007 0.046 -0.101
ML-L 0.173 0.246 -0.106 -0.100 0.216 0.097 -0.327
H 0.016 -0.467 0.330 0.180 0.101 -0.062 -0.724
HM -0.119 -0.225 -0.405 0.055 0.081 0.167 -0.224
ML 0.181 -0.088 -0.277 0.148 0.173 -0.353 -0.125
L 0.051 -0.072 -0.120 -0.220 -0.139 -0.041 -0.019

Table D3: Correlation between the factors of the two multilevel models in the sub-
sample 2013 - 2017. On columns the factors based on the Debt/GDP classification
(High, Medium and Low) while on the rows the factors based on the country rating
classification (High, Medium-High, Medium-Low and Low).
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High Med-High Med-Low Low
GLOBAL 32 64.55 75.37 48.59
F123 9.83 3.57 0.91 0
F124 0 0.66 0 0.34
F134 1.75 0 0.01 0.37
F234 0 0.2 11.47 10.01
F12 2.36 5.9 0 0
F13 0.13 0 0.08 0
F14 -0.03 0 0 6.08
F23 0 0.25 0.56 0
F24 0 0.13 0 0.07
F34 0 0 8.87 9.42
F1 51.16 0 0 0
F2 0 23.04 0 0
F3 0 0 0.08 0
F4 0 0 0 22.58
Residual 2.79 1.71 2.66 2.53

Table D4: Risk contribution of the latent factor to the total risk of equally weighted
portfolios by country groups based on ratings in the subsample 2013 - 2017.

High Med Low
GLOBAL 28.92 71.31 67.04
F12 36.75 3.77 0
F13 6.25 0 3.65
F23 0 11.71 18.25
F1 17.98 0 0
F2 0 7.95 0
F3 0 0 7.05
Residual 10.1 5.26 4

Table D5: Risk contribution of the latent factor to the total risk of equally weighted
portfolios by country groups based on Debt/GDP in the subsample 2013 - 2017.
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Debt/GDP Rating
High Medium Low High Med-High Med-Low Low

PC1 63.07 86.49 91.90 79.49 84.52 86.31 74.42
PC2 11.12 0.43 0.55 0.03 4.92 0.86 0.46
PC3 7.90 2.10 0.29 1.64 1.80 0.48 1.54
PC4 2.32 0.06 0.00 1.61 1.17 1.07 0.56
Residual 15.59 10.92 7.27 17.24 7.58 11.29 23.03

Table D6: Risk contribution of the PCA model on the total risk of equally weighted
portfolios by country groups based on Debt/GDP or on country rating in the sub-
sample 2013 - 2017.
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Table D9: Regression Results for PCA in the subsample 2013 - 2017.

Dependent variable:

F1 F2 F3 F4

(1) (2) (3) (4)

XEquity_D -22.373∗∗∗ -1.000 8.967∗∗∗ 2.956
(3.745) (3.241) (3.141) (2.177)

XEquity_E -22.376∗∗∗ -5.885∗∗∗ -13.385∗∗∗ -7.118∗∗∗

(2.116) (1.779) (1.498) (1.214)

XVIX -0.462∗∗ -0.952∗∗∗ -0.372∗ 0.034
(0.214) (0.188) (0.199) (0.129)

XOil -0.282 2.537∗∗∗ 0.587 0.094
(0.510) (0.411) (0.399) (0.319)

XUscurr 7.718 -35.253∗∗∗ -12.383∗∗ -4.357
(8.356) (6.491) (5.745) (4.571)

XBond_W 15.307∗ -22.321∗∗∗ -6.667 -1.025
(8.594) (5.879) (5.530) (4.611)

XBond_W_10+_minus_1_3 -24.292∗∗∗ 19.368∗∗∗ 5.159 6.492∗

(5.802) (4.011) (4.123) (3.358)

XBond_W_A_minus_AAA -30.882∗∗∗ 0.756 9.168∗∗ 3.146
(7.411) (4.169) (4.308) (3.604)

XBond_W_C_BBB_minus_AAA -26.360∗∗ -4.212 6.087 10.771∗∗

(10.340) (5.410) (5.133) (4.289)

Constant 0.012 0.004 -0.001 -0.001
(0.011) (0.007) (0.007) (0.006)

Adjusted R2 0.458 0.175 0.111 0.044

Notes:Robust Newey-West standard errors are reported in parentheses.
∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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