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Abstract—The performances of a model predictive control
(MPC) algorithm largely depend on the knowledge of the system
model. A model-free predictive control approach skips all the
effects of parameters variations or mismatches, as well as of
model nonlinearity and uncertainties. A finite-set model-free
current predictive control is proposed in this paper. The current
variations predictions induced by the eight base inverter voltage
vectors are estimated by means of the previous measurements
stored into look-up tables. To keep the current variations in-
formation up to date, the three current measurements due to
the three most recent feeding voltages are combined together to
reconstruct all the others. The reconstruction is performed by
taking advantage of the relationships between the three different
base voltage vectors involved in the process. In particular, 210
possible combinations of three-state voltage vectors can be found,
but they can be gathered together in six different groups. A light
and computationally fast algorithm for the group identification is
proposed in this paper. Finally, the current reconstruction for the
prediction of future steps is thoroughly analysed. A compensation
of the motor rotation effect on the input voltages is proposed, too.
The control scheme is evaluated by means of both simulation and
experimental evidences on two different synchronous reluctance
motors.

Index Terms—Synchronous reluctance motor, model predictive
control, MPC, model-free, variable speed drives.

I. INTRODUCTION

Model predictive control has been widely investigated and
implemented in different fields [1], [2]. It is based on the
prediction of the system future reaction to the control inputs
and the subsequent selection of the optimal control action,
based on the minimisation of a given cost function.

In particular, MPC has been successfully applied to electric
drives. Many MPC current control schemes have been devel-
oped for different kinds of synchronous electric motors, such
as surface [3] and interior permanent magnet motors [4] or
synchronous reluctance motors (SynRM) [5].

MPC schemes are classified in Finite Control Set (FCS) or
Convex Control Set (CCS), depending on how the optimum
voltages are generated. The former use only the base inverter
space voltage set [6]. In case of a motor fed by a three-
phase two levels inverter, the number of voltage vectors in
the set is eight. Thanks to a low number of set elements, the
optimum detection is fast, provided that a short prediction
horizon is considered. The computational burden increases
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exponentially as more than two future time steps are used
as horizon length. On the other hand, in a CCS solution the
optimum voltages are generated by a linear combination of
the inverter base vectors set. In this latter case, optimum is
computed solving a quadratic-programming tracking problem,
which usually requires a high computational effort.

In model-based predictive current control schemes the cur-
rent predictions are based on the state-space model of the
system, conveniently written in a dq reference frame syn-
chronous to the rotor flux. The prediction accuracy is strongly
influenced by the knowledge of the parameters, for which
several identification techniques are available [7]–[10].

Several approximations are commonly introduced to sim-
plify the system description, such as linear magnetic flux-
current characteristics, constant stator resistance and absence
of magnetic cross-coupling between the direct and quadrature
axes. As a consequence, parameter mismatches always affect
the model, because of the electric load changes induced
by either the iron-saturation (particularly evident in SynR
motors) or the temperature variation. Parameters mismatch
can be reduced by the use of observers, which anyway pose
the problem of convergence, stability and accuracy. Online
parameter tracking also improves any model-based scheme, at
the price of higher computational and tuning efforts.

A different approach is considered in this work. The con-
ventional description of the system is abandoned, moving to
a model-free concept firstly introduced by Lin et al. [11]. The
motor current variations caused by the application of each of
the eight inverter base voltage vectors over a switching interval
are stored in two look-up tables (LUTs), one for each axis. The
LUTs content is continuously updated online. A key parameter
of a model-free predictive current control is the LUTs update
frequency.

If the frequency is too low, the scheme suffers of stagnation
problem, described in [12]. In a nutshell, if a voltage vector
is not applied for many consecutive time steps, the stored
information regarding the related current variation is obsolete
and unreliable. Long stagnation periods could compromise
even the system stability.

In order to avoid stagnation, several methods have been
presented. They can be divided in two groups: direct and
indirect anti-stagnation methods. A first simple, but bulky,
method for increasing the update frequency is obtained with
the direct anti-stagnation algorithm proposed by the same
authors in [12]. A minimum refresh frequency is imposed for
the current LUTs. If one of the base voltages is not applied
for a predefined time window, the voltage vector is forcedly
imposed as next voltage reference. In other words, MPC
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optimum detection is neglected and the updated information
is retrieved at the cost of an increase of the current ripple.

A smart anti-stagnation algorithm is proposed in [13], where
an indirect LUTs reconstruction is presented. Current LUT
update is based on the mathematical relationships that link
the inverter input voltages. The knowledge of the last three
current variations permits an approximated update of the other
LUTs elements. The update is obtained without penalising the
current ripple as in [12], since the updating frequency is high
enough to prevent stagnations. Furthermore, the current ripple
and the update frequency are not so strictly linked, as in the
previous model-free predictive control solutions [11], [12].

This paper presents a novel algorithm which further in-
creases the updating frequency of the LUTs, while maintain-
ing the cost function minimisation and by taking advantage
only on the past current measurements. The LUTs update is
guaranteed after each current measurement and it skips any
stagnation completely.

The scope of our work is to avoid the need of the motor
model, rather than proposing a predictive control method with
better performances (in terms of dynamics and prediction
error) with respect to the existing model-based ones. This
is a particularly valuable feature for plug-and-play drives
connected to motors with few or no parameters available.
Examples are general purpose drives and ac drives for com-
pressors adopted in cooling equipment (sometimes the motor
is not accessible at all). In this light, the model-free predictive
control is a promising control strategy for electric motors and
it is worth attention from researchers.

The paper is organised as follows. The theory of operations
of the model-free predictive current control is presented in
Sec. II, whereas the innovative updating strategy is explained
in Sec. III. The simulation and experimental results are re-
ported and discussed in Sec. IV.

II. THEORY OF PREDICTIVE CURRENT CONTROL

The idea underlying the model predictive current control is
to predict the future behaviour of the system and to choose
the input voltage vector that minimises the cost function J
defined as follows:

J = ‖i∗dq − îzdq(k +N)‖2 z ∈ [0, . . . , 6] (1)

where the prediction horizon, expressed in number of control
periods Tc, is fixed to N = 2 in the present proposal. i∗dq =[
i∗d; i∗q

]
is the reference current vector and îzdq = [ îd; îq] is the

dq vector of the predicted current due to one of the eight base
inverter voltage vectors uz:{

uz = 2
3Udce

j π
3 (z−1) z ∈ [1, . . . , 6]

uz = 0 z = 0
(2)

where Udc is the inverter bus voltage.
Eq. (1) is the simplest quadratic cost function that can be

adopted in a reference tracking problem. Of course, more
complex cost functions can be adopted at the price of a higher
computational load and an additional tuning of cost function
gains [14], [15]. For instance, a thermal stress based MPC was
implemented in [16].

However, the performance of a model predictive current
control depends on the current prediction accuracy, which
is the topic of this paper. In this light, the adoption of (1)
seems appropriate, since it allows a fair comparison with
other predictive control techniques. For the sake of lighter
mathematical notations, the reference frame dq subscripts as
well as the time dependence will be omitted hereinafter.

The compete model of the SynRM is given by

di

dt
=

[
ld ldq
ldq lq

]−1(
u−Ri− ωme

[
0 −Lq

Ld 0

]
i

)
(3)

where u is the phase voltage vector applied to the motor, i the
current phase vector. The parameters are the stator resistance
R, the dq apparent inductances Ld, Lq , the differential induc-
tances ld,lq and the cross-differential inductances ldq = lqd.

It is worth noting the parameters in (3) are time varying
and depend on the working point. The motor magnetic flux
linkages may suffer of severe saturation effects as the example
in Fig. 1. Therefore, a specific motor characterisation is
required to achieve a correct system model, which usually
implies laboratory tests and data post-processing.

In the model-based control, the expression of a current
variation is written as follows:

∆iz(k + 1) = Ai(k) + Buz(k) (4)

Matrices A and B are easily derived from (3) and they contain
all the SynR motor parameters.

Opposite to model-based control, the proposed model-free
algorithm uses only the current measurements without infor-
mation about motor parameters. Each of the seven base voltage
vectors, if applied, results in current variations on both d and
q axes that can be stored in two different LUTs. The seven
current variations at time step k due to the seven voltage
vectors are supposed to be known and actual:

i(k)− i(k − 1) = ∆iz(k) (5)

According to the finite control set policy, the cost function
(1) is evaluated seven times at each control period. The next-
step currents are estimated as follows:

îz(k + 1) = i(k) + ∆iz(k)

îz(k + 2) = îz(k + 1) + ∆iz(k + 1)
(6)

where i(k) are the current measurements at time k and ∆iz(k)
is the current variation due to the vector uz(k) which has
been already decided at time (k − 1). The voltage vector to
be applied at time (k + 1) is selected by means of (1).

Each of the current variations in (5) can be split in two
components:

∆iz(k) = δi0(k) + δiz(k) (7)

where δi0 = [δi0d; δi0q] is the natural response and δiz =
[δizd; δizq ] is the forced response to an active voltage vector
uz . In case of u0, it is straightforward that ∆i0 = δi0.

Since the values of ∆iz are obtained from measurement,
they inherently contain information about the real behaviour
of the SynRM close to the actual working point. Fig. 2 shows
an example of current variations δiz(k), z ∈ [1 . . . 6], relative
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Fig. 1. Magnetic flux linkages of a SynRM at different currents and an
example of d-axis apparent Ld and differential ld inductances.
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Fig. 2. Current variations δiz in a SynRM with the six active vectors uz at
different rotor position: ϑme = 0 (left) and ϑme = π/3 (right).

to two different rotor positions. For simplicity, it is assumed
i(k) = 0. Due to the anisotropy of the SynRM, the same active
voltage vectors induce different current variations, depending
on the rotor position ϑme. In general, it is ∆iz = f(i, z, ϑme).
Similarly, the current variations associated to the natural
response depends on the actual currents and the motor back-
electromotive force, i.e. the speed ωme, so that δi0 = f(i, ωme).

The LUTs content should be updated with the highest
possible frequency to assure that the stored current variations
return reliable information about the actual working point of
the SynRM. However, only one voltage vector per control
period step can be applied with a finite-set model predictive
control algorithm. It implies that only one pair of current
measurement variations ∆i stored in the LUTs can be updated
based on the latest current measurement. For the sake of
current prediction accuracy, the remaining six pairs of ∆i
should be updated with a different strategy.

III. THE UPDATING OF THE CURRENT VARIATIONS LUTS

As mentioned above, a possible drawback of the model-free
approach is the stagnation effect [12], [13]. It happens when
one (or more) element of the LUTs are not updated for many

MPC

Pred. horizon

N = 2

Current LUT

LUT construction tail

Control horizon

k-j k+2

Fig. 3. Discrete time representation of the control horizon.

Distances calculation (Fig. 6)

Compensation of dq rotation

(Fig. 9)

LUT

Update

Acquisitions

d1 d2

Sequence identification (Fig. 7)

Sec. III.C

LUTs update (TABLE I)

Model-free prediction (Eq. 6)

Cost-function evaluation (Eq.1)

Minimum identification

Application optimal voltage

MF MPC

Current and speed acquisition
+

∆i computation (Eq.5)

Fig. 4. Sequence of operations at every control cycle.

time steps, which means that a voltage vector has not been
used for several switching cycles.

The finite-set algorithm applies just one (out of seven)
base voltage vector for an entire control period Tc. The anti-
stagnation solution proposed in [13], [17] uses the current
variations relative to the last three periods to reconstruct
all the other (older) four ones. A weak point is that the
reconstructions are made for use in the prediction horizon time
span, when the rotor electrical position ϑme may have changed.

There are also a couple of possible situations that can
corrupt the mechanism. The first case is when only two voltage
vectors are applied for a long interval and thus only two couple
of LUTs elements are actually updated. Even worse the second
case, when only one vector is applied. These two cases may
prevent a stable length of the LUTs construction tail (see
Fig. 3). The problem of the stagnation, i.e. the lengthening
of the LUTs construction tail, was quite evident since the
very beginning. A constant tail length was guaranteed in the
seminal paper [12] at the price of non-optimal base voltage
vector choices, which cause current ripple inhomogeneities.

This paper aims at fixing the weak points outlined above,
as an indispensable improvement for the practical application
of the model-free control paradigm. In a nutshell, the goal is
to maximise the updating frequency of the current variations
∆iz . The goal can be obtained by the method proposed in
Sec. III-A and III-B. Furthermore, the rotor electrical position
variation can be accounted for as explained in Sec. III-C. The
whole updating process as well as the prediction algorithm is
summarised by the flow-chart reported in Fig. 4.
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Fig. 5. Voltage vector sequences. The rotation by multiples of π/3 of the
selected (black) vectors returns the same sequence type. Dotted vectors in
sequence 2 means that the sequence is obtained by either vector u2 or u6.

A. The voltage triplet identification

The proposed LUTs update method is based on the iden-
tification of particular combinations of three different voltage
vectors referred to as triplet, whereas the specific combination
they form is called sequence.

Six sequences can be defined as shown in Fig. 5. It is
important to underline that the highlighted vectors are just
examples to graphically define the sequences. For instance,
sequence 1 is formed by either the vectors (1, 2, 3) or (2, 3, 1),
as well as (3, 1, 2). Furthermore, sequence 1 is formed by
either the vectors (3, 4, 5) or (5, 6, 1), including all the possible
permutations.

The sequences can be used to define mathematical rela-
tionships that allow to reconstruct the four current variations
due to the remaining four voltage vectors, as it is reported
in Sec. III-B. A practical example is also reported in [17].
Since the current reconstructions depends on the sequence
type, it is convenient to define an algorithm for the sequence
identification.

The first step of the solution proposed in this paper consists
in defining a buffer Bu = [uz(t3);uz(t2);uz(t1)] containing
the last three applied voltage vectors, where uz(t1) corre-
sponds to the latest applied voltage vector and uz(t3) to the
oldest one, that is t3 < t2 < t1. The buffer is updated by
following two rules:

• the three voltage vectors must be different;
• the buffer is time oriented, i.e. the indexes are stored ac-

cording to the chronological order of the related voltages.
The buffer updating rules guarantees that the three voltage
vectors are suitable to form a triplet.

The k-permutations of n base vectors are the different or-
dered arrangements of a k-element subset. In the present case,
n = 7, k = 3 and the permutations are n!/(n− k)! = 210, so
that the identification of the triplets is not trivial.

As a second step, one defines the distance as the normalised
phase displacement between uz(t1) and the other two voltage
vectors of the buffer. The two distances are stored in a
buffer Bd = [d1, d2], where d1 is the distance between
uz(t1) and uz(t3), and d2 is the distance between uz(t1)
and uz(t2). The distances are calculated according to an
anticlockwise positive direction and they are defined only in
the set [−2;−1; 0; 1; 2; 3]. With reference to Fig. 6, with a
voltage buffer uz(t1) = u1, uz(t2) = u6 and uz(t3) = u3,
the buffer of distances is Bd = [2,−1].
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d=-2

d=1

d=2
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d=-2

u1

u3 u2

u4

u5 u6

Fig. 6. Examples of angular displacement and distance d calculation between
active vectors. Reference vectors are u1 (left) and u3 (right), respectively.
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Fig. 7. Sequence identification based on the buffer distances.

The sequence identification process is shown in Fig. 7. It
can manage all possible combination, including the special
case of a zero-voltage vector in the three-element buffer . The
remaining sequences can be identified by defining simple rules
on the distances in the three-element buffers. For example, the
sequence 1 is identified when one of following rule applies to
the buffer Bd:

|d1|, |d2| ≤ 2 and d1d2 = 2 or d1d2 = −1 (8)

Sequence 2 is detected by the rule:

d1d2 = −2 or d1 = 3 or d2 = 3 (9)

The use of the distances to identify the sequence results in a
computationally fast method. Only a handful of if statements
is necessary to carry out the sequence identification, allowing
the algorithm implementation even on basic microprocessors.

The sequence identification process is shown in Fig. 7. It
manages all possible combinations, including the special case
of a zero-voltage vector in the three-element buffer.

B. Current variations reconstruction

The vectorial relationships between the magnitude of the
current variations can be calculated for each sequence. The
mathematical equations are reported in Table I. A practical
example of LUTs updating is reported in [17]. For instance,
one may consider the buffer of voltages equal to (u4(k −
2),u2(k − 1),u1(k)). The sequence identification procedure
described in Sec. III-A result in the identification of sequence
2. Thus, the remaining four elements of the LUTs current
variations, i.e. the ones corresponding to the voltage vectors
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Fig. 9. Projections of a vector rotating at a constant speed when Lq < Ld

u0, u3, u5 and u6, can be updated by means of the calculations
reported at the second row in TABLE I.

It is worth highlighting that sequence 6 does not allows the
reconstruction of the remaining four elements. It represents
a linearly dependent combination with two opposite active
vectors and a zero voltage vector. Therefore, LUTs are not
updated in that occurrences.

However, these combinations are still useful for the sake of
current variations updating. For the sake of clarity, an example
of sequence 6 (1, 4, 0) and related current variations is reported
in Fig. 8. The current variation ∆i0 can be derived as the mean
of the variations caused by the voltage vectors u1 and u4:

∆i0 =
∆i1 + ∆i4

2
(10)

The oldest current variation among ∆i0, ∆i1 and ∆i4 is
updated by a new value obtained by manipulating (10).

C. Compensation of the dq reference frame rotation

Let consider a steady state working condition. The forced
current responses components [δizd δi

z
q ]T induced by the z-

th stationary voltage vector are sinusoidal (7), as the z-th
voltage dq projections [δuzd δuzq ]T . Moreover, during steady
state operation, a current variation due to u0 and measured
at any (k − m) step, with m > 1, is equal to the one
measured at (k−1), without any further approximation. These
considerations can be used to compensate the effect of the
rotor rotation on the estimated ∆iz .

At every Tc, the current measurement updates the most
recent element of the triplet. The remaining two elements are
older, e.g. they could be 2, 3 or more control periods old.
Therefore, the current reconstruction of all the other current
variations by means of the technique proposed in this paper
may be affected by an error if the position variation effect is
not properly compensated. An effective and simple anti-ageing
technique is proposed in this section.

The current variations due to active vectors are sinusoidal
and they depend on the electromechanical position ϑme. There-

fore, it is possible to correct them by taking advantage of this
property. After the anti-age compensation, every element of
the triplet will be considered to be one Tc old.

First of all, it is worth reminding that δi0 is supposed
to be known. Thus, the forced response δiz(k − 1) can be
extrapolated also in the model-free approach:

δiz(k − 1) = ∆iz(k − 1)− δi0(k − 1) (11)

The rotations of the vectors uz describe a circle in the dq
voltage plane, whereas the rotations of vectors δiz describe
an ellipse in the dq current plane, due the motor magnetic
anisotropy (Fig. 9). In particular, the ellipse semi-major axis
of length a is placed along the lower inductance q-axis. The
ellipse semi-minor axis of length b is thus placed along the
d-axis.

The measured currents variations δiz(k−m), with m ≥ 2,
can be used to calculate δiz(k−1). Actually, the problem con-
sists into estimating the future projections (x1(ϑme), y1(ϑme))
of a vector rotating at constant speed, starting from a previous
position (x0(ϑme), y0(ϑme)) and knowing the time or angular
displacement ∆ϑme between the points (Fig. 9):

∆ϑme = ωme(k −m+ 1)Tc (12)

During each control period the motor speed is considered as a
constant. In principle, the projections (x1 = δizd(k − 1), y1 =
δizq(k − 1) could be calculated as follows:

δizd(k − 1) = δizd(k −m) cos(∆ϑme)−

δizq(k −m)
a

b
sin(∆ϑme) (13)

A similar expression holds for the computation of δizq(k− 1).
Unfortunately, the ratio a/b is unknown, and it also depends on
the current level that influences the motor magnetic saturation.
Not excluding more sophisticated solutions, the easiest way is
to neglect the term multiplied by the ratio, taking advantage of
the fact that ∆ϑme is very small in one control iteration. As a
consequence, the projections can be approximated as follows:{

δizd(k − 1) ≈ δizd(k − 2) cos(ωmeTc)

δizq(k − 1) ≈ δizq(k − 2) cos(ωmeTc)
(14)

The compensation proposed in (14) was adopted in this paper.
It is worth highlighting that the compensation requires the
computation of just one cosine function and two multiplica-
tions.

IV. RESULTS AND DISCUSSION

The experimental test bench adopted in this work consists
of a SynR motor connected to an isotropic surface permanent
magnet motor acting as a virtual load. Two different SynR
motors were considered, whose plate data have been reported
in TABLE II. The control drive algorithm was implemented in
a MicroLabBox dSpace hardware. The control period Tc was
set at 100 µs and it corresponds to the updating time of the
voltage vector output. The bus voltage was set at 300 V.

The schematic of the proposed model-free-based AC drive
is reported in Fig. 10. The proposed model-free algorithm was
also implemented in simulation to gain additional information
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TABLE I
UPDATING RELATIONSHIPS FOR THE CURRENT VARIATIONS LUTS UPDATING

Sequence Rule Rule Rule Rule

Seq. 1 ∆i0 = ∆i1 + ∆i3 −∆i2 ∆i4 = 2∆i0 −∆i1 ∆i5 = 2∆i0 −∆i2 ∆i6 = 2∆i0 −∆i3

Seq. 2 ∆i0 = 1
2 (∆i1 + ∆i4) ∆i3 = ∆i2 + ∆i4 −∆i0 ∆i5 = 2∆i0 −∆i2 ∆i6 = 2∆i0 −∆i3

Seq. 3 ∆i4 = 2∆i0 −∆i1 ∆i3 = ∆i2 + ∆i4 −∆i0 ∆i5 = 2∆i0 −∆i2 ∆i6 = 2∆i0 −∆i3

Seq. 4 ∆i4 = 2∆i0 −∆i1 ∆i2 = ∆i1 + ∆i3 −∆i0 ∆i5 = 2∆i0 −∆i2 ∆i6 = 2∆i0 −∆i3

Seq. 5 ∆i0 = 1
3 (∆i1 + ∆i3 + ∆i5) ∆i2 = 2∆i0 −∆i5 ∆i4 = 2∆i0 −∆i1 ∆i6 = 2∆i0 −∆i3
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Fig. 10. Model-free predictive current control (dotted) in an electric drive.
The state of switch SW1 determines the drive operating conditions.

TABLE II
NAMEPLATE DATA OF THE MOTORS UNDER TEST

Motor Data Symbol SynRM1 SynRM2

Pole pairs p 2 2
Phase resistance R 16 Ω 4.7 Ω
Direct inductance Ld 1 H 0.4 H
Quadrature inductance Lq 0.3 H 0.08 H
Nominal current IN 3 A 5.6 A
Nominal speed ωN 500 rpm 1500 rpm
Nominal torque τN 8.1 N m 10.2 N m

which ease the demonstration. The motor models implemented
in the simulation were comprehensive of the magnetic satura-
tions by means of LUTs as in Fig. 1.

In order to prove the feasibility of the proposed model-
free approach, it is important to demonstrate the usefulness of
the sequence identification. To this aim, several simulations
were carried out and two different results are reported in
the histograms of Fig. 11. The simulation was relative to
motor SynRM1 (Table II) and state SW1 = 0 in Fig.10,
i.e. with an active speed control loop, at steady state and
no load. The remarkable utilisation of sequence 6 indicates
the importance of considering also that sequence, neglected in
[13]. The measured quantities are reported in per unit (p.u.)
to ease the discussion and results comparisons. In particular,
the currents were normalised with respect to IN/

√
2 due to

the adopted MTPA strategy. The speed measurements were
normalised with respect to the rated value ωN .

A. Anti-stagnation capability

The anti-stagnation capability of the model-free predictive
current control with the reconstruction method described in
Sec. III is evaluated for the motor named SynRM1 (TABLE II).
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Fig. 11. Sequences during 1 s observation at steady-state and no load
(simulation with motor SynRM1, SW1 = 0).

Two model-free predictive current control methods are com-
pared: first the one proposed in [13], then the one presented
in Sec. III. The quantisation of the current measurements
was also implemented. The results are reported in Fig. 12.
The former method suffers of small stagnation effects, which
results in straight segments in Fig. 12 (top figure). Actually, it
was found out that Seq. 6 was applied during those intervals.
Under the same operating conditions, the simulation was
repeated by implementing the proposed model-free algorithm
that includes the sequence 6 and the rotation compensation.
The results are reported at the bottom of Fig. 12, where the
stagnation effect is effectively reduced and an example of LUT
content is also highlighted. In the same figure, one can note
the presence of small bumps, for example at ϑme ≈ π/2.
It has been found that they depend on measurement noise
in the currents. They may affect one or more ∆iz of the
triplet that are used to estimate the current variations due
to the remaining voltage vectors (not included in the triplet),
according to TABLE I. The linear combinations of TABLE I
can either emphasize or reduce the effects of the current errors
(originally present in the measurements) and associated to a
specific voltage vector in Fig.12. These bumps are transient
situations that are readily fixed by the self-repairing feature of
the model-free technique, within one electrical period of the
rotor position. In other respects, the effect of bumps itself can
be limited by both an higher switching and a more accurate
current sensing.

B. Prediction error maps

This section discusses the current prediction error in differ-
ent working conditions. Several simulations are carried out
and the current prediction of the model-based and model-
free schemes are obtained for both motors of TABLE II. The
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Fig. 12. Time evolution at constant speed of the LUT for the q-axis current
without (top) and with (bottom) considering Seq. 6 (SynRM2, simulation,
SW1 = 0).

(a) SynRM1 (b) SynRM2

Fig. 13. Normalised difference of the prediction error between model-based
and model-free (simulation, SW1 = 1).

prediction error is calculated as follows:

ε% =

∥∥∥∥∥ î(k + 1)− i(k + 1)

IN

∥∥∥∥∥ · 100 (15)

Fig. 13 shows the normalised difference defined as:

∆ε% = ε%model-based − ε%model-free (16)

That is, a positive value (e.g. ∆ε = 2%) in a given normalised
working point means that the prediction obtained by model-
based control is worse of 2% with respect to the prediction
obtained by model-free control. The comparisons were carried
out for both SynRM1 (Fig. 13a) and SynRM2 (Fig. 13b). The
results of Fig. 13a establishes that for SynRM1 the model-
based prediction is always better than the model-free one.
Conversely, the result of Fig. 13b relative to SynRM2 ex-
hibits large portions of speed-torque plane (i.e. some working
conditions) in which the model-free has a prediction error
fairly lower than the model-based solution. This does not
establish any superiority of a method over the other, also
because a rather simple model with unsaturated inductances
was used. But it leaves the way open to further investigations
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(a) τ∗m = 25% rated load
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Fig. 14. Comparison between model-based and model-free predictive current
control at different load values and at ωm = 25%ωN (SynRM1, experimen-
tal, SW1 = 1).
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Fig. 15. Comparison between model-based and model-free predictive current
control at different load values and at ωm = 75%ωN (SynRM1, experimen-
tal, SW1 = 1).

and improvements on both sides.
For a fair comparison, the model-based predictive current

control should be supported by proper motor parameters
self-commissioning procedures [8], [9], [18], [19] or online
parameter estimator algorithms [20]–[22].

As regards the model-free technique, the major weak point
is that the prediction relies on past measurement, and strongly
depends on rotor position. At higher speed, the past measure-
ments become quickly obsolete. The compensation described
in Sec. III-C aims at reducing this flaw. Of course, the
prediction error can be mitigated by increasing the switching
frequency of the inverter, as proven in [17], by accepting
increasing switching losses.

C. Results of steady-state tests

In this paper, a maximum torque-per-ampere (MTPA) con-
trol strategy is selected [23]. Neglecting on purpose any
motor saturation, an approximated MTPA strategy yields equal
current references, i.e. i∗d = i∗q . In polar coordinates, the MTPA
trajectory has a constant angle equal to 45°. Other choices are
of course available, and in particular the one proposed in [24].
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(a) Step on d-axis, i∗q = 0

(b) Step on q-axis, i∗d = 0

Fig. 16. Current measurements with different motor parameters (SynRM1,
experimental, SW1 = 1, ωm = 0.25ωN ).

It is worth pointing out that there are MTPA techniques that
do not require motor parameters knowledge, thus in favour of
a full model-free electric drive. The resulting complete drive
scheme is reported in Fig. 10.

Two different steady-state tests are carried out at various
load levels and two speeds, namely 25% and 75% of the rated
speed. The results are reported in Fig. 14 and 15, respectively.

During the tests, a switch from model-free and model-
based predictive current control is performed. The operation
at light load are reported in Fig. 14a and 15a: the transitions
are smooth and there are almost no differences between the
two control schemes. The obtained results are still comparable
even at high load torque, as shown in Fig. 14b and 15b. On
one hand, it can be seen that the model-free control exhibits
a slightly higher current ripple at high speed. On the other
hand, the model-based control suffers a dependence on the
load torque, as expected from the discussion in Sec. IV-B.

D. Results of dynamic tests

The tests results reported in this section are obtained with
the speed reference maintained by the load motor, while the
motor under test is set to current control mode only (SW1 =
1). A current step is imposed to one of the dq-axes. Therefore,
no torque is produced and the speed is not affected, allowing
a fair comparison of the current responses between model-free
and model-based approaches.

At the startup, the information stored in the current vari-
ations LUTs suffer of stagnation since no voltage vectors
have been applied yet. However, as soon as one (random)
voltage vector is applied on the motor, the LUTs information
is updated as inherent feature of the proposed technique, just
after 3 period Tc. A stable behaviour of the currents is then
guaranteed even at the startup of the motor drive.

The current measurements obtained for SynRM1 are re-
ported in Fig. 16 and 17. The results of the model-based pre-
dictive current control are obtained by keeping the inductances
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(a) Step on d-axis, i∗q = 0

(b) Step on q-axis, i∗d = 0

Fig. 17. Current measurements with different motor parameters (SynRM1,
experimental, SW1 = 1, ωm = 0.75ωN ).

in (3) at constant values reported in each figure. It is evident
how the model-based predictive current control transients are
influenced by parameter mismatches, whereas the model-free
scheme simply has no parameters to tune. And despite its
simplicity, the model-free control guarantees a benchmarking
dynamic performances.

To test the generality of the conclusions, the same exper-
iment is carried out with motor SynRM2, which presents a
rather different motor parameters set (see Table II). The results
are reported in Fig. 18 and 19. As the model-based control,
it was verified that the proposed model-free control allows
operations in the full speed and torque ranges.

The results confirm that almost identical behaviour in the
dynamic are obtained by model-free and model based pre-
dictive controls. The steady state current ripple is worst in
the model-free scheme compared to the case when the model-
based predictive current control adopts the correct value for the
inductances. However, this aspect of the model-free approach
could be improved by proper design of a specific cost function
in (1).

V. CONCLUSION

An improved finite-set model-free predictive current control
of a synchronous reluctance motor drive is proposed in this
paper. The current control is obtained without any knowledge
of the motor parameters and therefore it is insensible to any
parameters mismatch. The steady state and dynamic perfor-
mances are slightly inferior, but very similar, to those obtained
by a model-based scheme. The solution may be convenient in
those cases where the motor manufacturer does not provide
enough motor data and self-commissioning procedures are
difficult (or not convenient) to realise.

The relationship between the last three applied voltage vec-
tors are exploited to reconstruct all possible current variations,
which are necessary for the predictive algorithm. The main
improvements are in both the efficient algorithm for the triplet
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Fig. 18. Current measurements with different motor parameters (SynRM2,
experimental, SW1 = 1, ωm = 0.25ωN ).
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Fig. 19. Current measurements with different motor parameters (SynRM2,
experimental, SW1 = 1, ωm = 0.75ωN ).

identification and the compensation of the position change over
time in the control horizon.

The proposed model-free predictive current control requires
a very small computational power in comparison with the con-
ventional model-based if one considers all motor parameters
of (3). If a very basic model-based technique with constant and
known parameters is adopted, thus neglecting every saturation
and temperature effect, the two computational requirements
would be comparable, smoothing the way for the technological
transfer of this interesting control technique to the industrial
application.

The validity of the algorithm has been proven by means of
ad-hoc tests carried out on an experimental rig. Performances
of model-free and model-based scheme have been compared

and discussed in details.
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