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SUPER-REPLICATION PRICE: IT CAN BE OK.

Laurence Carassus1 and Tiziano Vargiolu2

Abstract. We consider a discrete time financial model where the support of the conditional law of
the risky asset is bounded. For convex options we show that the super-replication problem reduces to
the replication one in a Cox-Ross-Rubinstein model whose parameters are the law support boundaries.
Thus the super-replication price can be of practical use if this support is not to large. We also make
the link with the recent literature on multiple-priors models.

Résumé. Nous considérons un modèle financier à temps discret, où le support de la loi conditionnelle
de l’actif risqué est borné. Nous montrons, pour une option dont la fonction de paiement est convexe,
que le problème de surréplication se réduit à un problème de réplication parfaite dans un modèle
Cox-Ross-Rubinstein, dont les paramètres sont les bornes du support de la loi. Ainsi, le prix de
surréplication peut être utilisé en pratique, si ce support n’est pas trop grand. Nous faisons aussi le
lien avec la littérature récente portant sur les modèles à croyances multiples.

Introduction

The problem of giving a price to a financial asset in the presence of uncertainty is central in the economic and
financial theory. Uncertainty refers to Knightian uncertainty which distinguishes between the known unknown
(risk) and unknown unknown (uncertainty), a concept first introduced in [16]. In different words, the agent
cannot be certain about the choice of a given prior to model the outcome of a given situation. Thus, instead of
specifying one “historical” or “real” probability measure, a set Q of probability measures is given.

In the context of financial markets and mathematical finance this is related to the development in a post-
2008 world of the so-called robust finance, where the notion of uncertainty is a way to approach the issue of
model risk. The relevance of this idea is illustrated by the modeling of a financial asset’s volatility uncertainty,
which began to be studied more than twenty years ago (see for example [2]) and revisited more recently (see
for instance [14]) : a set of probability measures Q that roughly speaking contains the laws of the asset prices
for different volatility processes appears naturally. Interestingly this set is non-dominated, i.e. no probability
measure determines the set of events that can happen or not. This increases significantly the mathematical
difficulty as some of the classical tools of probability theory (conditional expectation or essential supremum)
are ill-suited, since they are defined with respect to a given probability measure.

In this multiple-priors setting, the study of the classical problems of mathematical finance as no-arbitrage
characterisation, pricing, maximisation of (worst case) expected utility have seen a strong reneweal of interest
these last years: see [9] and the references therein for discrete time models.
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The present contribution, whose first two parts were written at the beginning of the 2000’s, seems of particular
interest in the light of the research of the latter five years. It shows that some non-dominated Knightian
uncertainty can be very easily handled and concrete prices obtained without the (very) heavy theory needed in
[9]. It also provides an interesting example for those non-dominated model theory whose underlying assumptions
are not trivial to verify.

We start with a mono-prior, discrete time financial market consisting of one risky asset S and one riskless
bond normalized to one. It is well known that discrete time models are intrinsically incomplete and thus, as
perfect replication is not always possible, the full hedging of risk goes through super-replication. The super-
replication price is the minimal initial wealth needed to hedge without risk the contingent claim. It has been
introduced in the binomial setup for transaction costs by [6]. In the present mono-prior context, under the
no-arbitrage assumption the super-replication cost of an European contingent claim H is the supremum of the
expectation of H computed under the risk-neutral probability measures. This so-called dual formulation of the
super-replication price has been extensively studied and we refer to [15] and the references therein. Nevertheless
it is well known that this dual formulation does not enable in general to effectively compute the super-replication
price.

In [10], the authors consider a discrete time model and provide a closed formula in order to compute the
super-replication cost of European and American style options and also the associated hedging strategies. In the
case of European vanilla options, finding the super-replication price reduces to the computation of some concave
envelope of the payoff function. For more general options, it involves recursive computations using again a kind
of concave envelope. Note that the iterated concave envelopp has also been used by [5] in order to compute the
super-replication price. The coefficients of the affine function which appears in the concave envelope give the
hedging strategy. The formula comes from the dynamic programming principle and enlighten the crucial role
played by the conditional distribution of the underlying risky asset. When this distribution admits a density
with respect to the Lebesgue measure which is strictly positive over all the positive real line1, [10] provide
effective computation for the super-replication price of European and American style exotic options (including
Asian, Lookback or Barrier options) and show that those price are too high to be used in practice. For example
the super-replication price of an European call option is equal to the initial price of the underlying risky asset
and that the hedging strategy is just the “Buy and Hold” one.

Here, we focus on another class of models, namely those such that the support of the conditional distribution
of the underlying (multiplicative) increments is bounded. This is of course the case for discrete models as tree
models. It is also true in continuous models such that, conditionally to the information at time t, the distribution

of St+1

St
is equivalent to the Lebesgue measure on [dt+1, ut+1]. This is in particular true if the regulator imposes

some bounds on the maximal variation of the asset price in a given time interval (see for example the Limit
Up/ Limit down plan of the US Securities and Exchange Commission). For options having convex payoff, we
prove that the super-replication price is equal to the replication price in a Cox-Ross-Rubinstein model (see [12]),
whose parameters are the maximum bounds of the law support. This means that the super-replication price
is easy to compute and can be of practical use if the fluctuation interval is not large. This can be used in a
reverse manner: observing the quotes of the asset prices together with the ones of the options, one could derive
the bounds of the distribution. This will be addressed in [3], where similar results are obtained but without the
no-arbitrage assumption and where numerical experiments are provided.

Finally, we make the link with the multiple-priors setup. We assume that, conditionally to the information

at time t, the law of St+1

St
can be any law with support included in [dt+1, ut+1]. We prove that the cornerstone

assumption of [9] is satisfied and that the multiple-priors No Arbitrage condition holds true. We finally show
that the multiple-priors super-replication price is again equal to the replication price in a Cox-Ross-Rubinstein
model whose parameters are (dt, ut){t∈{1,...,T}}.

1This includes the following models observed at discrete time: Black-Scholes model, stochastic volatility models or models
governed by a mix of Brownian motion and Poisson process.
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The paper is organized as follows. In Section 1, we describe the mono-prior financial model and recall
the algorithm found in [10]. Then, in Section 2 we present and prove our results on the computation of the
mono-prior super-replication price. Finally Section 3 contains the results in multiple-priors context.

1. The mono-prior financial model and the super-replication algorithm

1.1. Notations and definitions

We consider a discrete time financial model with finite horizon T and set T = {0, 1, . . . , T}. The market
consists of one riskless asset with price process normalized to one and one risky asset with real-valued price
process S = {St, t ∈ T }. The stochastic price process (St)t∈T is defined on a complete probability space
(Ω,F , IP) equipped with the filtration F = {Ft, t ∈ T }, where the σ-field Ft is generated by the random
variables S0, S1, · · · , St. We make the usual assumptions that F0 is trivial and FT = F . Here IP represents the
single prior of the agent. In this part we assume that there is no uncertainty on this prior.

Here the risk is only on the price process which is assumed to satisfy Assumption 1.1 below. Recall that
the support of a generic probability measure Q on B(R) (which will be denoted by supp(Q)) is the smallest
closed set K such that Q(K) = 1 and it is easy to see that for every x ∈supp(Q) and for every ε > 0, we have
Q(B(x, ε)) > 0, where B(x, ε) = {y ∈ R, |y − x| < ε} (see for example example [8, Ex. 12.9]).

Assumption 1.1. For all t ∈ {0, 1, . . . , T − 1}, there exists real numbers dt+1 and ut+1 satisfying dt+1 < 1 <

ut+1 and such that the convex hull of the support of the conditional law of St+1

St
with respect to Ft is equal to

[dt+1, ut+1].

Remark 1.2. • Two main types of price processes satisfy this assumption. The first one are processes such
that, conditionally to Ft, the distribution of St+1 is discrete and finite. Tree models are prototype of such models.

The second family of models are the one such that, conditionally to Ft, the distribution of St+1

St
is equivalent to

the Lebesgue measure on [dt+1, ut+1]. Of course one can consider any combinations of both types.
• The no-arbitrage condition states that one cannot make money out of nothing (see the precise Definition 1.3).
We will see in Lemma 1.4 that the condition dt+1 < 1 < ut+1 is equivalent to the no-arbitrage assumption.

Next we define a trading portfolio by a R-valued, F-adapted process φ = {φt, t = 0, . . . , T − 1}, where φt
denotes the number of risky asset held at time t. The R-valued F-adapted process C = {Ct, t ∈ T } represents
the cumulative consumption process. We assume that C0 = 0 and that C is non-decreasing. We also use the
notation ∆St = St − St−1 and ∆Ct = Ct − Ct−1, for t = 1, . . . , T.

Given an initial wealth x ∈ R, a trading portfolio φ and a cumulative consumption process C, the wealth
process Xx,φ,C is governed by:

Xx,φ,C
0 = x

Xx,φ,C
t = Xx,φ,C

t−1 + φt−1∆St −∆Ct, for t = 1, . . . , T. (1.1)

The possible condition C = 0 means that the portfolio φ is self-financed and we will denote Xx,φ = Xx,φ,0. The
triple (x, φ,C) will be called a hedging strategy.

Following the presentation of [15], we recall basic definitions related to the super-replication prices. A
European contingent claim will be represented by a FT -measurable random variable H. We denote by AeH ,

the set of hedging strategies for H such that Xx,φ,C
T ≥ H IP-a.s. Then, (x̂, φ̂, Ĉ) ∈ AeH is called minimal if

for all (x, φ,C) ∈ AeH , Xx,φ,C
t ≥ X x̂,φ̂,Ĉ

t IP-a.s. for all t ∈ T . It is easy to see that x̂ is then the so-called
super-replication cost pe(H) of H, i.e. the minimal initial capital needed for hedging without risk H:

pe(H) = inf{x ∈ R : ∃ (φ,C) s.t. (x, φ,C) ∈ AeH}.

We now define the same notion for an American contingent claim (Ht)t∈T , where Ht is a Ft-measurable
random variable for all t ∈ T . Now AaH will be the set of American hedging strategies such that, for all t ∈ T ,
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Xx,φ,C
t ≥ Ht IP-a.s. Then (x̂, φ̂, Ĉ) ∈ AaH is minimal if for all (x, φ,C) ∈ AaH , Xx,φ,C

t ≥ X x̂,φ̂,Ĉ
t IP-a.s., for all

t ∈ T . Again, x̂ is the super-replication cost pa(H) of H, i.e

pa(H) = inf{x ∈ R : ∃ (φ,C) s.t. (x, φ,C) ∈ AaH}.

Now, we introduce the set of equivalent martingale measures:

P =

{
Q ∼ IP :

dQ

dIP
∈ L∞, ∆St ∈ L1(Q) and EQ[∆St|Ft−1] = 0, 1 ≤ t ≤ T IP-a.s.

}
.

Note that the Dalang-Morton-Willinger Theorem (see [13]) proves that the non-emptiness of P is equivalent to
the economic meaningful assumption of no-arbitrage. This condition asserts that, starting from a zero wealth,
it is not possible to reach a non-negative wealth which is strictly positive with strictly positive probability. The
formal definition is given by:

Definition 1.3. There is no-arbitrage NA(IP) if X0,φ
T ≥ 0 IP-a.s. implies that X0,φ

T = 0 IP-a.s.

Lemma 1.4. If the convex hull of the support of the conditional law of St+1

St
with respect to Ft is equal to

[dt+1, ut+1] and dt+1 6= ut+1, the condition dt+1 < 1 < ut+1 is equivalent to the no-arbitrage assumption. So
under Assumption 1.1, NA(IP) condition holds true and P 6= ∅.

Proof. Assume for example that dt+1 ≥ 1. We buy the asset at time t using a loan in the riskless asset, at
t+ 1 we liquidate the positions and get St+1 − St. As IP(St+1 ≥ stdt+1| S0 = s0, . . . , St = st) = 1, we get that
IP(St+1−st ≥ 0| S0 = s0, . . . , St = st) = 1. We want to prove that IP(St+1−st > 0| S0 = s0, . . . , St = st) > 0. If
this is not the case, IP(St+1 ≤ st| S0 = s0, . . . , St = st) = 1 and by definition of the support [dt+1, ut+1] ⊂]−∞, 1]
which is either impossible or contradicts the assumption that dt+1 6= ut+1. For the reverse implication, assume
that IP(h(St+1 − st) ≥ 0| S0 = s0, . . . , St = st) = 1 for some h ∈ R. Assume first that h > 0. Then
IP(St+1 ≥ st| S0 = s0, . . . , St = st) = 1 and thus [dt+1, ut+1] ⊂ [1,+∞[ and 1 ≤ dt+1, a contradiction. The case
h < 0 works similarly. Thus we must have h = 0 and IP(h(St+1 − st) = 0| S0 = s0, . . . , St = st) = 1. �

1.2. Super-replication algorithm

For the reader’s convenience, we now recall the Carassus-Gobet-Temam (CGT) algorithm which allows to
compute the super-replication price of derivative assets as presented in [10]. We start with the case of European
option. For a measurable function h from RT+1 into R, we define the sequence of operators:

ΓeTh(s0, . . . , sT ) = h(s0, . . . , sT ) (1.2)

Γeth(s0, . . . , st) = infess{(α,β)∈IΓe
t+1

h(s0,...,st)}{α+ βst} 0 ≤ t ≤ T − 1 (1.3)

where for a measurable function v from Rt+2 into R we define:

Iv(s0, . . . , st) =
{

(α, β) ∈ R2 | IP (α+ βSt+1 ≥ v(s0, . . . , st, St+1) | S0 = s0, . . . , St = st) = 1
}
. (1.4)

The essential infimum in (1.3) is related to the the law of the vector (S0, . . . , St), which we indicate with IPt.
Then, the following theorem holds.

Theorem 1.5. Assume that P 6= ∅. Let H = h(S0, . . . , ST ) be a bounded from below European contingent claim,
for some measurable function h from RT+1 into R. Assume that supQ∈P E

Q [|H|] < ∞. Then, there exists a

minimal hedging strategy (x̂, φ̂, Ĉ) ∈ AeH and its value at time t ≤ T is

X x̂,φ̂,Ĉ
t = Γeth(S0, . . . , St) IPt − a.s.

In particular, pe(H) = Γe0h(S0).
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An analogous result holds in the American case. Consider a family of measurable functions h = (ht)t∈T such
that for t ∈ T , ht maps Rt+1 into R. We define a new sequence of operators Γa as:

ΓaTh(s0, . . . , sT ) = hT (s0, . . . , sT ) (1.5)

Γat h(s0, . . . , st) = max
(

infess(α,β)∈IΓa
t+1

h(s0,...,st)
{α+ βst}, ht(s0, . . . , st)

)
0 ≤ t ≤ T − 1, (1.6)

where the set Iv has been defined in (1.4). Let St,T be the set of all stopping times w.r.t. the filtration F such
that t ≤ τ ≤ T .

Theorem 1.6. Assume that P 6= ∅. Let H = (Ht)t∈T be a bounded from below American contingent claim where
Ht = ht(S0, . . . , St) and ht is a measurable function from Rt+1 into R such that supτ∈S0,T ,Q∈P E

Q [|Hτ |] <∞.
Then, there exists a minimal hedging strategy (x̂, φ̂, Ĉ) ∈ AaH and its value at time t ≤ T is

X x̂,φ̂,Ĉ
t = Γat h(S0, . . . , St) IPt − a.s. (1.7)

In particular, pa(H) = Γa0h(S0).

For both European and American option, we also get that the optimal portfolio φ̂ is given step by step by
the optimal β from (1.3) and (1.6), see [10]

2. Effective computation of the mono-prior super-replication price

Now we present the main result of this section which asserts that when the support of the conditional law
of the risky asset is bounded (see Assumption 1.1), the super-replication price of a convex option is equal to
the replication price in a Cox-Ross-Rubinstein model whose parameters are the law support boundaries. First
we prove the following lemma, which shows that it is only necessary to super-replicate a convex function at the
boundary of the support.

Lemma 2.1. Let Assumption 1.1 holds true. For any convex function v : Rt+2 → R,

Iv(s0, . . . , st) = {(α, β) ∈ R2, α+ βstx ≥ v(s0, . . . , st, stx) for x ∈ {dt+1, ut+1}}.

Proof. Fix some s0, . . . , st ∈ R. We prove the first inclusion ⊇. Let ω ∈ Ω be such that there exists λ(ω) ∈ [0, 1]
satisfying St+1(ω) = λ(ω)stdt+1 + (1−λ(ω))stut+1. Now, let (α, β) ∈ R2 such that α+βstx ≥ v(s0, . . . , st, stx)
for x ∈ {dt+1, ut+1}. By convexity of v, we get that:

v(s0, . . . , st, St+1(ω)) ≤ λ(ω)v(s0, . . . , st, stdt+1) + (1− λ(ω))v(s0, . . . , st, stut+1)

≤ α+ β(λ(ω)stdt+1 + (1− λ(ω))stut+1) = α+ βSt+1(ω).

Using Assumption 1.1, IP (St+1 ∈ [stdt+1, stut+1] | S0 = s0, . . . , St = st) = 1 and we have that:

IP (α+ βSt+1 ≥ v(s0, . . . , st, St+1) | S0 = s0, . . . , St = st) = 1.

For the reverse inclusion ⊆, we argue by contradiction. Assume that for some (α, β) ∈ Iv(s0, . . . , st), we
have that α + βstdt+1 < v(s0, . . . , st, stdt+1). As v is a convex function on Rt+2, it is also continuous
and there exists ε such that α + βx < v(s0, . . . , st, x), for all x ∈ B(stdt+1, ε). From Assumption 1.1
IP (|St+1 − stdt+1| < ε | S0 = s0, . . . , St = st) > 0 and we get that

IP (α+ βSt+1 < v(s0, . . . , st, St+1) | S0 = s0, . . . , St = st) > 0,

a contradiction. The case α+ βstut+1 < v(s0, . . . , st, stut+1) works similarly. �
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We are now able to compute explicitly the operators Γt defined in (1.3) and (1.6). We begin with the
European case.

Proposition 2.2. Let H = h(S0, . . . , ST ) be a bounded from below European contingent claim, where h :
RT+1 → R is a convex function and supQ∈P E

Q [|H|] <∞. Assume that Assumption 1.1 holds true. Then,

ΓeTh(s0, . . . , sT ) = h(s0, . . . , sT )

Γeth(s0, . . . , st) = πt+1Γet+1h(s0, . . . , st, stut+1) + (1− πt+1)Γet+1h(s0, . . . , st, stdt+1), (2.8)

where πt := 1−dt
ut−dt , t = 1, . . . , T .

Proof. First we can use Theorem 1.5 since P 6= ∅ (see Lemma 1.4). The proposition is proved by induction.
Using (1.2) the result is true for T . Moreover ΓeTh is convex by assumption. Now assume that for some
t ∈ {1, . . . , T − 1}, (2.8) holds true and that Γet+1h is convex. First, it is straightforward that Γeth is a convex
function from Rt+1 into R. From Lemma 2.1, we get that

Γet−1h(s0, . . . , st−1) = infess{(α,β)∈R2 | α+βst−1x≥Γe
th(s0,...,st−1,st−1x), x∈{dt,ut}} {α+ βst−1}

= ᾱ+ β̄st−1,

where (ᾱ, β̄) are the unique (α, β) satisfying α+ βst−1x = Γeth(s0, . . . , st−1, st−1x) for both x = dt and x = ut,
i.e. 

ᾱ =
utΓ

e
th(s0, . . . , st−1, st−1dt)− dtΓeth(s0, . . . , st−1, st−1ut)

ut − dt
β̄ =

Γeth(s0, . . . , st−1, st−1ut)− Γeth(s0, . . . , st−1, st−1dt)

st−1(ut − dt)
Thus, we obtain (2.8) for t− 1 and the induction step follows. �

We now introduce the following Cox-Ross-Rubinstein model (see [12]). The risky asset Scrr is defined by:

Scrr0 = S0,

Scrrt+1 = Scrrt U crrt+1, for t ∈ {0, . . . T − 1},

where the independent random variables U crrt are the coordinate applications defined on the probability space(
Ωcrr :=

T∏
t=1

{ut, dt},P(Ωcrr)

)
. We set Fcrr = {Fcrrt | t ∈ T } with F0 = {∅,Ωcrr}, Fcrrt = σ(U crr1 , . . . , U crrt )

for t ∈ {1, . . . T} and we define the probability IPcrr on P(Ωcrr) by

IPcrr((ω1, . . . , ωT )) =

T∏
t=1

(
πtδ{ut}(ωt) + (1− πt)δ{dt}(ωt)

)
.

Proposition 2.2 can then be rewritten as follows.

Proposition 2.3. Under the assumptions of Proposition 2.2, we have for t ∈ T that

Γeth(s0, . . . , st) = IEcrr
(
h(s0, . . . , st, stU

crr
t+1, . . . , stU

crr
t+1 . . . U

crr
T )

)
Γeth(Scrr0 , . . . , Scrrt ) = IEcrr (h(Scrr0 , . . . , ScrrT ) | Fcrrt ) .

The super-replication price of H = h(S0, . . . , ST ) is thus the replication price of h(Scrr0 , . . . , ScrrT ) in the Cox-
Ross-Rubinstein model defined above.
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Remark 2.4. Assume that conditionally to Ft, the distribution of St+1 is discrete and finite, as in a tree model.
Then, the super-replication capital for a convex payoff is given by the CRR price of a binomial model obtained by
eliminating all the “middle” branches. A similar result was found in [18] in the context of a trinomial model. A
second family of models satistying Assumption 1.1 are the one such that conditionally to Ft, the distribution of
St+1

St
is equivalent to the Lebesgue measure on [dt+1, ut+1]. Then the super-replication capital for a convex payoff

is equal to the CRR price of a binomial model whose coefficients are given by the boundaries of this support.
Note that we have explicitly obtain the (dynamic) super-replication prices and also the hedging strategy which
are given by the β̄.

Remark 2.5. Now we want to see what happens, when conditionally to Ft, the support of the distribution of
St+1

St
is R+. To do that we assume that d1 = . . . = dT = 0 and u = u1 = . . . = uT goes to ∞. Let us fix

t = T − 1.

ΓeT−1h(s0, . . . , sT−1) = h(s0, . . . , sT−1, 0) + sT−1 lim
u→∞

h(s0, . . . , sT−1, sT−1u)

sT−1u

Assume that sT−1 ≥ 0. For h(s0, . . . , sT ) = (sT −K)+ (where x+ = max(x, 0)), ΓeT−1h(S0, . . . , ST−1) = ST−1,

while for h(s0, . . . , sT ) = (K − sT )+, ΓeT−1h(S0, . . . , ST−1) = K. Thus, we get back results already present
in [10].

We now turn our attention to the American case.

Proposition 2.6. Let H = (ht(S0, . . . , St))t∈T be a a bounded from below American contingent claim, where
ht are convex functions from Rt+1 to R and supτ∈S0,T ,Q∈P E

Q |[Hτ |] <∞. Let Assumption 1.1 hold true. Then

ΓaTh(s0, . . . , sT ) = hT (s0, . . . , sT ), (2.9)

Γat h(s0, . . . , st) = max
(
IEcrr

(
Γat+1h(s0, . . . , stU

crr
t+1)

)
, ht(s0, . . . , st)

)
.

Again the super-replication price of H = (ht(S0, . . . , St))t∈T is the replication price of (ht(S
crr
0 , . . . , Scrrt ))t∈T

in the Cox-Ross-Rubinstein model defined above.

Proof. The proof is similar to the one of Proposition 2.2 as the convexity of the operator is preserved since we
consider at each time step the maximum of convex functions. �

3. Link with multiple-priors model

We take for S the canonical process St(ω) = ωt for every ω = (ω0, . . . , ωT ) in the path-space RT+1, Ft =
B(Rt+1), FUt the universal completion of Ft and FU = (FUt )t∈T . This setup allows for all possible choices
of one-dimensional stock price process, since every stochastic process S = (St)t∈T can be realized using the
corresponding law on the path-space. Here we will assume that S0 = s for a given s ∈ R. In order to model the
kind of uncertainty we face in the paper, we assume that for all 0 ≤ t ≤ T − 1 the (random) set Qt+1 which
represents the law of the conditional price process at t+ 1 given the information ωt = (ω0, . . . , ωt) ∈ Rt+1 until
time t is given by

Qt+1(ωt) = {P ∈ P(R), supp(P ) ⊂ [ωtdt+1, ωtut+1]} , (3.10)

where P(R) is the set of all probability measures on R. The Cornerstone Assumption (CA) in the literature on
multiple-priors models (see for example [9]) asserts that for all 0 ≤ t ≤ T − 1

Graph(Qt+1) =
{

(ωt, P ) ∈ Rt+1 ×P(R), P ∈ Qt+1(ωt)
}

is an analytic set. An analytic set is the continuous image of some Polish space, see [1, Theorem 12.24 p447],
see also [7, Chapter 7] for more details on analytic sets.

Proposition 3.1. For all 0 ≤ t ≤ T − 1, Qt+1 is a non-empty, convex valued random set and (CA) holds true.
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Proof. It is clear that Qt+1 is a non-empty and convex valued random set. One can easily see that

Qt+1(ωt) =
{
P ∈ P(R), P = R ◦ f−1

t (ωt, .), R ∈ Rt+1

}
,

where ft(ω
t, x) = ωtx, for all (ωt, x) ∈ Rt+1 ×R and Rt+1 = {R ∈ P(R), supp(R) ⊂ [dt+1, ut+1]} . So, in order

to check that Graph(Qt+1) is analytic, it is enough to check that Graph(Rt+1) = Ωt × Rt+1 is an analytic
set (see [4, Section 2.3]). We prove that Rt+1 is Borel. Let ψ : R → R (]−∞, dt+1[∪]ut+1,+∞[). Then ψ
is Borel-measurable (see [7, Corollary 7.26.1, p134]) and Rt+1 = ψ−1({0}). One can also use [17, Corollary
4.6]. �

The next step is to verify that the multiple-priors no-arbitrage condition (see NA(QT ) below) holds true,
where QT is the set of priors on RT+1 constructed from the one-period priors sets. Indeed, under (CA) one
can do measurable selection and using Jankov-von Neumann Theorem (see [7](Proposition 7.49 p182)), we can
define

QT := {q1 ⊗ · · · ⊗ qT−1, qs ∈ SKs, qs(·, ωs−1) ∈ Qs(ωs−1) Qs−1-a.s. ∀ 1 ≤ s ≤ T − 1 },

where ⊗ stands for the Fubini product integration, SKt is the set of universally-measurable stochastic kernel
on R given Rt and Qs = q1 ⊗ · · · ⊗ qs−1. The notation Qt will be used when replacing in the above equation T
by t.

The NA(QT ) states that for φ ∈ Φ, X0,φ
T ≥ 0 QT -q.s. implies that X0,φ

T = 0 QT -q.s. Here QT -q.s. means
that it holds true outside a QT -polar set and N ⊂ ΩT is called a QT -polar set if for all P ∈ QT , there exists
AP ∈ Bc(X) such that P (AP ) = 0 and N ⊂ AP .

Proposition 3.2. For all 0 ≤ t ≤ T − 1, assume that dt+1 < 1 < ut+1. Then NA(QT ) holds true.

Proof. We will prove the one-step version of the NA(QT ): for ωt fixed in Rt+1 we say that NA(Qt+1(ωt))
condition holds true if for all h ∈ R

h∆St+1(ωt, ·) ≥ 0 Qt+1(ωt)-q.s.⇒ h∆St+1(ωt, ·) = 0 Qt+1(ωt)-q.s. (3.11)

We proceed as in [4, Section 2.3]. Fix some ωt ∈ Rt+1 (here (3.11) will be true on the whole space) and
h ∈ R. If ωt = 0, then Qt+1(ωt) = {δ0} and h∆St+1(ωt, ·) = 0 Qt+1(ωt)-q.s. Assume now that ωt 6= 0.
There exists x± ∈ R such that dt+1 ≤ x− < 1 < x+ ≤ ut+1. Now we choose P± = δωtx± . It is clear that
P± ∈ Qt+1(ωt) hence P±(h∆St+1(ωt, ·) ≥ 0) = 1 implies that h(ωtx

± − ωt) ≥ 0. The fact that h = 0 follows
and the NA(Qt+1(ωt)) condition holds true for all ωt ∈ Rt+1. Now [9, Theorem 4.5] implies that the NA(QT )
condition holds true (here S is Borel measurable and use Proposition 3.1). Note that to apply this theorem it
is enough to have the NA(Qt+1(ωt)) condition on a Qt-full measure set. �

From Proposition 3.1, we can apply the First Fundamental Theorem of Asset Pricing and the Superhedging
Theorem, see [9, First Fundamental Theorem, Superhedging Theorem]. The First Fundamental Theorem of
Asset Pricing asserts that the NA(QT ) is equivalent to the following: for all Q ∈ QT , there exists some P ∈MT

such that Q� P where

MT :=
{
P ∈ P(RT+1), ∃Q

′
∈ QT , P � Q

′
and P is a martingale measure

}
. (3.12)

The multiple-priors super-replication price of some european contingent claim H is defined by

per(H) = inf{x ∈ R : ∃Φ = (Φt)t∈{1,...,T} FU -predictable, IP
(
Xx,Φ
T ≥ H

)
= 1,∀IP ∈ QT }.
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If H is an upper semianalytic European contingent claim (recall that a function f : X → R ∪ {±∞} is upper-
semianalytic on X if {x ∈ X f(x) > c} is an analytic set), the Superhedging Theorem states that

per(H) = sup
P∈MT

EP (H).

As in the mono-prior case, it is difficult to compute the super-replication price using this dual formula since
the set MT given in (3.12) is hard to characterize. A way to do it is to provide a generalisation of the CGT
algorithm to the multiple-priors case, this will be adress in [11] for a general set of priors. When Qt+1(ωt)
is given by (3.10), one can easily compute the super-replication price using only the primal formulation and
thus avoiding the use of MT (and the related measurability issues). In the next proposition, we prove that the
multiple-priors super-replication price reduces again to the Cox-Ross-Rubinstein price. Let H = h(s, S1, . . . , ST )
be an European contingent claim with h : RT+1 → R. First we introduce the sequence of operators which gives
the minimal amount of money needed to superhedge step after step:

p̄rT = h,

p̄rt (ω
t) = inf{x, ∃φ ∈ R, x+ φ∆St+1(ωt, ·) ≥ p̄rt+1(ωt, ·) Qt+1(ωt)-q.s.} ωt ∈ Rt+1, 0 ≤ t ≤ T − 1.(3.13)

We also introduce the recursive definition of Γrth:

ΓrTh = h

Γrth(ωt) = πt+1Γrt+1h(ωt, ωtut+1) + (1− πt+1)Γrt+1h(ωt, ωtdt+1) ωt ∈ Rt+1, 0 ≤ t ≤ T − 1,

where πt := 1−dt
ut−dt , t = 1, . . . , T .

Proposition 3.3. Let H = h(s, S1, . . . , ST ) be an European contingent claim, where h : RT+1 → R is a convex
function. Assume that for all 0 ≤ t ≤ T − 1, dt+1 < 1 < ut+1. Then, we get that

p̄rt = Γrth, for all t ∈ T and per(H) = p̄r0(s) = Γr0h(s).

The multiple-priors super-replication price corresponds to Γe0h(s), which has been defined in Proposition 2.2.

Proof. Let

I =

{
x, ∃(Φt)t∈{1,...,T}, IP

(
x+

T∑
t=1

Φt∆St ≥ h(s, S1, . . . , ST )

)
= 1,∀IP ∈ QT

}

Ī =

{
x, ∃(ϕt)t∈{1,...,T}, x+

T∑
t=1

ϕt(s, sy1, . . . , sy1 . . . yt−1)sy1 . . . yt−1(yt − 1) ≥ h(s, sy1, . . . , sy1 . . . yT ),

∀y = (y1, . . . , yT ) ∈
T∏
t=1

{dt, ut}

}
,

where in I the Φt are FUt−1-predictable processes and in Ī the ϕt are Ft−1-measurable functions from Rt → R.

We first prove that I ⊂ Ī. Let x ∈ I. Then there exist some FU -predictable process (Φt)t∈{1,...,T}, such that

1 = IP
(
x+

∑T
t=1 Φt∆St ≥ h(s, S1, . . . , ST )

)
, for all P ∈ QT . We choose y = (y1, . . . , yT ) ∈

T∏
t=1

{dt, ut} and

zt−1 = (z1, . . . , zt−1) ∈ Rt−1. Let IPy = δs⊗δsy1⊗ . . .⊗δsy1...syT ∈ QT and IPz
t−1

= δs⊗δsz1⊗ . . .⊗δsz1...szt−1 ∈
P(Rt). Using [7, Lemma 7.27, p173], one can find some Ft−1- measurable functions ϕzt : Rt → R such that
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Φt = ϕzt (s, S1, . . . , St−1) IPz
t−1

-a.s. and 1 = IPy
(
x+

∑T
t=1 Φt∆St ≥ h(s, S1, . . . , ST )

)
implies that x ∈ Ī.

We prove by recursion that p̄rt is convex and that for all ωt ∈ Rt+1,

p̄rt = Γrth (3.14)

p̄rt (ω
t) + Ψt+1(ωt)∆St+1(ωt, ·) ≥ p̄rt+1(ωt, ·) Qt+1(ωt)-q.s. (3.15)

Ψt+1(ωt) =
p̄rt+1(ωt, ωtut+1)− p̄rt+1(ωt, ωtdt+1)

ωt (ut+1 − dt+1)
. (3.16)

This is true by definition at t = T . Assume it holds true at some t+ 1. Let ωt ∈ Rt+1, we define

I(ωt) = {(x, ϕ), IP
(
x+ ϕ(ωt)∆St+1(ωt, ·) ≥ p̄rt+1(ωt, ·)

)
, ∀IP ∈ Qt+1(ωt)}

Ī(ωt) = {(x, ϕ), x+ ϕ(ωt)St(ω
t) (y − 1) ≥ p̄rt+1(ωt, St(ω

t)y)),∀y ∈ {dt+1, ut+1}},

where ϕ is a FUt -measurable function. Using Dirac mass as before (IP = IPSt(ω
t)y, y ∈ {dt+1, ut+1}), I(ωt) ⊂

Ī(ωt). Then we prove the reverse inclusion as in Lemma 2.1. Let (x, ϕ) ∈ Ī(ωt). Let ωt+1 = (ωt, ω) ∈ Rt+1 ×R
be such that there exists λt(ω

t+1) ∈ [0, 1] satisfying

St+1

St
(ωt+1) =

ω

ωt
= λt+1(ωt+1)dt+1 + (1− λt+1(ωt+1))ut+1.

Then by convexity of p̄rt+1, we get that

p̄rt+1(ωt, ω) ≤ λt+1(ωt+1)p̄rt+1(ωt, ωtdt+1) + (1− λt+1(ωt+1))p̄rt+1(ωt, ωtut+1)

≤ x+ ϕ(ωt)St(ω
t)
(
λt+1(ωt+1)dt+1 + (1− λt+1(ωt+1))ut+1 − 1

)
= x+ ϕ(ωt)

(
St+1(ωt+1)− St(ωt)

)
.

Let IP ∈ Qt+1(ωt), as IP(supp(IP)) = 1, we get that IP
(
St+1

St
∈ [dt+1, ut+1]

)
= 1 and (x, φ) ∈ I(ωt).

Thus

p̄rt (ω
t) = inf{x,∃ϕ, (x, ϕ) ∈ I(ωt)} = inf{x, ∃ϕ, (x, ϕ) ∈ Ī(ωt)}

= πt+1p̄
r
t+1(ωt, ωtut+1) + (1− πt+1)p̄rt+1(ωt, ωtdt+1)

= πt+1Γrt+1h(ωt, ωtut+1) + (1− πt+1)Γrt+1h(ωt, ωtdt+1) = Γrth(ωt).

Moreover p̄rt is convex as a convex combinaison of convex function. As

p̄rt (ω
t) +

p̄rt+1(ωt, St(ω
t)ut+1)− p̄rt+1(ωt, St(ω

t)dt+1)

St(ωt) (ut+1 − dt+1)
St(ω

t) (y − 1) = p̄rt+1(ωt, St(ω
t)y),∀y ∈ {dt+1, ut+1}

(p̄rt (ω
t),Ψt+1(ωt)) ∈ Ī(ωt) = I(ωt) and we get that (3.15) and (3.16) hold true.

When solving recursively the 2T equations of Γrth, one gets that p̄r0(s) = Γr0h(s) = IEcrr (h(Scrr0 , . . . , ScrrT )) (see
Proposition 2.3 for the definition of the Cox-Ross-Rubinstein market). When solving directly the 2T equations
appearing in inf Ī one also get IEcrr (h(Scrr0 , . . . , ScrrT )) (this is the same computations than in the composition
of Bernoulli law in order to get a Binomial law). So

p̄r0(s) = inf Ī ≤ inf I = per(H).

Since (3.15) holds true for every ωt ∈ Rt+1, the Fubini theorem implies for all P = q1 ⊗ . . .⊗ qT−1 ∈ QT that
IP
(
p̄rt + Ψt+1∆St+1 ≥ p̄rt+1

)
= 1 and we get that

p̄r0 +

T∑
t=1

Ψt∆St ≥ H QT -q.s.
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Thus p̄r0(s) ≥ per(H) and the proof is complete. Note that Ψt : Rt → R is continuous (because h is continuous
and also the Γrth by induction) so it is FUt−1-measurable and also Ft−1-measurable.

�
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