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THE SIMPLIFIED TOPOLOGICAL ε-ALGORITHMS FOR
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Abstract. When a sequence of numbers is slowly converging, it can be transformed into a new
sequence which, under some assumptions, converges faster to the same limit. One of the best-known
sequence transformations is the Shanks transformation, which can be recursively implemented by the
ε-algorithm of Wynn. This transformation and this algorithm have been extended (in two different
ways) to a sequence of elements of a topological vector space E. In this paper, we present new
algorithms for implementing these topological Shanks transformations. They no longer require the
manipulation of elements of the algebraic dual space E∗ of E, nor do they use the duality product
inside the rules of the algorithms; they need the storage of fewer elements of E, and the stability
is improved. They also allow us to prove convergence and acceleration results for some types of
sequences. Various applications involving sequences of vectors or matrices show the interest of the
new algorithms.
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1. Presentation. Let (Sn) be a sequence of elements of a vector space E on a
field K (R or C). If the sequence (Sn) is slowly converging to its limit S when n tends
to infinity, it can be transformed, by a sequence transformation, into a new sequence
converging, under some assumptions, faster to the same limit. The construction of
most sequence transformations starts from the notion of kernel, which is the set of
sequences which are transformed into a constant sequence with all its elements equal
to S (see [9]).

In section 2, the scalar Shanks transformation for transforming a sequence of
numbers [31] and its implementation by the scalar ε-algorithm [36] are remembered.
This transformation and this algorithm were extended by Brezinski [3] to sequences of
elements of a topological vector space E. The two versions of this topological Shanks
transformation are given in section 3. Their original implementation by two types of
the topological ε-algorithm is discussed in section 4. Both algorithms need to perform
operations involving elements of the algebraic dual space E∗ of E.

The topological Shanks transformations and the topological ε-algorithms received
so much attention in the literature that not all of the contributions could be quoted
here. They have many applications in the solution of systems of linear and nonlinear
equations, in the computation of eigenelements, in Padé-type approximation, in ma-
trix functions and matrix equations, in the Lanczos method, etc. We refer the reader
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A2228 C. BREZINSKI AND M. REDIVO–ZAGLIA

to [6, 19, 30, 9, 20, 21, 11, 18, 32, 33, 35] and the references therein, in particular, for
the older ones.

Two new algorithms for implementing these topological Shanks transformations,
the first and the second simplified topological ε-algorithms, are introduced in section
5. They have several important advantages: elements of the dual vector space E∗

no longer have to be used in their recursive rules and are replaced by quantities
computed by the scalar ε-algorithm, fewer elements have to be stored than with
the topological ε-algorithms of [3], a very important issue in applications, and the
numerical stability of the algorithms is improved. Moreover, these new algorithms
allow us to prove convergence and acceleration properties that could hardly have been
obtained from the original topological ε-algorithms (section 6). The implementation
of these algorithms is discussed in section 7. Some applications involving sequences
of vectors and matrices are presented in section 8.

In this paper, characters in bold correspond to elements of a vector space E or
its algebraic dual E∗, while regular ones designate real or complex numbers.

2. Shanks transformation and the ε-algorithm. For sequences (Sn) of real
or complex numbers, an important sequence transformation is the Shanks transfor-
mation [31], whose kernel consists of sequences satisfying the homogeneous linear
difference equation of order k,

(2.1) a0(Sn − S) + · · ·+ ak(Sn+k − S) = 0, n = 0, 1, . . . ,

where the ai’s are arbitrary constants independent of n such that a0ak �= 0, and
a0 + · · ·+ ak �= 0, and where the unknown S is the limit of (Sn) if it converges, or is
called its antilimit otherwise. The exact expression of such sequences is given in [8].
Assuming that (2.1) holds for all n, the problem is to compute S. We have, for all n,

(2.2) a0ΔSn + · · ·+ akΔSn+k = 0,

where the forward difference operator Δ is defined by ΔSn = Sn+1−Sn, n = 0, 1, . . . .
Writing (2.2) for the indexes n, . . . , n+k− 1 leads to k homogeneous linear equations
in the k+1 unknowns a0, . . . , ak. Adding the condition a0+ · · ·+ ak = 1 (which does
not restrict the generality), and solving the system obtained, gives the unknowns, and
then, from (2.1), we obtain, for all n,

S = a0Sn + · · ·+ akSn+k.

Now, if (Sn) does not satisfy (2.1), we can still write down the system giving the
unknown coefficients ai and compute the linear combination a0Sn + · · · + akSn+k.
However, these coefficients and the linear combination will now depend on n and k,

and they will be denoted, respectively, by a
(n,k)
i and ek(Sn), and we have

ek(Sn) = a
(n,k)
0 Sn + · · ·+ a

(n,k)
k Sn+k, k, n = 0, 1, . . . ,

where the a
(n,k)
i ’s are solution of the same system as above, that is,

(2.3)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a
(n,k)
0 + · · · + a

(n,k)
k = 1,

a
(n,k)
0 ΔSn + · · · + a

(n,k)
k ΔSn+k = 0,

...
...

a
(n,k)
0 ΔSn+k−1 + · · · + a

(n,k)
k ΔSn+2k−1 = 0.
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THE SIMPLIFIED TOPOLOGICAL ε-ALGORITHMS A2229

Thus, the sequence (Sn) has been transformed into the set of sequences {(ek(Sn))}.
The transformation (Sn) �−→ {(ek(Sn))} is the Shanks transformation [31]. It is a gen-
eralization of the well-known Aitken’s Δ2 process which is recovered for k = 1.

Cramer’s rule allows us to write ek(Sn) as the following ratio of determinants:

ek(Sn) =

∣∣∣∣∣∣∣∣∣
Sn · · · Sn+k

ΔSn · · · ΔSn+k

...
...

ΔSn+k−1 · · · ΔSn+2k−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1

ΔSn · · · ΔSn+k

...
...

ΔSn+k−1 · · · ΔSn+2k−1

∣∣∣∣∣∣∣∣∣

, k, n = 0, 1, . . . .

By construction, we have the following result.
Theorem 2.1 (see [9]). For all n, ek(Sn) = S if and only if ∃a0, . . . , ak, with

a0ak �= 0 and a0 + · · ·+ ak �= 0, such that, for all n,

a0(Sn − S) + · · ·+ ak(Sn+k − S) = 0,

that is, in other words, if and only if (Sn) belongs to the kernel of the Shanks trans-
formation (Sn) �−→ (ek(Sn))n for k fixed.

The Shanks transformation can be recursively implemented by the scalar ε-
algorithm of Wynn [36], whose rules are

(2.4)

⎧⎪⎨⎪⎩
ε
(n)
−1 = 0, n = 0, 1, . . . ,

ε
(n)
0 = Sn, n = 0, 1, . . . ,

ε
(n)
k+1 = ε

(n+1)
k−1 + (ε

(n+1)
k − ε

(n)
k )−1, k, n = 0, 1, . . . ,

and the following property holds.

Property 2.2. For all k and n, ε
(n)
2k = ek(Sn) and ε

(n)
2k+1 = 1/ek(ΔSn).

These elements are usually displayed in a two-dimensional array, the ε-array (see
Figure 1 for a triangular part of it), where the quantities with an odd lower index are
only intermediate results. The rule (2.4) relates numbers located at the four vertices
of a rhombus in the ε-array (see Figure 1).

In passing, let us give two relations which do not seem to have been noticed
earlier. Their proofs are straightforward by induction.

Property 2.3. For all k and n,

ε
(n)
2k = Sn+k +

k∑
i=1

1/Δε
(n+k−i)
2i−1 , ε

(n)
2k+1 =

k∑
i=0

1/Δε
(n+k−i)
2i ,

where the operator Δ acts on the upper indexes.

3. The topological Shanks transformations. Let us now consider the case
of a sequence of elements Sn of a vector space E. In 1962, Wynn generalized the
scalar ε-algorithm to sequences of vectors (Sn) by defining, in the rule of the scalar
ε-algorithm, the inverse of a vector u ∈ E = Rm by u−1 = u/(u,u), where (·, ·) is
the usual inner product [37]. He thus obtained the vector ε-algorithm (vea), which
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ε
(0)
−1 = 0

ε
(0)
0 = S0

ε
(1)
−1 = 0 ε

(0)
1

ε
(1)
0 = S1 ε

(0)
2

ε
(2)
−1 = 0 ε

(1)
1 ε

(0)
3

ε
(2)
0 = S2 ε

(1)
2 ε

(0)
4

ε
(3)
−1 = 0 ε

(2)
1 ε

(1)
3

ε
(3)
0 = S3 ε

(2)
2

ε
(4)
−1 = 0 ε

(3)
1

ε
(4)
0 = S4

ε
(5)
−1 = 0

Fig. 1. A triangular part of the ε-array.

had no underlying algebraic foundation. However, it was later proved by McLeod [24]
that the kernel of this vector ε-algorithm is the set of vector sequences satisfying a
relation of the same form as (2.1) with ai ∈ R. The proof was quite technical, and it

involved Clifford algebra. Then, it was shown that the vectors ε
(n)
2k ∈ R

m it computes
are given by ratios of determinants of dimension 2k+1 instead of k+1 as in the scalar
case [17], or by designants of dimension k + 1, objects that generalize determinants
in a noncommutative algebra [29].

To remedy the lack, for the vector ε-algorithm, of an algebraic theory similar to
that existing for the scalar one, Brezinski, following the approach of Shanks, obtained
two versions of the so-called topological Shanks transformation [3]. More generally,
they can be applied to sequences of elements of a topological vector space E (thus the
name) on K (R or C) since, for being able to deal with convergence results, E has to
possess a topology. Starting from a relation of the same form as (2.1), that is,

(3.1) a0(Sn − S) + · · ·+ ak(Sn+k − S) = 0 ∈ E, n = 0, 1, . . . ,

where Sn,S ∈ E and ai ∈ K with a0ak �= 0 and a0 + · · ·+ ak �= 0, we again write

a0ΔSn + · · ·+ akΔSn+k = 0

for the indexes n, . . . , n+ k− 1. However, these relations do not allow us to compute
the numbers ai since the Sn are elements of E (in many practical applications they
are vectors of Rm or matrices of dimension m× s). For that purpose, let y ∈ E∗ (the
algebraic dual space of E, that is, the vector space of linear functionals on E), and
take the duality product of these relations with it. We thus obtain

(3.2) a0〈y,ΔSi〉+ · · ·+ ak〈y,ΔSi+k〉 = 0, i = n, . . . , n+ k − 1.

As in the scalar case, if (Sn) does not satisfy (3.1), the preceding relations, together
with the additional condition that the coefficients ai sum up to 1, can still be written.

We thus obtain a system of k + 1 equations in k + 1 unknowns, denoted by a
(n,k)
i ,

similar to (2.3),

(3.3)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a
(n,k)
0 + · · · + a

(n,k)
k = 1,

a
(n,k)
0 〈y,ΔSn〉 + · · · + a

(n,k)
k 〈y,ΔSn+k〉 = 0,

...
...

a
(n,k)
0 〈y,ΔSn+k−1〉 + · · · + a

(n,k)
k 〈y,ΔSn+2k−1〉 = 0,
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and we define the first topological Shanks transformation by

êk(Sn) = a
(n,k)
0 Sn + · · ·+ a

(n,k)
k Sn+k, n, k = 0, 1, . . . .

Thus, as in the scalar case, we have

êk(Sn) =

∣∣∣∣∣∣∣∣∣
Sn · · · Sn+k

〈y,ΔSn〉 · · · 〈y,ΔSn+k〉
...

...
〈y,ΔSn+k−1〉 · · · 〈y,ΔSn+2k−1〉

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 · · · 1

〈y,ΔSn〉 · · · 〈y,ΔSn+k〉
...

...
〈y,ΔSn+k−1〉 · · · 〈y,ΔSn+2k−1〉

∣∣∣∣∣∣∣∣∣

, k, n = 0, 1, . . . ,

where the determinant in the numerator denotes the element of E obtained by devel-
oping it with respect to its first row by the classical rule for expanding a determinant.

Similarly, the second topological Shanks transformation is defined by

ẽk(Sn) = a
(n,k)
0 Sn+k + · · ·+ a

(n,k)
k Sn+2k, n, k = 0, 1, . . . ,

where the a
(n,k)
i ’s are again solution of the system (3.3) and, thus, are identical to the

coefficients in the first topological Shanks transformation. These ẽk(Sn) are given by
the same ratio of determinants as above after replacing the first row in the numerator
by Sn+k, . . . ,Sn+2k.

Obviously, the linear functional y must be chosen so that the system (3.3) is
nonsingular for the values of k and n considered. This condition will always be
assumed in what follows, thus implying that the results hold for all such y. The
choice of y in the vector and matrix cases will be discussed in section 7.

The following fundamental property shows the connection between the scalar and
the topological Shanks transformations.

Property 3.1. Setting Sn = 〈y,Sn〉, the systems (2.3) and (3.3) giving the

coefficients a
(n,k)
i of the scalar, the first, and the second topological Shanks transfor-

mations are the same.
We will see below that this property is a quite fundamental one, having important

consequences for the convergence and the acceleration properties of the topological
Shanks transformations.

For the first and the second topological Shanks transformations, the following
theorem holds.

Theorem 3.2 (see [3]). For all n, êk(Sn) = S and ẽk(Sn) = S if ∃a0, . . . , ak,
with a0ak �= 0 and a0 + · · ·+ ak �= 0, such that, for all n,

a0(Sn − S) + · · ·+ ak(Sn+k − S) = 0.

Remark 3.3. Contrarily to Theorem 2.1, the condition of this theorem is only
sufficient. If the condition is satisfied, we also have, for all n,

a0〈y,Sn − S〉+ · · ·+ ak〈y,Sn+k − S〉 = 0.
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Let us mention that other transformations based on a kernel of the form (3.1)
have been studied in the case where E = Rm or Rm×s (see, for example, [9, 20]).
The idea is always to obtain a system of linear algebraic equations allowing one to
compute the coefficients ai appearing in (3.1). In these methods, the relations (3.2)
are replaced by

a0〈yi,0,ΔSn〉+ · · ·+ ak〈yi,k,ΔSn+k〉 = 0, i = 0, . . . , k − 1,

with yi,j = ΔSn+i for the Reduced Rank Extrapolation (rre), yi,j = ΔSn+i+1−ΔSn+i

for the Minimal Polynomial Extrapolation (mpe), and yi,j = yi+1 (arbitrary linearly
independent linear functionals) for the Modified Minimal Polynomial Extrapolation
(mmpe). These methods were recently studied in [21], including the first topological
Shanks transformation.

4. The topological ε-algorithms. Let us now discuss how to compute recur-
sively the elements êk(Sn) ∈ E and ẽk(Sn) ∈ E.

The elements êk(Sn) ∈ E can be recursively computed by the first topological
ε-algorithm (tea1) [3], whose rules are

(4.1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ε̂
(n)
−1 = 0 ∈ E∗, n = 0, 1, . . . ,

ε̂
(n)
0 = Sn ∈ E, n = 0, 1, . . . ,

ε̂
(n)
2k+1 = ε̂

(n+1)
2k−1 +

y

〈y, ε̂(n+1)
2k − ε̂

(n)
2k 〉

∈ E∗, k, n = 0, 1, . . . ,

ε̂
(n)
2k+2 = ε̂

(n+1)
2k +

ε̂
(n+1)
2k − ε̂

(n)
2k

〈ε̂(n+1)
2k+1 − ε̂

(n)
2k+1, ε̂

(n+1)
2k − ε̂

(n)
2k 〉

∈ E, k, n = 0, 1, . . . .

Let us recall that the idea which led to the discovery of the two topological
ε-algorithms for implementing the two versions of the topological Shanks sequence
transformation was based on the definition of the inverse of a couple (u,y) ∈ E ×E∗

defined as u−1 = y/〈y,u〉 ∈ E∗ and y−1 = u/〈y,u〉 ∈ E [3]. Keeping this definition
in mind, we see that the inverse used in the first recurrence relation of the algorithm

is the inverse of ε̂
(n+1)
2k − ε̂

(n)
2k in the couple (ε̂

(n+1)
2k − ε̂

(n)
2k ,y) ∈ E × E∗, while, in

the second relation, we use the inverse of ε̂
(n+1)
2k+1 − ε̂

(n)
2k+1 in the couple (ε̂

(n+1)
2k −

ε̂
(n)
2k , ε̂

(n+1)
2k+1 − ε̂

(n)
2k+1) ∈ E × E∗.

The elements ẽk(Sn) ∈ E of the second topological Shanks transformation can
be recursively computed by the second topological ε-algorithm (tea2) [3], whose rules
are (see [9] for a fortran subroutine)

(4.2)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ε̃
(n)
−1 = 0 ∈ E∗, n = 0, 1, . . . ,

ε̃
(n)
0 = Sn ∈ E, n = 0, 1, . . . ,

ε̃
(n)
2k+1 = ε̃

(n+1)
2k−1 +

y

〈y, ε̃(n+1)
2k − ε̃

(n)
2k 〉

∈ E∗, k, n = 0, 1, . . . ,

ε̃
(n)
2k+2 = ε̃

(n+1)
2k +

ε̃
(n+2)
2k − ε̃

(n+1)
2k

〈ε̃(n+1)
2k+1 − ε̃

(n)
2k+1, ε̃

(n+2)
2k − ε̃

(n+1)
2k 〉

∈ E, k, n = 0, 1, . . . .

The following property holds.
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Odd rule (tea1, tea2) Even rule (tea1) Even rule (tea2)

ε
(n)
2k ε̂

(n)
2k↗ ↘ ↘

ε
(n+1)
2k−1 ε

(n)
2k+1 ε̂

(n)
2k+1 ε̃

(n)
2k+1

↘ ↗ ↗ ↘ ↗ ↘
ε
(n+1)
2k ε̂

(n+1)
2k ε̂

(n)
2k+2 ε̃

(n+1)
2k ε̃

(n)
2k+2

↘ ↗ ↘ ↗
ε̂
(n+1)
2k+1 ε̃

(n+1)
2k+1

↗
ε̃
(n+2)
2k

Fig. 2. The relations for the first (tea1) and the second (tea2) topological ε-algorithms (in
the odd rule ε is ε̂ for tea1 and ε̃ for tea2).

Property 4.1 (see [3]).

ε̂
(n)
2k = êk(Sn), 〈y, ε̂(n)2k 〉 = ek(〈y,Sn〉),

ε̂
(n)
2k+1 = y/〈y, êk(ΔSn)〉, ε̂

(n)
2k+1 = y/ek(〈y,ΔSn〉), k, n = 0, 1, . . . .

These relations are also true for the ε̃
(n)
k ’s and the ẽk’s.

Remark 4.2. Due to the first rule of the algorithms, ε̂
(n)
2k+1 = y

∑k
i=0 1/〈y, ε̂(n+1)

2k −
ε̂
(n)
2k 〉, and a similar relation for ε̃

(n)
2k+1, which shows that these elements of E∗ are

multiples of y.
If E = R or C, the rules (4.1) and (4.2) of the first and the second topological

ε-algorithms reduce to those of the scalar ε-algorithm.
The relationships between the elements of E and E∗ in the topological ε-array

involved in these two topological algorithms are shown in Figure 2. The odd rules
(those for computing elements with an odd lower index) have the same structure as
the rule of the scalar ε-algorithm, but the even ones need an additional term of the
topological ε-array.

In the first and the second topological ε-algorithms, the difficulty could be to
compute the duality products appearing in their denominators since they involve linear
functionals which, in the general case, cannot be easily handled on a computer when E

is a general vector space (for example, if Sn is a function and if 〈y,Sn〉 =
∫ b

a
Sn(t)dt).

Of course, when E = Rm or Rm×s, handling linear functionals is trivial because
those spaces are their own dual spaces. However, the duality product has to be
used recursively at each step of the algorithms. Moreover, in the even rules of the
algorithms, the duality has to be taken with linear functionals computed recursively
by the odd rules. These computational problems will be solved by the new algorithms
given in the next section.

5. The simplified topological ε-algorithms. We will now derive new algo-
rithms for implementing the two topological Shanks sequence transformations of sec-
tion 3 which avoid the manipulation of elements of E∗ and the use of the duality
product with y inside the rules of the algorithms. In these new algorithms, the linear
functional y will only be applied to the terms of the initial sequence (Sn). Moreover,
they require the storage of a fewer number of elements of E and no element of E∗
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since they connect only terms with an even lower index in the topological ε-array.
Their implementation will be described in section 7.

5.1. The first simplified topological ε-algorithm. Applying Wynn’s scalar

ε-algorithm (2.4) to the sequence (Sn = 〈y,Sn〉), from Property 4.1, we have ε
(n)
2k =

ek(〈y,Sn〉) and, by Property 2.2, we obtain

ε̂
(n+1)
2k+1 − ε̂

(n)
2k+1 =

y

〈y, êk(ΔSn+1)〉 −
y

〈y, êk(ΔSn)〉
= y

(
1

ek(〈y,ΔSn+1〉) −
1

ek(〈y,ΔSn〉)
)

= y(ε
(n+1)
2k+1 − ε

(n)
2k+1).

Thus, the last relation in (4.1) becomes

ε̂
(n)
2k+2 = ε̂

(n+1)
2k +

ε̂
(n+1)
2k − ε̂

(n)
2k

〈y, ε̂(n+1)
2k − ε̂

(n)
2k 〉(ε(n+1)

2k+1 − ε
(n)
2k+1)

, k, n = 0, 1, . . . .

Moreover, due to Property 4.1, the quantities 〈y, ε̂(n+1)
2k − ε̂

(n)
2k 〉 can be computed

by the scalar ε-algorithm, and we finally obtain the rule

(5.1) ε̂
(n)
2k+2 = ε̂

(n+1)
2k +

1

(ε
(n+1)
2k − ε

(n)
2k )(ε

(n+1)
2k+1 − ε

(n)
2k+1)

(ε̂
(n+1)
2k −ε̂

(n)
2k ), k, n = 0, 1, . . . ,

with ε̂
(n)
0 = Sn ∈ E, n = 0, 1, . . . .

This relation was already given in [3] as Property 10 but not in an algorithmic
form. It shows that the first topological Shanks transformation can now be imple-
mented by a triangular scheme involving the scalar ε-algorithm and elements of E
exclusively, instead of extended rhombus rules needing the duality product with ele-
ments of E∗. Moreover, we now have only one rule instead of two.

Thanks to the recursive rule of the scalar ε-algorithm, the algorithm (5.1) can
also be written under one of the following equivalent forms:

ε̂
(n)
2k+2 = ε̂

(n+1)
2k +

ε
(n)
2k+1 − ε

(n+1)
2k−1

ε
(n+1)
2k+1 − ε

(n)
2k+1

(ε̂
(n+1)
2k − ε̂

(n)
2k ),(5.2)

ε̂
(n)
2k+2 = ε̂

(n+1)
2k +

ε
(n)
2k+2 − ε

(n+1)
2k

ε
(n+1)
2k − ε

(n)
2k

(ε̂
(n+1)
2k − ε̂

(n)
2k ),(5.3)

ε̂
(n)
2k+2 = ε̂

(n+1)
2k + (ε

(n)
2k+1 − ε

(n+1)
2k−1 )(ε

(n)
2k+2 − ε

(n+1)
2k )(ε̂

(n+1)
2k − ε̂

(n)
2k ).(5.4)

Notice that (5.3) can also be written as

ε̂
(n)
2k+2 =

ε
(n)
2k+2 − ε

(n)
2k

ε
(n+1)
2k − ε

(n)
2k

ε̂
(n+1)
2k − ε

(n)
2k+2 − ε

(n+1)
2k

ε
(n+1)
2k − ε

(n)
2k

ε̂
(n)
2k(5.5)

= ε̂
(n)
2k +

ε
(n)
2k+2 − ε

(n)
2k

ε
(n+1)
2k − ε

(n)
2k

(ε̂
(n+1)
2k − ε̂

(n)
2k ).(5.6)

This new algorithm, in any of the preceding forms, is called the first simplified
topological ε-algorithm, and it is denoted by stea1.
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Taking the duality product of y with any of the preceding relations (5.1)–(5.6)
allows one to recover the rule of the scalar ε-algorithm or leads to an identity. The
same is true when E is R or C.

From (5.5), we have the following property.

Property 5.1. The computation of ε̂
(n)
2k+2 is stable for all n if ∃Mk, independent

of n, such that ∣∣∣∣∣ ε
(n)
2k+2 − ε

(n)
2k

ε
(n+1)
2k − ε

(n)
2k

∣∣∣∣∣+
∣∣∣∣∣ε

(n)
2k+2 − ε

(n+1)
2k

ε
(n+1)
2k − ε

(n)
2k

∣∣∣∣∣ ≤ Mk.

Remark 5.2. Although the ε̂
(n)
2k+1’s are no longer needed, it holds from Property

4.1 that ε̂
(n)
2k+1 = ε̂

(n+1)
2k−1 + y/(ε

(n+1)
2k − ε

(n)
2k ), and thus, similarly to Property 2.3, we

obtain ε̂
(n)
2k+1 = y

∑k
i=0 1/Δε

(n+k−i)
2i . Since ΔSn = 〈y,ΔSn〉, we also have, from

what precedes and Property 4.1, ε̂
(n)
2k+1 = yε

(n)
2k+1 and ε

(n)
2k+1 = 1/ek(〈y,ΔSn〉). These

relations also hold for the ε̃
(n)
2k+2’s of the second simplified topological ε-algorithm (see

below).

5.2. The second simplified topological ε-algorithm. Since similar algebraic
properties hold for the second topological Shanks transformation and the second topo-
logical ε-algorithm, we can derive, in the same way, a second simplified topological
ε-algorithm, denoted by stea2. Its rules can be written in any of the four following
equivalent forms:

ε̃
(n)
2k+2 = ε̃

(n+1)
2k +

1

(ε
(n+2)
2k − ε

(n+1)
2k )(ε

(n+1)
2k+1 − ε

(n)
2k+1)

(ε̃
(n+2)
2k − ε̃

(n+1)
2k ),

ε̃
(n)
2k+2 = ε̃

(n+1)
2k +

ε
(n+1)
2k+1 − ε

(n+2)
2k−1

ε
(n+1)
2k+1 − ε

(n)
2k+1

(ε̃
(n+2)
2k − ε̃

(n+1)
2k ),

ε̃
(n)
2k+2 = ε̃

(n+1)
2k +

ε
(n)
2k+2 − ε

(n+1)
2k

ε
(n+2)
2k − ε

(n+1)
2k

(ε̃
(n+2)
2k − ε̃

(n+1)
2k ),

ε̃2k+2
(n) = ε̃

(n+1)
2k + (ε

(n+1)
2k+1 − ε

(n+2)
2k−1 )(ε

(n)
2k+2 − ε

(n+1)
2k )(ε̃

(n+2)
2k − ε̃

(n+1)
2k ),

with ε̃
(n)
0 = Sn ∈ E, n = 0, 1, . . . .

In these formulae, the scalar quantities are the same as those used in the first
simplified topological ε-algorithm, and they are again obtained by applying the scalar
ε-algorithm to the sequence (〈y,Sn〉).

In Figure 3, we show the very simple triangular relationships between the elements
of E in the topological ε-array for the two simplified algorithms. Remark that only
the even terms are needed and computed.

Remark 5.3. Since the ε̂
(n)
2k and the ε̃

(n)
2k are related by a triangular recursive

scheme, they satisfy the theory of reference functionals developed in [12].

6. Convergence and acceleration. Several convergence and acceleration re-
sults for the topological ε-algorithm were already given in [3]. However, the conditions
of these theorems are difficult to check since they involved elements of E∗ which are
recursively computed. The fact that now the simplified algorithms no longer involve
these linear functionals will allow us to obtain new results, easier to verify in practice.
Thus, the simplified ε-algorithms not only play a major role in the implementation of
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stea1 stea2

ε̂
(n)
2k ↘

ε̂
(n+1)
2k −→ ε̂

(n)
2k+2 ε̃

(n+1)
2k −→ ε̃

(n)
2k+2

↗
ε̃
(n+2)
2k

Fig. 3. The relations for the first (stea1) and the second (stea2) simplified topological ε-
algorithms.

the topological Shanks transformations, but they also have a primary impact on the
theoretical results that can be proved.

Property 3.1 means that the numbers ek(Sn), obtained by applying the scalar
Shanks transformation to the sequence of numbers (Sn = 〈y,Sn〉), and the elements
êk(Sn) and ẽk(Sn) of E, obtained by the topological Shanks transformations applied
to the sequence (Sn) of elements of E, are computed by a linear combination with the
same coefficients. It implies that, under some circumstances, the sequences (ek(Sn)),
(êk(Sn)), and (ẽk(Sn)) can share similar convergence and acceleration behaviors, and
we will now illustrate this fact.

Let us begin by two results about important classes of sequences which, despite
their simplicity, remained unnoticed.

Definition 6.1. A sequence of vectors in Rm or matrices in Rm×s is totally
monotonic, and we write (Sn) ∈ TM if, for all k and n, (−1)kΔkSn ≥ 0, where the
inequality has to be understood for each component of the vectors or each element of
the matrices. A sequence of vectors or matrices is totally oscillating, and we write
(Sn) ∈ TO if ((−1)nSn) ∈ TM.

In the scalar case, these sequences were first studied by Wynn [41], and his results
were complemented by Brezinski [1, 2]. Their construction and their properties were
studied in [5, 42]. For the vector and the matrix cases, we have the following new
results.

Theorem 6.2. If (Sn) converges to S, if (Sn = 〈y,Sn〉) ∈ TM, and if ∃a �= 0
and b ∈ Rm (or Rm×s in the matrix case) such that (aSn + b) ∈ TM, then

0 ≤ aε̂
(n)
2k+2 + b ≤ aε̂

(n)
2k + b, 0 ≤ aε̂

(n+1)
2k + b ≤ aε̂

(n)
2k + b,

0 ≤ aε̂
(n)
2k+2 + b ≤ aε̂

(n+1)
2k + b, 0 ≤ aε̂

(n)
2k+2 + b ≤ aε̂

(n+2)
2k + b,

∀k, fixed, lim
n→∞ ε̂

(n)
2k = S, ∀n, fixed, lim

k→∞
ε̂
(n)
2k = S.

Moreover, if limn→∞〈y,Sn+1 − S〉/〈y,Sn − S〉 �= 1, then

∀k, fixed, lim
n→∞ ‖ε̂(n)2k − S‖/‖Sn+2k − S‖ = 0,

∀n, fixed, lim
k→∞

‖ε̂(n)2k − S‖/‖Sn+2k − S‖ = 0.

The same results hold for the ε̃
(n)
2k .

Proof. Since the coefficients a
(n,k)
i in (2.3) and (3.3) are the same, then, if (Sn) ∈

TM or TO and if (Sn = 〈y,Sn〉) ∈ TM or TO, the scalars ε
(n)
2k , the components of
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the vectors or the elements of the matrices ε̂
(n)
2k , and those of ε̃

(n)
2k satisfy the same

inequalities, which proves the results.
Equivalent results hold for TO sequences of vectors and matrices. The proof is

the same as for the preceding theorem.
Theorem 6.3. If (Sn) converges to S, if (Sn = 〈y,Sn〉) ∈ TO, and if ∃a �= 0

and b ∈ Rm (or Rm×s in the matrix case) such that (aSn + b) ∈ TO, then

0 ≤ aε̂
(2n)
2k+2 + b ≤ aε̂

(2n)
2k + b, a(ε̂

(2n+1)
2k − ε̂

(2n)
2k ) ≤ a(ε̂

(2n+1)
2k+2 − ε̂

(2n)
2k+2) ≤ 0,

aε̂
(2n+1)
2k + b ≤ aε̂

(2n+1)
2k+2 + b ≤ 0, 0 ≤ a(ε̂

(2n+2)
2k+2 − ε̂

(2n+1)
2k+2 ) ≤ a(ε̂

(2n+2)
2k − ε̂

(2n+1)
2k ),

0 ≤ aε̂
(2n)
2k+2 + b ≤ aε̂

(2n+2)
2k + b, ∀k, fixed, lim

n→∞ ε̂
(n)
2k = S,

aε̂
(2n+3)
2k + b ≤ aε̂

(2n+1)
2k+2 + b ≤ 0, ∀n, fixed, lim

k→∞
ε̂
(n)
2k = S.

Moreover,

∀k, fixed, lim
n→∞ ‖ε̂(n)2k − S‖/‖Sn+2k − S‖ = 0,

∀n, fixed, lim
k→∞

‖ε̂(n)2k − S‖/‖Sn+2k − S‖ = 0.

The same results hold for the ε̃
(n)
2k .

Remark 6.4. If the vectors Sn belong to TM or TO and if y ≥ 0, then (Sn =
〈y,Sn〉) ∈ TM or TO. If the matrices Sn belong to TM and if y is the linear form
such that, for any matrix M, 〈y,M〉 = trace(M), then (Sn = 〈y,Sn〉) ∈ TM or TO.
Thus, the convergence of the first simplified topological ε-algorithm depends on the
behavior of the scalar one, and the choice of y intervenes in the conditions to be
satisfied. As noticed in [25], if, for all n, Sn ∈ Rm is replaced by DSn, where D
is a diagonal regular matrix of dimension m, and if y is replaced by λD−1y, where

λ is a nonzero scalar, then, for all k and n, ε̂
(n)
2k becomes Dε̂

(n)
2k and ε̂

(n)
2k+1 becomes

D−1ε̂
(n)
2k+1. The same property holds for the ε̃

(n)
k ’s. This remark allows one to extend

the two previous theorems.
Let us continue by some other convergence and acceleration results that would not

have been easily obtained directly from the determinantal formulae of the topological
Shanks transformations or from the rules of the topological ε-algorithms.

Assume now that E is a normed vector space and that y ∈ E′ ⊆ E∗, where E′

is the space of all continuous linear functionals on E. We will consider only the case
of the first transformation and the first algorithm; the second ones could be treated
similarly and lead to equivalent results.

Let us set

(6.1) r
(n)
k = (ε

(n)
2k+2 − ε

(n+1)
2k )/(ε

(n+1)
2k − ε

(n)
2k ).

The rule (5.3) of the first simplified topological ε-algorithm gives∥∥∥ε̂(n)2k+2 − ε̂
(n+1)
2k

∥∥∥ / ∥∥∥ε̂(n+1)
2k − ε̂

(n)
2k

∥∥∥ = |r(n)k |,

which shows that both ratios have the same form and behave similarly. We have the
following convergence result.

Theorem 6.5. If limn→∞ ε̂
(n)
2k = S, and if ∃M such that, for all n ≥ N , |r(n)k | ≤

M , then limn→∞ ε̂
(n)
2k+2 = S.
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Proof. The relation (5.3) can be written as

ε̂
(n)
2k+2 = (1 + r

(n)
k )ε̂

(n+1)
2k − r

(n)
k ε̂

(n)
2k .

By the assumption on r
(n)
k and since the two scalar coefficients in the right-hand side

sum up to 1, the conditions of the Toeplitz theorem for summation processes are
satisfied, which proves the result.

The other forms of the first simplified ε-algorithm lead to different ratios linking
its behavior with that of the scalar ε-algorithm

Let us now give an acceleration result in the case where E = Rm, m > 1.

Theorem 6.6. Assume that E = Rm, that r
(n)
k = rk + o(1) with rk �= −1, and

that for all i, (ε̂
(n+1)
2k − S)i/(ε̂

(n)
2k − S)i = rk/(1 + rk) + o(1). Then limn→∞ ‖ε̂(n)2k+2 −

S‖/‖ε̂(n)2k − S‖ = 0.
Proof. Writing (5.3) as (which is the same as (5.5))

ε̂
(n)
2k+2 − S = (1 + r

(n)
k )(ε̂

(n+1)
2k − S)− r

(n)
k (ε̂

(n)
2k − S),

we have from the assumptions on r
(n)
k and on the components of the vectors

(ε̂
(n)
2k+2−S)i = [(1+rk+o(1))(rk/(1+rk)+o(1))−(rk+o(1))](ε̂

(n)
2k −S)i = o(1)(ε̂

(n)
2k −S)i.

Thus, we prove the result since all norms are equivalent.
Remark 6.7. By the assumptions on the components of the vectors, it holds,

for the scalar ε-algorithm, that limn→∞(ε
(n+1)
2k − S)/(ε

(n)
2k − S) = rk/(1 + rk). Since

r
(n)
k = rk + o(1) and

r
(n)
k =

(
ε
(n)
2k+2 − S

ε
(n)
2k − S

− ε
(n+1)
2k − S

ε
(n)
2k − S

)/(ε
(n+1)
2k − S

ε
(n)
2k − S

− 1

)
,

it follows that we also have limn→∞(ε
(n)
2k+2 − S)/(ε

(n)
2k − S) = 0.

Let us now give convergence and acceleration results concerning four special types
of sequences. These sequences were considered by Wynn in the scalar case for the
scalar ε-algorithm [41]. We will see that his results can be extended to similar se-
quences of elements of E. The first result is the following.

Theorem 6.8. We consider sequences of the form

(a) Sn − S ∼
∞∑
i=1

aiλ
n
i ui (n → ∞) or (b) Sn − S ∼ (−1)n

∞∑
i=1

aiλ
n
i ui (n → ∞),

where ai, λi ∈ K, ui ∈ E, and 1 > λ1 > λ2 > · · · > 0. Then, when k is fixed and n
tends to infinity,

ε̂
(n)
2k − S = O(λn

k+1),
‖ε̂(n)2k+2 − S‖
‖ε̂(n)2k − S‖

= O((λk+2/λk+1)
n).

Proof. We consider sequences of the form (a). We have

〈y,Sn〉 − 〈y,S〉 ∼
∞∑
i=1

aiλ
n
i 〈y,ui〉.
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If the scalar ε-algorithm is applied to the sequence (〈y,Sn〉), Wynn [41] proved that

ε
(n)
2k − 〈y,S〉 = ak+1

(λk+1 − λ1)
2 · · · (λk+1 − λk)

2

(1− λ1)2 · · · (1− λk)2
λn
k+1〈y,uk+1〉+O(λn

k+2).

After some algebraic manipulations using (6.1), we get

r
(n)
k ∼ λk+1

1− λk+1
+

ak+2〈y,uk+2〉(λk+2 − λ1)
2 · · · (λk+2 − λk+1)

2

ak+1〈y,uk+1〉(λk+1 − λ1)2 · · · (λk+1 − λk)2(1− λk+1)3

(
λk+2

λk+1

)n
+ o

(
λk+2

λk+1

)n
.

Assume that

ε̂
(n)
2k − S ∼

p∑
i=k+1

αk,iλ
n
i ui,

where the coefficients αk,i depend on k and i but not on n (by assumption, this is
true for k = 0).

Plugging this relation into the rule (5.3) of the first simplified topological ε-

algorithm, and using the preceding expression for r
(n)
k , we obtain (see [4] for a similar

proof) that

ε̂
(n)
2k+2 − S ∼ 1

1− λk+1

(
p∑

i=k+1

αk,iλ
n+1
i ui − λk+1

p∑
i=k+1

αk,iλ
n
i ui

)
,

which proves the first result by induction. The second result follows immediately.
The proof for sequences of the form (b) is similar to the preceding case by replacing

each λi by −λi.
An application of this result will be given in section 8.1.

The next theorem is obtained by expressing r
(n)
k as above and using the result of

Wynn for the scalar case [41].
Theorem 6.9. We consider sequences of the form

Sn − S ∼
∞∑
i=1

ai(n+ b)−iui (n → ∞),

where ai, b ∈ K, ui ∈ E. Then, when k is fixed and n tends to infinity,

ε̂
(n)
2k − S ∼ a1u1

(k + 1)(n+ b)
.

Thus, when n tends to infinity, the sequence (ε̂
(n)
2k+2) does not converge to S faster

than the sequence (ε̂
(n)
2k ). We finally have a last result whose proof uses (5.6) and the

expression given by Wynn [41] in the scalar case.
Theorem 6.10. We consider sequences of the form

Sn − S ∼ (−1)n
∞∑
i=1

ai(n+ b)−iui (n → ∞),
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where ai, b ∈ K, ui ∈ E. Then, when k is fixed and n tends to infinity,

ε̂
(n)
2k − S ∼ (−1)n

a1(k !)2u1

4k(n+ b)2k+1
,

‖ε̂(n)2k+2 − S‖
‖ε̂(n)2k − S‖

= O(1/(n+ b)).

The results of [16] about sequences with more complicated asymptotic expansions
could possibly be extended similarly to the first simplified topological ε-algorithm.
Since the vector E-algorithm [7] can be used for implementing the first topological
Shanks transformation, the acceleration results proved for it should also be valid for
the first simplified topological ε-algorithm [23].

7. Implementation and performances. To implement all the ε-algorithms
and to construct the ε-array, the simplest procedure is to store all its elements for
all k and n. Starting from a given number of terms in the two initial columns (the
second one for the simplified algorithms), the other columns are computed one by
one, each of them having one less term than the preceding one (two less terms for the
simplified algorithms). Thus, a triangular part of the ε-array is obtained (only the
even columns in the simplified cases), as can be seen in Figure 1. However, such a
procedure requires storing all the elements of this triangular part, and it can be costly
for sequences of vectors or matrices.

A better procedure, which avoids storing the whole triangular array, is to add each
new term of the original sequence one by one and to proceed with the computation of
the ε-array by ascending diagonal as far as possible (or required). This technique was
invented by Wynn for the scalar ε-algorithm and other algorithms having a similar
structure [38, 40] (see also [9, pp. 397ff.]), including the vector ε-algorithm [37]. It
can be summarized as follows: after having computed a triangular part of the ε-
array and stored only its last ascending diagonal (for example, the ascending diagonal

ε
(3)
0 , ε

(2)
1 , ε

(1)
2 , ε

(0)
3 of Figure 1 which contains all the terms needed for computing the

next diagonal), a new element of the initial sequence is introduced (ε
(4)
0 = S4 in our

example), and the next ascending diagonal is computed element by element, that is,

ε
(3)
1 , ε

(2)
2 , ε

(1)
3 , ε

(0)
4 , by using the rhombus rule of the algorithm. This technique requires

only the storage of one ascending diagonal and three temporary auxiliary elements.

Let us mention that, for computing the descending diagonal ε
(0)
0 , ε

(0)
1 , ε

(0)
2 , . . ., the new

ascending diagonal has to be computed as far as possible, while, for computing the

descending column ε
(0)
2k , ε

(1)
2k , ε

(2)
2k , . . ., for a fixed value of k, the new ascending diagonal

has to be computed only until the column 2k has been reached.
In the topological ε-algorithms, the odd rule has the same form as the rule of

the scalar ε-algorithm, but the even rule needs an extra element, as shown in Figure
2. This is not a problem for implementing tea2 by exactly the same technique as

Wynn’s since the extra term, namely ε̃
(n+2)
2k needed for computing ε̃

(n)
2k+2, was already

computed in the diagonal we are constructing. Thus, it is necessary to store only the
preceding diagonal consisting of elements of E and E∗.

Contrarily to tea2, for implementing tea1, the extra element, namely ε̂
(n)
2k , is in

the diagonal above the preceding one. Thus, in addition to the full preceding diagonal,
we also need to store the even elements of the diagonal above it. Thus, in total, one
and a half diagonals (of elements of E and E∗) have to be stored.

For the simplified topological ε-algorithms, only elements with an even lower index
are used and computed, and the rules are shown in Figure 3. Similar considerations
as above can be made for the new algorithms. Thus, for stea1, by the ascending
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diagonal technique, one need only store the elements of E, that is, those with an even
lower index, located in the two preceding diagonals, and, for stea2, only the elements
of E located in the preceding diagonal.

Of course, we also have to compute, by the ascending diagonal technique of Wynn,
the elements of the scalar ε-array, but this is cheep in terms of storage requirements
and arithmetical operations. Each new scalar term Sn is obtained by computing the
duality product of Sn with y and is immediately used for building the new ascending
diagonal of the scalar ε-array. Then, the new ascending diagonal of the topological ε-
array consisting only of elements of E is constructed. A paper with the corresponding
matlab programs is in preparation.

The storage requirements of the four topological algorithms for computing ε̂
(0)
2k or

ε̃
(0)
2k , including the temporary auxiliary elements, are given in Table 1.

Table 1

Storage requirements.

Algorithm # elements ε-array In spaces # auxiliary elements

tea1 3k E,E∗ 3

stea1 2k E 2

tea2 2k E,E∗ 3

stea2 k E 2

Let us now discuss some possible choices for the linear functional y ∈ E∗. When
E = Cm, we can define it as y : Sn ∈ Cm �−→ 〈y,Sn〉 = (y,Sn), the usual inner
product of the vectors y and Sn, or, more generally, as (y,MSn), where M is some
matrix.

When E = Cm×m, the linear functional y ∈ E∗ can be defined as y : Sn ∈
Cm×m �−→ 〈y,Sn〉 = trace(Sn) or, more generally, for Sn ∈ Cm×s, as trace(YTSn),
where Y ∈ Cm×s. We can also define y by (u,Snv), where u ∈ Cm and v ∈ Cs.

The simplified topological ε-algorithms for implementing the topological Shanks
transformations also allow us to improve its numerical stability. This is due to the
existence, for the scalar ε-algorithm, of particular rules derived by Wynn [39] for this
purpose, while the topological ε-algorithms have no particular rules (such rules also
exist for other acceleration algorithms [28]). These particular rules are used as soon
as, for some fixed p,

|ε(n+1)
k − ε

(n)
k |/|ε(n)k | < 10−p.

When this condition is satisfied, a so-called singularity occurs, the particular rule is
used instead of the normal one for computing the term of the table possibly affected by
numerical instability, and a counter σ indicating the number of singularities detected
is increased by 1.

Let us give two numerical examples which show the gain in numerical stability
and accuracy brought by the simplified topological ε-algorithms with the particular
rules of the scalar ε-algorithm. We denote by stea1–1, stea1–2, stea1–3, and
stea1–4, respectively, the four rules (5.1)–(5.4) of the first simplified topological ε-
algorithm, and we use similar notation for the equivalent forms of the second simplified
topological ε-algorithm given in section 5.2.

We consider the sequence of vectors defined by

S0 = r, S1 = (1, . . . , 1)T , S2 = (1, . . . , 1)T + 10−11r, S3 = S0, S4 = S0 + 10−11r,
Sn = 3Sn−1 − Sn−2 + 2Sn−3 + Sn−4 − 5Sn−5, n = 5, 6, . . . ,

D
ow

nl
oa

de
d 

10
/0

6/
14

 to
 1

47
.1

62
.2

2.
17

5.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

A2242 C. BREZINSKI AND M. REDIVO–ZAGLIA

Table 2

Performances of the various algorithms for a sequence of vectors.

p = 12 p = 13

Algorithm σ ‖ε(0)10 ‖∞ σ ‖ε(0)10 ‖∞

tea1 9.92 × 10−1 9.92× 10−1

stea1–x 2 9.35 × 10−4 0 1.15

tea2 6.01 6.01

stea2–1 2 9.42× 10−13 0 3.10

stea2–2 2 1.67× 10−12 0 3.10

stea2–3 2 9.46× 10−13 0 3.10

stea2–4 2 1.66× 10−12 0 3.10

where r is a fixed random vector whose components are uniformly distributed in [0, 1].
Since the vectors Sn satisfy a linear difference equation of order 5 whose constant term

is 0, we must have, from (3.1) and Theorem 3.2, ε̂
(n)
10 = ε̃

(n)
10 = 0 for all n. With vectors

of dimension 10000 and y = (1, . . . , 1)T , we obtain the results of Table 2 (stea1–x

denotes any of the forms of the algorithm). The notation ε
(0)
10 corresponds to ε̂

(0)
10 for

tea1 and stea1–x, and to ε̃
(0)
10 for tea2 and stea2–x. We can see the important

improvement obtained by stea2 when σ = 2 singularities have been detected and
treated by the particular rules of the scalar ε-algorithm.

Table 3

Performances of the various algorithms for a sequence of matrices.

p = 7 p = 8 p = 10

Algorithm σ ‖ε(0)10 ‖∞ σ ‖ε(0)10 ‖∞ σ ‖ε(0)10 ‖∞

stea1–x 2 6.14× 10−7 1 1.04 0 1.04

stea2–1 2 1.31× 10−12 1 3.02 0 3.02

stea2–2 2 1.05× 10−12 1 3.02 0 3.02

stea2–3 2 1.30× 10−12 1 3.02 0 3.02

stea2–4 2 1.04× 10−12 1 3.02 0 3.02

Let us now consider the case where the Sn’s are m × m matrices constructed
exactly by the same recurrence relation as the vectors of the previous example and
with the same initializations (r is now a fixed random matrix). The linear functional
y is defined as 〈y,Sn〉 = trace(Sn). For m = 2000, we obtain the results of Table
3. We remark that the treatment of only one singularity is not enough for avoiding
numerical instability but that, when σ = 2, both stea1 and stea2 give pretty good
results, which underlines the importance of detecting the singularities and using the
particular rules.

To end this section, we want to add two remarks. In our tests, even if the speed of
convergence is the same, the results obtained with stea2 are often better. This could
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be due to the fact that stea2 computes a combination (with the same coefficients)
of Sn+k, . . . ,Sn+2k (which are usually closer to S) instead of Sn, . . . ,Sn+k for stea1.
Also, from the tests performed, we cannot decide which of the four equivalent forms of
each simplified algorithm seems to be the most stable one. However, these experiments
suggest that we avoid using terms of the scalar ε-algorithm with an odd lower index,
and thus, in the next section, where some applications of the topological Shanks
transformations are presented, we will show only the results obtained by stea1–3

and stea2–3.

8. Applications. We consider two types of applications, one with sequences of
vectors and another one with sequences of matrices.

8.1. System of equations. There exist many iterative methods for solving
systems of nonlinear and linear equations. For nonlinear systems, the ε-algorithms
(scalar, vector, topological) lead to methods with a quadratic convergence under some
assumptions [9]. For linear systems, these algorithms are, in fact, direct methods, but
they cannot be used in practice since the computation of the exact solution requires
too much storage. However, they can be used for accelerating the convergence of
iterative methods. Let us look at such an example.

Kaczmarz’s method [22] is an iterative method for linear equations. It is used, in
particular, in tomographic imaging, where it is known as the Algebraic Reconstruction
Technique (art). It is well suited for parallel computations and large-scale problems
because each step requires only one row of the matrix (or several rows simultaneously
in its block version) and no matrix-vector products are needed. It is always converging,
but its convergence is often quite slow. Procedures for its acceleration were studied
in [10]. For the parter matrix (a Cauchy matrix and a Toeplitz matrix with singular
values near π and with elements 1/(i− j + 0.5)) of dimension 5000 from the matlab

gallery of test matrices with x = (1, . . . , 1)T , b = Ax computed accordingly, and
y = b, Kaczmarz’s method achieves an error of 3.44× 10−1 after 48 iterations. With
k = 1, 3, or 5, all our algorithms produce an error between 10−12 and 10−13 after
41, 24, and 19 iterations, respectively. The simplified ε-algorithm requires only the
computation of 2k + 1 scalar products, some simple arithmetical operations, and the
storage of a number of auxiliary vectors, as stated in Table 1. Thanks to the ascending
diagonal technique presented in the preceding section, it can be applied simultaneously
to the computation of the iterates of Kaczmarz’s method. As soon as a new iterate
of it is obtained, its scalar product with y is computed and the iterate is no longer
required. Thus, the parallelism of Kaczmarz’s method is not affected.

Kaczmarz’s method belongs to the class of Alternating Projection Methods for
finding a point in the intersection of several subsets of an Hilbert space. They are
studied in [14], where some procedures for their acceleration are given. The algorithms
proposed in this paper could also be helpful in this context.

8.2. Matrix equations. Matrix equations, such as the algebraic Riccati, Lya-
punov, or Sylvester equations, form an important domain of numerical analysis, and
they intervene in many applications: Newton’s method for computing the inverse of a
matrix, or its square root, or the matrix sign function, etc.; see [15] for some of these
applications. Let us also mention the computation of matrix functions. The solution
of these problems usually requires iterative methods.

To illustrate our algorithms, let us consider some examples where a sequence of
square matrices Sn ∈ Rm×m has to be accelerated. In these examples, the duality
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product with y corresponds to the trace of the matrix.
Example 1. A new inversion-free iterative method for obtaining the minimal

Hermitian positive definite solution of the matrix rational equation F (S) = S +
A∗S−1A− I = 0, where I is the identity matrix and A is a given nonsingular matrix,
was proposed in [26]. It consisted of the following iterations, denoted by ns:

Sn+1 = 2Sn − SnA
−∗(I− Sn)A

−1Sn, n = 0, 1, . . . ,

with S0 = AA∗. All iterates Sn are Hermitian. The inverse of A has to be computed
once at the beginning of the iterations, each of them needing three matrix-matrix
products since SnA

−∗ is the conjugate transpose of A−1Sn. However, in practice,
rounding errors destroy the Hermitian character of Sn when n grows. Thus, it is better
to program the method as written above without using the conjugate transpose of
A−1Sn, and, thus, each iteration requires four matrix-matrix products, as explained
in [27].

We tried the five examples given in [26]. Each of them corresponds to a different
nonsingular matrix A of dimension 3 or 4. For example 1, the gain is only one or two
iterations. For example 2, the same precision is obtained by stea1 and stea2 with
k = 1 in 19–20 iterations instead of 27 for ns, and in 16 for k = 2 and k = 3. For
examples 3 and 5, no acceleration is obtained since the ns iterations converge pretty
well. As proved in [13], a universal algorithm able to accelerate the convergence of
all converging sequences cannot exist. Even for large classes of special sequences such
an algorithm cannot exist. Thus, a gain can only be guaranteed under theoretical
results.

For example 4, we have the results of Table 4. If we denote by m the number of
terms of ns used, the results given in this table correspond to the Frobenius norm of

F (ε
(m−2k)
2k ) for the simplified ε-algorithms, and to that of F (Sm) for ns.

Table 4

Performances of the various algorithms for the equation F (S) = 0 (Example 1).

k = 1 k = 2 k = 3

Algorithm m Frob. norm m Frob. norm m Frob. norm

stea1 60 1.47× 10−15 60 1.52× 10−15 43 1.63× 10−15

ns 60 6.80× 10−9 60 6.80× 10−9 43 5.62× 10−7

stea2 61 1.84× 10−15 61 1.93× 10−15 49 1.61× 10−15

ns 61 5.25× 10−9 61 5.25× 10−9 49 1.18× 10−7

Example 2. More generally, consider now the matrix equation S+A∗S−qA = Q
for 0 < q ≤ 1. It can be solved by the iterative method (2.6) of [43],

Sn = Q−A∗Sq
nA,

Yn+1 = 2Yn −YnSnYn,

with Y0 = (γQ)−1 and γ conveniently chosen. For example 4.2 of dimension 5 with
q = 0.7 and γ = 0.9985 treated in [43], the Euclidean norm of the error is 1.30×10−10

at iteration 13 of the iterative method, while, with k = 3, it is 5.8× 10−11 for stea1
and 6.5 × 10−14 for stea2. At iteration 17, the norm of the error of the iterative
method is 4.11× 10−14, that of stea1 is 3.5× 10−12, and stea2 gives 1.49× 10−14.
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This example illustrates the fact that no improvement is obtained when the iterative
method converges pretty well. We also see that stea2 gives slightly better results
than stea1. However, when full machine precision is reached, the two algorithms are
equivalent.

For the same example, but now with q = 0.5, we obtain the results of Figure
4(left). The solid line represents the iterative method, the dash-dotted curve is ob-
tained by stea1, and the dashed one is obtained by stea2. This example clearly
shows the acceleration which can be brought by the algorithms.
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Fig. 4. Iterative method (solid line), stea1 (dash-dotted line), and stea2 (dashed line) for
Examples 2 (left) and 3 (right).

Example 3. We consider now the symmetric Stein matrix equation, also called
the discrete-time Lyapunov equation, S −ASAT = FFT , F ∈ Rm×s, s � m, with
the eigenvalues of A inside the unit disk. As explained in [21], this equation can be
solved by the iterative method given in [34], Sn+1 = FFT + ASnA

T , n = 0, 1, . . . ,
with S0 = 0.

The results of Figure 4(right) correspond to the moler matrix for A divided by
an adequate factor so that its spectral radius is equal to 0.9. The moler matrix
is a symmetric positive definite matrix with one small eigenvalue. Its elements are
aij = min(i, j) − 2 and aii = i. The matrix F is the parter matrix of dimension
500 × 30. These two matrices are from the matlab gallery of test matrices. We
took k = 3 in the simplified algorithms.

9. Conclusions. To conclude, let us summarize the characteristics of the old
and new algorithms for implementing the topological Shanks transformations and
compare them.

Topological ε-alg. (tea1, tea2) Simplified ε-alg. (stea1, stea2)

– two rules; – only one rule;
– storage of one and a half ascending diag-
onals for tea1, and one ascending diagonal
for tea2;

– storage of two half ascending diagonals for
stea1, and half of an ascending diagonal for
stea2;

– storage of elements of E and E∗; – storage of only elements of E;
– use of the duality product by elements of
E∗ computed recursively, and by y inside
the rule of the algorithms;

– application of y only to Sn ∈ E, and no
use of the duality product inside the rules;

– convergence and acceleration results diffi-
cult to obtain (rules too complicated);

– possibility of proving convergence and ac-
celeration results;

– numerical instability can be present. – possibility of improving the numerical sta-
bility.
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[6] C. Brezinski, Padé-Type Approximation and General Orthogonal Polynomials, Internat. Ser.
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[22] S. Kaczmarz, Angenäherte Auflösung von Systemen linearer Gleichungen, Bull. Acad. Polon.
Sci., A35 (1937), pp. 355–357 (in German); Int. J. Control, 57 (1993), pp. 1269–1271 (in
English).

[23] A. C. Matos, Acceleration results for the vector E-algorithm, Numer. Algorithms, 1 (1991),
pp. 237–260.

[24] J. B. McLeod, A note on the ε-algorithm, Computing, 7 (1971), pp. 17–24.
[25] P. Midy, Scaling transformations and extrapolation algorithms for vector sequences, Comput.

Phys. Comm., 70 (1992), pp. 285–291.
[26] M. Monsalve and M. Raydan, A new inversion-free method for a rational matrix equation,

Linear Algebra Appl., 433 (2010), pp. 64–71.
[27] M. Monsalve and M. Raydan, Corrigendum to “A new inversion-free method for a rational

matrix equation,” Linear Algebra Appl., 448 (2014), pp. 343–344.

D
ow

nl
oa

de
d 

10
/0

6/
14

 to
 1

47
.1

62
.2

2.
17

5.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

THE SIMPLIFIED TOPOLOGICAL ε-ALGORITHMS A2247

[28] M. Redivo-Zaglia, Particular rules for the Θ-algorithm, Numer. Algorithms, 3 (1992), pp.
353–369.

[29] A. Salam, Non-commutative extrapolation algorithms, Numer. Algorithms, 7 (1994), pp. 225–
251.

[30] A. Salam and P. R. Graves-Morris, On the vector ε-algorithm for solving linear systems of
equations, Numer. Algorithms, 29 (2002), pp. 229–247.

[31] D. Shanks, Non linear transformations of divergent and slowly convergent sequences, J. Math.
Phys., 34 (1955), pp. 1–42.

[32] D. A. Smith, W. F. Ford, and A. Sidi, Extrapolation methods for vector sequences, SIAM
Rev., 29 (1987), pp. 199–233.

[33] D. A. Smith, W. F. Ford, and A. Sidi, Erratum: Correction to “Extrapolation methods for
vector sequences,” SIAM Rev., 30 (1988), pp. 623–624.

[34] R. A. Smith, Matrix equation XA+ BX = C, SIAM J. Appl. Math., 16 (1968), pp. 198–201.
[35] R. C. E. Tan, Implementation of the topological ε-algorithm, SIAM J. Sci. Statist. Comput.,

9 (1988), pp. 839–848.
[36] P. Wynn, On a device for computing the em(Sn) transformation, Math. Tables Aids Comput.,

10 (1956), pp. 91–96.
[37] P. Wynn, Acceleration techniques for iterated vector and matrix problems, Math. Comp., 16

(1962), pp. 301–322.
[38] P. Wynn, Acceleration techniques in numerical analysis, with particular reference to prob-

lems in one independent variable, in Proceedings of IFIP Congress 62, North–Holland,
Amsterdam, 1962, pp. 149–156.

[39] P. Wynn, Singular rules for certain nonlinear algorithms, BIT, 3 (1963), pp. 175–195.
[40] P. Wynn, An arsenal of Algol procedures for the evaluation of continued fractions and for

effecting the epsilon algorithm, Chiffres, 4 (1966), pp. 327–362.
[41] P. Wynn, On the convergence and stability of the epsilon algorithm, SIAM J. Numer. Anal.,

3 (1966), pp. 91–122.
[42] P. Wynn, Sur les suites totalement monotones, C. R. Acad. Sci. Paris Sér. A-B, 275 (1972),

pp. A1065–A1068.
[43] X. Yin, S. Liu, and T. Li, On positive definite solutions of the matrix equation X+A∗X−qA =

Q(0 < q ≤ 1), Taiwanese J. Math., 16 (2012), pp. 1391–1407.

D
ow

nl
oa

de
d 

10
/0

6/
14

 to
 1

47
.1

62
.2

2.
17

5.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


