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Abstract

The incorporation of carbon into substitutional sites in Si or Si1ÿxGex attracts increasing interest due to the enhanced

possibilities in strain and band gap engineering of group IV heterostructures. Precise and accurate measurement of

carbon concentration is, however, quite di�cult to achieve. We focused our attention on the study of the alpha resonant

elastic scattering in the 5.7 MeV energy region. We measured the scattering cross-section in the range 5.4±6.0 MeV at a

laboratory scattering angle of 170°. The results indicate that the cross-section value is enhanced with respect to the

Rutherford one of an almost constant factor (´130) in an energy interval about 100 keV wide. This allows a more

accurate measurement of carbon concentration than with the normally used 4.265 MeV resonance. The experimental

procedure to deal with non-Rutherford scattering of Si has been also determined. The resonant scattering at 5.72 MeV

has been used, in combination with Rutherford Backscattering Spectrometry (RBS) at 3.0 MeV, to determine the

carbon content of three Si1ÿxÿyGexCy samples. This has also been used, in channelling geometry, to determine the

substitutional carbon fraction of the samples. Ó 1998 Elsevier Science B.V. All rights reserved.

PACS: 61.18 Bn; 61.85 p; 61.10 i; 65.50

Keywords: Nuclear techniques; Carbon determination; SiGeC alloys

1. Introduction

Pseudomorphic Si1ÿxGex layers are extensively
studied due to the possibility of band gap tailoring.

The energy gap, as well as the band structure and
the band o�set, are related to the composition and
to the built in strain of the layer. Strong limitations
to obtain thick pseudomorphic layers arise from
the fact that when the equilibrium critical thick-
ness is exceeded strain relief occurs leading to
mis®t dislocation formation, the equilibrium crit-
ical thickness being dependent on the strain in the
layer. It has been shown that the addition in the
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alloy of small amounts of carbon as substitutional
impurity can be used to decrease the lattice mis-
match of the SiGe layer to the substrate and that a
Si1ÿxÿyGexCy alloy with x� 0.200 and y� 0.018
has an indirect band gap of 1.3±1.7 eV [1].

The Si lattice is about 50% greater than the
diamond lattice (aSi� 0.5431nm, aC� 0.3567 nm)
and 4% smaller than the Ge lattice, thus, by con-
trolling the amount of the added carbon, it is
possible to obtain an alloy with the Si lattice pa-
rameter and even alloys where tensile strain is
produced [2]. However strong practical limitations
to the addition of carbon in substitutional sites
arise from its very low bulk solubility in Si
(�3 ´ 1017 at/cm3 at the melting point [3]); carbon
substitutional concentrations of a few at.% can be
reached only by growth techniques far from ther-
modynamic equilibrium such as molecular beam
epitaxy (MBE) or chemical vapour deposition
(CVD). Besides the interest in studying the
Si1ÿxÿyGexCy pseudomorphic layers, renewed at-
tention is now been paid to the Si1ÿyCy alloys.

When both the above mentioned systems are
under study the possibility of achieving an accu-
rate quanti®cation of the carbon content in the
alloy is of crucial importance and at the same time
very di�cult. In particular, in the case of typical
Si1ÿxÿyGexCy layers, the carbon concentration is
usually of the order of 1at.% and the thickness of
the layers is limited to a few hundreds of nano-
meters or less. Hence the total amount of carbon
involved (about 1016 at/cm2) is comparable to the
surface carbon contamination, unless very accu-
rate cleaning procedures are used. Moreover the
knowledge of the carbon concentration pro®le
does not completely characterise Si1ÿxÿyGexCy

and Si1ÿyCy layers. In fact, also the microstructure
and the substitutional C fraction must be deter-
mined.

A variety of techniques have been used to
characterise Si1ÿxÿyGexCy or Si1ÿyCy alloys, both
from the compositional and from the structural
point of view. In most cases two or more tech-
niques are jointly used to achieve a complete
characterisation of the layers. For example, by
using Secondary Ion Mass Spectrometry (SIMS)
one can measure very small carbon concentrations
but no information about the structure of the

samples is obtained. In these cases Transmission
Electron Microscopy (TEM) is often used in
combination [4±6]. Moreover quantitative cali-
bration of the SIMS measurements is found to be
di�cult because of the lack of very accurate
standard samples and of matrix e�ects [7].

In principle Ion Beam Analysis is a good tool to
obtain compositional and structural (in channel-
ling geometry) information. Among the ion beam
techniques the otherwise employed 12C(d,p)13C
nuclear reaction cannot be used to obtain depth
concentration pro®les of carbon in shallow layers
close to the surface because of the poor depth
resolution that does not allow to distinguish be-
tween carbon in the ®lm and carbon in the surface
contaminants. Helium Rutherford Backscattering
Spectrometry (RBS) has a su�cient depth resolu-
tion but too poor sensitivity to detect carbon
concentrations in the range of a few atomic per-
cent in heavier matrices like Si and SiGe, due to
the Z2 dependence of the scattering cross-section.
It is possible to overcome this di�culty by ex-
ploiting resonances in the elastic scattering cross-
section occurring at relatively high beam energy.

The most used non-Rutherford elastic reaction
is the resonant alpha scattering at 4.265 MeV. Its
use for the analysis of carbon content in thin ®lms
was ®rst suggested in Ref. [8]. The cross-section
was measured for a scattering angle of 170° by
Leavitt et al. [9] and for 165° by Feng et al. [10]. At
the resonance maximum the cross-section value is
about 130 times the Rutherford one and the res-
onance width (FWHM) is reported to be about 40
keV. The strong enhancement of the cross-section
is clearly desirable when small amounts of carbon
must be measured, nevertheless, as many of the
researchers who used this reaction already stated
[11,12], ``its use requires a rather careful, time-
consuming procedure to ensure C/Si ratios of
reasonable accuracy''. The main factors a�ecting
the results are the rapid variation of the cross-
section with the energy of the analysing beam to-
gether with the width of the resonance. In fact it is
too large to allow depth pro®ling with the usual
``resonance depth pro®ling'' [13] but it is too nar-
row to allow the detection of C in the whole layer
with constant cross-section. The energy of the a
particles crossing the SiC layer must be known
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with an accuracy better than �5 keV otherwise
large errors in the measured C areal density could
occur. This means that the initial beam energy and
the energy lost in the SiC layer (i.e. stopping power
and ®lm thickness) must be accurately checked
before measuring. For this reason the technique is
best suited to measure C/Si ratios in thick (some
lm), uniform ®lms but it looses accuracy when
thin ®lms with possible changes in composition are
under study. The same holds true for the structural
characterisation by channelling. The di�erence
between the aligned (axial) and random stopping
power causes the maximum of the cross-section to
occur at di�erent depths of the sample. This fact
does not in¯uence the results in a thick, uniform
®lm whereas it could induce relevant errors in thin
®lm analysis.

Another possible ion beam technique is Elastic
Recoil Detection Analysis (ERDA) by using high
energy heavy ions. In the case of Si±C alloys the
commonly used Si beam does not allow to have
any reference signal in the spectrum so that ab-
solute calibration of the experiments is needed,
which is a very di�cult task. Moreover ERDA
does not allow lattice location experiments.

Of course High Resolution X-Ray di�raction
(HRXRD) is an excellent technique to measure the
structural parameters of strained layers. However
C concentration values from HRXRD data are
based on the assumption that all the C is on sub-
stitutional sites and on the validity of Vegard's rule
[14]. The Vegard's rule is known to be invalid for
the SiGe system [15] and it certainly does not hold
for the lattice parameters of Si, b-SiC and dia-
mond. Moreover recent Raman results [16] suggest
some discrepancy with the C concentration deter-
mined by the 4.265 MeV resonance. Finally a re-
cent theoretical work [17] points to a substantial
deviation from Vegard's rule over the whole Si±C
composition range so that the former agreement
between HRXRD data and C concentration and
lattice location data obtained by the 4.265 MeV
resonance (see e.g. Ref. [4]) must be questioned.
The availability of another technique to measure
C/Si ratios is thus desirable and is the aim of this
paper.

In the framework of resonant backscattering,
measuring C/Si ratios with good accuracy and

performing C lattice location requires not only a
strong enhancement of the elastic cross-section but
also a constant value of the cross-section over a
wide range of the beam energy.

Feng et al. [10] showed that in the energy in-
terval from 5.0 to 6.0 MeV the 12C(a,a)12C cross-
section, when measured at 165° in the laboratory
frame, exhibits a very broad resonance peak cen-
tred at about 5.7 MeV where the enhancement
factor with respect to the Rutherford cross-section
value is about 120 times. Around the maximum
the cross-section can be assumed to be constant
within 4% of its value in an energy interval of
about 150 keV. Therefore this broad resonance
peak appears to be a good candidate for measur-
ing small carbon quantities with good accuracy.
The data of Ref. [10] were taken at a laboratory
scattering angle of 165° and further measurements
[18] suggest a signi®cant dependence of the cross-
section on the scattering angle. For this reason we
®rst undertook a systematic measure of the ratio of
the 12C(a,a)12C reaction cross-section with respect
to the Rutherford one in the 5.4±6.0 MeV range
and for a scattering angle of 170°. Further, as in
this energy region the Si cross-section is also
strongly non-Rutherford, the second objective of
the present work was to ®nd suitable measuring
conditions to overcome this problem. Finally, to
test the technique, the C concentration and lattice
location of three SiGeC/Si samples were measured
and compared to the results of HRXRD.

2. Experimental

The experiments have been performed at Lab-
oratori Nazionali di Legnaro (LNL) by using 4He�

beams delivered by the 7 MV CN Van de Graa�
accelerator. The beam energy calibration was ac-
curately performed some time ago by using narrow
cross-section resonances and NMR magnetic ®eld
calibration. The present beam energy accuracy
relies on the overall stability of the analysing
magnet and NMR probe. In the present experi-
ment, by using the 16O(a,a)16O and 12C(a,a)12C
resonances at 3.054 and 4.265 MeV, respectively,
we can estimate the beam energy uncertainty at 6
MeV to be no more than �5 keV.
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The scattering chamber is evacuated by a
turbomolecular pump giving a vacuum in the 10ÿ7

mbar range. At the chamber entrance di�erent
diaphragms can be selected so that the beam spot
on the sample can be changed both in shape and
size. Two solid state Si detectors can be indepen-
dently and remotely moved by stepping motors to
any angle in the range 0±180°. The di�erential
precision in the angle setting is better than 0.01°
while the absolute value of the angle can be cali-
brated within each run with respect to the actual
beam direction with a precision better than 0.05°.
This fact is very important in the case of grazing
angle incidence and/or emergence experiments.

Two di�erent sample manipulators can be used.
For very precise channelling measurements a
home-made 3-axis goniometer is used. The main
tilt axis (#̂x) allows �90° rotation while the #̂y axis
is limited to �30°. The azimuthal axis (#̂z) allows
360° rotation. All the rotations have both preci-
sion and repeatability of 0.01°. An X±Y table al-
lows to change the beam spot position on the
sample surface over �16 mm in both directions
while maintaining the beam at the common
crossing of the 3-rotation axes.

A second sample holder allows to mount up to
40 samples 1 ´ 1 cm2 and has two tilt rotation axes
(#̂x and #̂y), the #̂y rotation in this case being
limited to �15° with a 0.03° resolution. Three
translation axes allow to change the position of the
beam spot on the samples and to compensate for
di�erent sample thicknesses to achieve constant
detection solid angle. Both sample holders are re-
motely operated by stepping motors that are fully
computer controlled.

Both IBM and Cornell scattering geometries
[19] can be used. However all the experiments de-
scribed in this paper were performed with the IBM
geometry and 170° scattering angle. Rectangular
diaphragms of di�erent widths at the chamber
entrance and in front of the detectors allow high
depth resolution grazing incidence and/or emer-
gence experiments.

The active surface area of the detectors was
either 25 or 50 mm2, but the detector diaphragms
de®ned a smaller area to achieve optimum energy
resolution and detection e�ciency. The pulses
from the detector were ampli®ed by commercial

electronics and fed to the multichannel analyser.
Energy spectrum distortion was minimised by
pulse pile-up inspection and rejection with a time
resolution better than 500 ns and by using count
rates of no more than a few thousands of counts
per second. Overall dead time correction was
performed by counting, with fast electronics, all
the pulses used to drive a Gated Biased Ampli®er
and the integral of the counts in the recorded
spectrum.

The whole scattering chamber is fully isolated
and acts as a Faraday cup. The overall precision in
the beam current integration (by means of a
commercial current integrator) is better than 0.5%.
The RBS experiments are calibrated by using Ta/Si
standard samples having an accuracy better than
2% [20].

In order to avoid channelling e�ects in single
crystals the sample is rotated, while random
spectra are recorded, in this way the beam de-
scribes a cone around a given axial direction, so
that planar channelling e�ects are averaged. Ac-
tually, as actuating the motors induces eddy cur-
rents in the scattering chamber acting as a
Faraday cup, the spectrum is obtained by the sum
of many spectra recorded for small azimuthal
angle increments. This is obtained by using both
#̂x and #̂y tilt axes and the necessary computations
of the #̂x and #̂y rotations are automatically per-
formed by the computer control unit once the
axial direction, the cone aperture angle, the azi-
muthal integral and step rotation angles have been
assigned.

Random spectra are analysed by a computer
simulation program where trial concentration
pro®les for the di�erent elements are optimised
until good agreement between the simulated and
experimental spectra is found within the statistics.

For the C cross-section measurements a spe-
cial target was prepared by the target service of
LNL. A self-supporting C foil of nominal thick-
ness 15 lg/cm2 was ®rst produced. On the two
surfaces of the foil Au and Ag ®lms were evap-
orated, nominally 50 and 100 nm thick respec-
tively. The front Ag ®lm is used as a spacer to
separate the surface C contamination from the
signal of the C foil and as a Rutherford reference
element. The back Au ®lm is used to prevent
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systematic errors from the increasing C deposi-
tion during the measurements and as a second
Rutherford reference element. The beam trans-
mitted through the target hits a Be foil so that
nearly no background counts are detected under
the backscattering C signal.

In order to test the feasibility of C concentra-
tion measurements in Si targets, Si1ÿxÿyGexCy/Si
samples have been grown by MBE in a RIBER-
SIVA 45 machine at the University of Linz. The
growth temperature was ®xed at 415°C and further
details on sample growth are reported in Ref. [21].
A 50±100 nm Si cap layer was grown on top of the
250 nm thick alloy layer to separate the C signal of
the surface contaminants from that of the alloy
layer. The Ge composition has been determined by
RBS [22] by using 2.0 or 3.0 MeV He beams, while
the C concentration and lattice location have been
measured by applying the technique described in
the following.

Finally HRXRD rocking scans around the
(0 0 4) Bragg re¯ection have been measured using
a Philips HRD di�ractometer equipped with a 4-
crystal Ge (220) Bartels-type monochromator
(primary beam divergence 12 arcsec). From these
scans the lattice parameters in the growth direction
have been determined.

3. Results and discussion

3.1. C cross-section

Fig. 1 shows the 5.750 MeV He backscattering
spectrum of the Au/C/Ag target. The arrows in-
dicate the scattering energies from the three ele-
ments at the surface. The surface C signal, due to
the energy loss in the top Ag ®lm, is su�ciently
separated from the signal of the C foil so that its
contribution to the C integral can be subtracted. In
any case, it contributes a negligible amount (about
1%) to the whole C integral. Moreover the peaks
of the three elements are each well separated and
have a low background, whose shape is very reg-
ular. Background subtraction may thus be easily
and accurately performed to obtain the net count
integral, I, of each peak.

As a ®rst approximation the peak integral of
the top layer is related to the element areal density,
Ns, by the relation

I � qXr�E0�Ns �1�
where q is the number of incident ions, X the de-
tection solid angle and r(E0) the cross-section of
the given element at the incident energy E0. A
better approximation is obtained by introducing

Fig. 1. 5.75 MeV He rBS spectrum of the Au/C/Ag calibration target.

M. Berti et al. / Nucl. Instr. and Meth. in Phys. Res. B 143 (1998) 357±370 361



correction terms to the cross-section to take into
account the electron screening [23], fs, to the
Coulomb interaction of the incident ion of atomic
number Z1 with the nucleus of atomic number Z2,
and the variation of the cross-section due to the
energy loss in the layer [19], g(E0, DEin):

fs �
1� 1

2
p
E

1� p
E

� �2

� 1ÿ p
E
; �2�

where E is the ion energy in the centre of mass
reference system and p � 0:049Z1Z4=3

2 keV for a
Thomas±Fermi screened potential [23]. In our
range of energies and scattering angles this is an
excellent approximation to the more accurate
Dirac±Hartree±Fock±Slater description shown in
Ref. [24]. The cross-section correction factor for
the energy loss in the layer is given by

g�E0;DEin� � E0

E0 ÿ DEin

; �3�

where DEin is the energy lost by the ion by tra-
versing the layer in the way in.

In the case of non-Rutherford elastic scattering,
the cross-section can be written as

r�E� � R�E�rRuth�E�; �4�
where R(E) is the ratio of the actual to the Ruth-
erford cross-section at any laboratory energy E.

Eqs. (1)±(3) can be easily extended to any layer
of the stacked multilayer target. Then, provided
the cross-section of Au and/or Ag is Rutherford,
the cross-section ratio R is given by the expres-
sion

R�E�

� IC�E�
IAu;Ag�E�

rAu;Ag
Ruth

rC
Ruth

f Au;Ag
s �E�
f C

s �E�
gAu;Ag�E�

gC�E�
NAu;Ag

s

N C
s

: �5�

It appears that to measure R the main needed
quantity is the ratio of the heavy element to the
carbon areal density. This quantity can be mea-
sured at a beam energy where both cross-sections
are Rutherford. The C cross-section is known to
be Rutherford at He beam energies lower than 2
MeV, so that at this energy R� 1 and the mea-
sured integrals can be used to derive the deviation
from Rutherford at other energies

R�E� � IC�E�
IAu;Ag�E�

IAu;Ag�2�
IC�2�

f Au;Ag
s �E�
f C

s �E�

� f C
s �2�

f Au;Ag
s �2�

gAu;Ag�E�
gC�E�

gC�2�
gAu;Ag�2� : �6�

This procedure is very accurate. In fact any
error in the beam current integration and in the
dead time correction is cancelled because only the
ratio of the integrals is used. Moreover in Eq. (6)
the integrals are measured quantities and only the
correction factor ratios need to be computed.
Their calculation involves the knowledge of the
energy loss in each layer. To this purpose the areal
densities obtained by calibrating the 2.0 MeV RBS
experiment with the Ta/Si standard sample and
the tabulated stopping powers [25] have been
used. It is worth noting that any systematic error
in the areal densities and/or in the stopping
powers has nearly no in¯uence on the ®nal result
for R. In fact the use of the ratio of the correction
terms tends to cancel out the e�ect of these errors.
The maximum error has been estimated by as-
suming a very large (10%) deviation in the stop-
ping powers and it has been found to be much less
than 1%. As a matter of fact the electron screening
factor and the energy loss factor lead to a total
correction to the integral ratios lower than 4%.
Thus it can be concluded that the errors of this
analysis method are essentially due to the count-
ing statistics, systematic errors being virtually
absent.

The measurements of the R deviation from
Rutherford cross-section have been limited to the
energy range 5.450±6.000 MeV which is the most
useful for the application in an analytical tech-
nique as it will be shown later. The experimental
results are given in Table 1 and in Fig. 2 were the
data are reported at the mean energy in the C foil
and not at the incident energy. Fig. 2 shows that
the cross-section is constant (within the experi-
mental errors of about 2.5%) at the level of 130
times Rutherford over the energy interval 5.67±
5.75 MeV, allowing to analyse 640 nm of Si with
high and constant sensitivity. Moreover in the
energy interval 5.40±5.67 MeV the cross-section
ratio varies slowly and almost linearly (about 0.15
keVÿ1) allowing an easy integration of the cross-
section correction in any analysis computer pro-
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gram. This energy range corresponds to about 2
lm in the case of a silicon matrix.

The maximum sensitivity in C analysis by using
this very broad resonance is almost the same as

that of the 4.265 MeV resonance. The higher en-
ergy of the present resonance implies a lower
stopping power and thus leads to a reduced depth
resolution (in the case of Si the reduction is about
15%). This drawback is largely compensated by
the advantages of the relative constancy of the
cross-section. First of all the error introduced by
an imperfect knowledge of the beam energy is very
small. Of course it depends on the energy lost by
the beam in the analysed layer: for a 0.5 lm Si
layer a 10 keV error in the beam energy leads only
to a 0.6% relative error in the average value of the
cross-section. Moreover, the relative constancy of
the cross-section over a large energy interval does
not require to properly adjust the beam energy to
the ®lm thickness to achieve maximum sensitivity.
As a consequence the measured C areal density is
not severely a�ected by the used value of the
stopping power and/or by the knowledge of the
®lm thickness. Finally we want to underline that C
lattice location by channelling analysis is nearly
not a�ected by the reduced energy loss of the
channelled beam (in axial channelling the energy
loss is about 50±60% of the random energy loss).
On the contrary by using the 4.265 MeV resonance
this is a big problem because the measure of the
interstitial or precipitated C fraction is related to

Fig. 2. Measured ratio of the C cross-section value with respect to the Rutherford one (R(E)), as a function of the mean energy in the C

foil.

Table 1

Measured cross-section ratio R(E)�r/rRutherford as a function of

the average beam energy in the carbon foil

E (MeV) R(E)

5.964 67.9

5.864 35.3

5.814 49.6

5.789 93.7

5.774 114

5.764 121

5.754 128

5.739 129

5.714 131

5.689 130

5.673 129

5.664 126

5.653 127

5.638 125

5.613 120

5.613 121

5.563 115

5.513 107

5.463 100

5.412 91.6
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the C cross-section experienced by the channelled
beam.

3.2. Conditions for the analysis of C in Si

The above characteristics suggest that this res-
onance in the elastic scattering cross-section is well
adapted to C analysis. However C is normally
contained in matrices heavier than C, so that its
signal is superimposed on the background from
the matrix. This fact determines the sensitivity
limit of the analysis technique. However the main
point here is that simple and accurate background
subtraction is possible only if, in the energy region
of the C signal, the background is a regular func-
tion of the energy. This could be a major problem
in the case of Si whose cross-section is non-Ruth-
erford above 3.8 MeV [26].

The 5.76 MeV He resonant backscattering
(rBS) random spectrum of a Si sample is shown in
Fig. 3. Many yield peaks can be observed. Apart
from the surface C peak, the other peaks mimic the
energy dependence of the Si cross-section reso-
nances occurring at energies lower than the inci-
dent energy. In fact the beam loses energy by

penetrating the Si target until the resonance energy
is reached causing a yield enhancement. The en-
ergy lost by the scattered beam in the backward
path to the detector determines the peak position
in the spectrum while the observed peak width is
mainly determined by the convolution of the res-
onance energy width and of the energy straggling
(which is an increasing function of the traversed
depth). For instance the surface peak in Fig. 3 is a
residual of the resonance at 5.77 MeV, while the
peaks at 3.14, 2.84 and 2.47 MeV correspond re-
spectively to the 5.70, 5.56 and 5.37 MeV reso-
nances occurring at 0.44, 1.49 and 2.75 lm below
the surface.

Related to the C analysis the main problem
appearing from Fig. 3 is the peak at about 1.3
MeV in the energy region below the signal of
surface C. This peak corresponds to the 4.87 MeV
resonance occurring at about 6 lm below the
surface. To move the resonance peaks in the Si
spectrum to other energy regions, a tilt angle in the
IBM scattering geometry can be used. In this way
the backward path of the scattered ions can be
varied independently of the inward path which is
®xed by the di�erence between the incident and the
resonance energies.

Fig. 3. 5.76 MeV rBS random spectrum of a Si sample. The experimental conditions are shown in the inset. The arrows represent the

scattering energies from Si and C atoms at the surface.
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This has been achieved, for instance, with a tilt
angle of )60°, as illustrated in Fig. 4, for a beam
energy of 5.75 MeV. As a matter of fact the res-
onance peaks are increasingly shifted to lower
energies and broadened by increasing the depth
where the resonance occurs. A magni®cation of
the spectrum around the surface C energy is shown
in Fig. 5(a). It appears that the background is
reasonably regular. However a narrow peak is
evident below the surface C peak. Although it has
not been precisely identi®ed its width suggests that
it corresponds to a proton peak, most probably
from the 28Si(a,p)31P nuclear reaction. Its energy is
weakly dependent on the beam energy and this
feature can be exploited to avoid interference with
the signal from buried C. By reducing the incident
energy to 5.72 MeV the C surface peak is super-
posed to the proton peak as shown in Fig. 5(b).

To test the feasibility of C analysis under such
condition, the amount of C surface contamination
and its increase with the ¯uence has been studied
and the results are shown in Fig. 6. The large in-
tercept value is due to the fact that no special
cleaning of the sample has been attempted before
the analysis and to the integration of the proton
peak in the C peak. The main result is thus the

increase of the C dose with the beam charge
showing that 0.067 C atoms/incident ion are de-
posited in our good vacuum conditions. For ex-
ample, for a typical spectrum recorded with 150
lC on a beam spot area of 1 mm2 an additional C
surface contamination of about 6 ´ 1015 C/cm2

must be expected. Thus reliable buried C analysis
cannot be performed unless its signal is energy
shifted with respect to the surface signal by means
of a spacer (cap). In the case of Si, due to the used
geometry, about 50 nm is su�cient.

3.3. Analysis of SiGeC samples

The analysis conditions found in the preceding
section have been applied to the study of three
Si1ÿxÿyGexCy samples whose structure is given in
Table 2. The samples have a nominal Ge compo-
sition as given by the growth parameters (column
2) whereas the C concentration (column 3) was
determined by XRD before rBS analysis. The Ge
fraction has been measured by using a 3 MeV He
beam. A typical spectrum is shown in Fig. 7 to-
gether with the computer simulation obtained by
neglecting the C fraction. The deduced Ge com-
position (x) value will be corrected after the C

Fig. 4. 5.75 MeV rBS random spectrum of a Si sample. The experimental conditions are shown in the inset: IBM geometry, tilt angle

hin �)60°. Arrow meaning as in Fig. 3.
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fraction has been found. The experimental values
are given in column 4 of Table 2. The calibrated
growth values do correspond to the measured ones
within experimental error.

The rBS spectrum of the same sample obtained
with a 5.72 MeV He beam is shown in Fig. 8 su-
perposed on the corresponding spectrum of a Si

sample. The Ge areal density, as determined from
this spectrum, is the same as that determined from
the 3 MeV spectrum indicating that the Ge cross-
section is still Rutherford at this energy. An
expanded view of the C energy region of the
spectrum is shown in Fig. 9. The Si cap thickness
(50 nm) is at the limit to produce a full energy

Fig. 5. Expanded view of the Si rBS spectra, recorded at hin�)60°, for energies lower than 1.6 MeV: (a) 5.75 MeV 4He�, (b) 5.72 MeV
4He�.

Fig. 6. C surface contamination as a function of the analysing beam ¯uence.
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Fig. 7. 3 MeV RBS spectrum of the SiGeC sample #254. The dashed line is the RBS computer simulation of the spectrum. The arrows

represent the scattering energies for Ge and Si atoms at the surface.

Table 2

The results of RBS and rBS analyses for three SiGeC samples are given in the last three columns. The second column gives the nominal

growth values of the Ge concentration, while the third column gives the values of carbon concentration as determined by HRXRD

Sample xnom (at.%) yXRD (at.%) xRBS (at.%) yrBS (at.%) Subs. fract.

254 15 1.73 15.1 � 0.2 1.46 � 0.03 0.79 � 0.05

256 10 1.36 9.8 � 0.5 0.97 � 0.03 1.00 � 0.08

257 10 1.18 10.0 � 0.4 0.83 � 0.03 1.00 � 0.09

Fig. 8. rBS spectrum of sample #254 obtained with a 5.72 MeV He beam, superposed to the corresponding spectrum of a Si sample.

The arrows represent the scattering energies for the labelled elements at the surface. The surface oxygen contamination is related to the

Si sample.
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separation from the C surface peak. Nevertheless,
by subtracting the Si background spectrum, the C
signal from the SiGeC ®lm (bottom part of Fig. 9)
is well resolved. By assuming a constant C con-
centration pro®le, the average C concentration can
be obtained from the ratio of the C and Ge peak
integrals taking into account the respective cross-
sections. Alternatively, the C concentration can be
measured by the height of the C signal. Both
analysis procedures produced the same C concen-
tration values, within the experimental uncertainty
of the procedures. The results are given in the ®fth
column of Table 2. A large, systematic discrepancy
with the HRXRD data is evident.

The resonance at 5.72 MeV with the described
experimental set-up allows also lattice location
measurements in channelling con®guration. An-
gular scans across the [1 1 1] axis permit to eval-
uate the substitutional fraction of carbon by
comparing minimum yield, v, and channelling dip
shape of the carbon signal to those of silicon.

The C channelling dip cannot be obtained in
the usual way, i.e. by simply selecting an energy
window in the spectrum, because of the large Si
background. Thanks to the selected measuring
conditions the Si background in the C region is
quite smooth (see Fig. 9) and it can be roughly
approximated by a straight line. This fact allows
an automatic background subtraction by selecting

two additional energy windows above and below
the C region, as shown in Fig. 9. The á1 1 1ñ
channelling dips of samples 257 and 254, recorded
in this way, are shown in Fig. 10(a) and (b), re-
spectively. Of course the reported Si signal corre-
sponds to Si in the SiGeC ®lm.

A more accurate background subtraction can
be made by recording the spectra relative to se-
lected angular positions in the angular scans both
for the sample and for a Si crystal (background
subtraction reference sample). In order to achieve
good statistics this procedure requires a consider-
able ion beam ¯uence so that ion beam induced
damage must be expected. To this end the beam
induced damage was also investigated and the re-
sults will be reported elsewhere. Suitable condi-
tions, leading to constant substitutional fractions
after repeated measurements on the same spot,
were found with a relatively large beam cross-
section (2 ´ 1 mm2) and detection solid angle (6
msr).

For samples #256 and #257 (Fig. 10(a)) the C
and Si dips are identical within the error bars in-
dicating a complete carbon substitutionality. For
sample #254 (Fig. 10(b)) the C dip has the same
width as the Si dip but the minimum yield is sig-
ni®cantly higher indicating that C is only partially
substitutional. In this case the substitutional C
fraction turns out to be f� 0.79 � 0.05. The Ge

Fig. 9. Expanded view of the C energy region of the spectra in Fig. 8. The dashed areas show the energy windows used for automatic Si

background subtraction in recording C channelling dips. The line represents the resulting interpolated background. In the bottom part

of the ®gure the subtracted C signal of the SiGeC ®lm is also reported.
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channelling dips were also recorded for all samples
and showed that Ge is substitutional in the Si
lattice.

The C composition data given in Table 2 show
that HRXRD data are systematically higher than
rBS data, the discrepancy being well above the
combined error of the two measurements. In this
respect it must be stressed that the rBS measure is
a direct determination while HRXRD measures
the lattice parameter which is converted to element
concentrations mainly through the assumption
that alloy lattice parameters follow the Vegard's
rule.

The data for C concentration by HRXRD in
Table 2 were obtained by taking into account the
non-linear behaviour of the lattice constant with
composition of the Si±Ge system [15] and by as-
suming Vegard's rule to hold for the Si±C system
(from Si to diamond). The comparison of the C
concentration data in Table 2 suggests a large
deviation from Vegard's rule for the Si±Ge±C
system in the same direction found theoretically by
Kelires [17] for the Si±C system. A more system-

atic investigation of this problem will be the object
of a forthcoming report.

4. Conclusions

We have shown that 12C(a,a)12C resonant
backscattering at 5.7 MeV can be used to analyse
C in silicon based heterostructures. Layers with
thicknesses up to 640 nm can be analysed with a
nearly constant (within 5%) cross-section about
130 times higher than the corresponding Ruther-
ford value. This allows to detect carbon concen-
trations of about 1 at.% with an absolute error of
0.03 at.% Moreover the use of this resonance is not
strongly a�ected by channelling energy loss which
leads to accurate C substitutional fractions.

Both these characteristics make the 5.7 MeV
resonance more adapted to the analysis of C in
SiGeC and SiC alloys than the previously used
4.265 MeV resonance. Preliminary results suggest
a strong deviation from Vegard's rule for the Si-
GeC system.

Fig. 10. C and Si channelling dips across the [1 1 1] axis of samples #257 (a) and #254 (b). The Si and C yields are normalised to their

random levels. Open circles: Si yield; full circles: C yield.
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