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Abstract 

In this paper, the kernels (that is the sets of sequences transformed into a constant sequence) of the sequence 
transformations where each step is obtained from the previous one are studied in detail. It is first proved that the 
kernel of each step contains the kernel of the previous step. Then, a technique for constructing the difference 
equation satisfied by the sequences of the kernel is given. It is illustrated by several examples. 
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1. Introduction 

The construction of extrapolation algorithms by using annihilation difference operators was 
initiated by Weniger [S]. It was extended and developed in [3]. This approach is a very general 
one since it covers all the algorithms currently known. Our aim, in this paper, is to focus on the 
kernel of the sequence transformations which are obtained by using successively several 
difference operators. 

Sequences will be denoted by letters and their terms by the same letter with a subscript. If 
u = (u,) and u = (u,), we shall make use of the notation u/v = (uJvJ and of a similar 
notation for the product. 

Let us first recall some definitions. 
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Definition 1 [9, p. 1961. Let 9 be the set of complex sequences. A difference operator L is a 
linear mapping of 9 into itself 

L: u = (UJ E9_ L(u) = ((L(u)),) EY. 

The nth term (L(u)), of the sequence L(U) will be denoted by L,(u) or, sometimes, by 
L(u,). 

The most general difference operator is given by 

i= -p, 

where p, and q, are nonnegative integers which may depend on n, ui = 0 for i < 0, and the 
Gi’s are given functions of 12 which can also depend on auxiliary fixed sequences. It should be 
clearly understood that, if these auxiliary sequences also depend on some terms of the 
sequence (u,) itself, then these terms are fi)ced in the Gi’s and thus the operator L is still 
linear. 

Definition 2 [8, p. 2121. L is called an annihilation difference operator for the sequence a = (a,) if 
there exists N such that for each n 2 N, L,(u) = 0. 

Definition 3 [8, p. 2121. The sequence CD,,> is called a remainder (or error) estimate of the 
sequence (S,) if for all n, S, - S, = u,D, where (a,) is an unknown sequence and S, a (usually 
unknown) number. If (S,) converges to S,, then S, is called its limit and, otherwise, its . 
antilimit. 

Let us assume that the sequence S = (S,) satisfies 

Vn, S,-S, =unDn, 

where a = (a,) is an unknown sequence and D = (0,) a known one. Let L 
difference operator for a. 

We wish to construct a sequence transformation F: (S,) H (7”) such 
T, = S,. Thus, we have 

S, S, 
---=a 
D,, D,, n’ 

be an annihilation 

that 3N, Vn aN, 

Applying L to both sides of this relation and using its linearity property, we obtain, Vn 2 N, 

S,L,(l/D) - L,(S/D) = L,(u) = 0, 

and it follows that 

s = JLWD) 
m LWD) ’ 
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Thus, if the transformation F: (S,) H CT,> is defined by 

then, by construction, Vn 2 N, T, = S, if and only if Vn > N, S, - S, = a,D,. 
We recall the following definition: 

Definition 4 [4, p. 41. Let 9: (S,) c-, (T,,) be a sequence transformation. The kernel X9 of 7 is 
the set of sequences such that 3S,, 3N, V’n > N, T, = Sm. 

In the sequel, we shall assume, without any loss of generality, that N = 0. 

2. Composition of transformations 

In this section, for convenience, we shall denote by L(u,) the nth term of the sequence L(U). 
We shall use several difference operators denoted by L(‘) and we shall compose the transforma- 
tions defined by the difference operators L @I, that is, in other terms, we have the following 
iterative use of the procedure. 

l We set 

T$‘) = S, and D$‘) = D,, . 

l Then, for k = 0, 1, , . . , we set 

Tk($ = 
,r_,(k+ I)( T~“)/D?)) 

L’k+ “( l/D$+) ’ 

where the (Dr)) are given sequences. 

Let S, be the transformation (S,) c) (Tk(n)) for a fixed value of k. It corresponds to a 
composition of the transformations defined by the successive operators L(l), LC2), . . . , LCk’. 

We shall study the kernels JV~ of these successive transformations Fk. We first have the 
following result. 

Theorem 5. The kernel of 7, + 1 contains the kernel of Fk. 

Proof. Let us assume that (S,) EJF~. Then, Vn, Tk(“) = S, and thus 

Tk(!& = 
L(k+ I)( T~“)/DP)) 

LCk+ “( l/Dp’) 

We set at) = a,, and, for k = 1, 2,. . . , 

1 

Let us now characterize the kernels Jk. 
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Theorem 6. With the previous notation 

Jy/c = (0~ v II, Sm-S,,=a,,D,, 

with LCk)( bpJIL(k-l)( * . . Lc2)( b’,“)L(‘)( a,)) . - * )) = 0). 

Proof. By construction, we have 

S _ Ti”’ = a(kn)Dr) = 
L@)( a(,? 1) 

m 
Lck’( l/Dp? 1) 

and 

Jyk = {(S,), Vn, S, - T,‘?, = a(,“l,Dp!, with L(“)(a’,“ll) = 0). 

It is easy to see, by applying the definition of a(knll, that Nk can also be written, for k > 2, as 

Hk = ((S,), ‘dn, S, - T,‘?, = a (k?2Dp!2 with L(k)(~~~lL(k-“(a’2)) = 0). 

By using these relations in a recursive way (that is by replacing, in the last relation, apJz by its 
expression in terms of the previous quantities and iterating this procedure until k = O>, the 
kernel Jk of the transformation 7k can be expressed, as in the theorem, by a difference 
equation with respect to the sequence (a,). 0 

For the choice Dp) = l/L(“)(l/D~?,) proposed in [3], we have bp) = 1 and thus this 
difference equation becomes Lck)( . * * L(‘)(a,) * * . > = 0. 

Solving the difference equation given in this theorem furnishes the sequences belonging to 
Nk under the form S, - S, = a,D, with a closed expression, depending on the (Dj”)), for a,,. If 
the 0:“) depend on the sequence (S,) itself, then S, - S, = a,D, is a difference equation 
which has to be solved to get a closed expression for the sequences (S,) belonging to Hk. 
Usually, it is a nonlinear difference equation which explains why it has been solved only in a 
few particular cases. 

We shall now illustrate with several examples this technique for obtaining the kernels. 

3. Applications 

The O-algorithm was 
sequence 

introduced in [l]. Its first step consists, in fact, of constructing the 

@(“) = *2(w*sn) 
2 

*2P/*s,) 

From Theorem 6, its kernel is the set of sequences such that Vn, S, - S, = a,AS, with a,, 
satisfying A2a, = 0. This is a very simple case and, solving this difference equation, leads to 
Aa, = c where c is a constant. In other words, the kernel of this transformation is the set of 
sequences such that 

Vn, *((SW - S,)/*S,) = c, 
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which is the relation obtained by Cordellier [6] who got the solution of this nonlinear difference 
equation by solving successively two linear difference equations. It should also be noticed that 
the solution of the difference equation da,, = c is a,, = cn + d where d is a constant. Thus the 
kernel of the first column of the O-algorithm is the set of sequences such that 

Vn, S, - S, = (cn + d)AS,. 

In [5], a generalization of the O-algorithm was proposed. Its first step is similar to the first 
step of the O-algorithm but with an arbitrary sequence (g,(n)> instead of (AS,). So, its kernel is 
the set of sequences such that 

Vn, S, - S, = (cn + d)g,(n). 

Let us now consider the general case described in the previous section when Vii, L(” = A. It 
corresponds to a repeated use of the O-procedure [2] and we shall treat the case k = 2. By 
Theorem 6, the kernel of the transformation YZ is the set of sequences of the form 
S, - S, = a,D,, with (a,) satisfying the difference equation 

1 A a, 
D’l”’ A(l/D$‘+) 

with Dg) = 0,. Solving this difference equation gives 

Aa, = cD’,“)A(l/Dr’), 

where c is an arbitrary constant. 
Let us show how to solve this equation. 
For (S,) E HZ, we also have 

-AS,, = A(anD,,). 

Now, using the relation 

A(@,,) =Q+,Aa,, + anADn, 

we obtain 

DI”’ AS 
a,=c----- DT’ ADin’ * 

Thus we have the following result 

Theorem 7. The kernel of 7, is the set of sequences satisfying, Vn, 

ASI? 
S, - S, = CD’,“’ - pD’“‘DI;’ 

0 

OY 

,g+l) Dp 
(S,-S,)~-(S,-S,+,)~=cD’;,. 

0 0 
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There are many algorithms that fit into the case ~5”’ = A and, in particular, Overholt’s 
process [7], which corresponds to D, cn) = AS and OF) = (AS,,,)‘. Thus its kernel is given in 
an implicit form as the solution of a nonlinEar difference equation whose solution is (for the 
moment) unknown. 

It must be noticed that, even if L(l) = L(‘), commutativity does not hold. If, for example, 
L(l) = LC2) = A, then we obtain the following kernels ((x,> is a given auxiliary sequence): 

l With Or) = ( - 1)” and Dy) =xn 

S,-lsS,=(-l)nu+u,, 

where (u,) satisfies u,+i = -u, - 2cx,. 
l With Dr) =x, and Dy) = (-1)” 

s, - s, = ax, + v,, 

where (v,) satisfies v,+i = v,x,+Jx, + c(- ~YAxJx~. 

It is easy to see that, if X, = (- l)“, both kernels are the same. 
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