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Retrovirus HTLV-1 gene circuit is characterized by positive and negative feedback phenomena, thus candidating it as a potential
relaxation oscillator deliverable into eukaryotes. Here we describe a model of HTLV-1 which, by providing predictions of genes and
proteins kinetics, can be helpful for designing gene circuits for eukaryotes, or for optimizing gene therapy approaches which are
currently carried out by means of lentiviral vectors or re-engineered adenoviruses. Oscillatory patterns of HTLV-1 gene circuit are
predicted when positive feedback is faster than negative feedback. Techniques to mutate the retroviral genome in order to implement
practically the above conditions are discussed. Finally, the effect of stochasticity on the system behavior is tested by means of
Gillespie algorithm. Simulations show the difficulties to preserve synchronization in viral expression for a multiplicity of cells, while

the long tail of the density probability function of the master regulator getrex, due to its steady state fluctuations, suggests an
activation mechanism of HTLV-1 similar to that recently proposed for'Hike virus tends to latency but under certain
circumstances, the master regulator gene reaches high values of expression, whose persistence induces the viral replication.

1. Introduction

Synthetic gene circuits have already been delivered into bacterial cells, proving that it is possible to design and
implement synthetic biological systems. A genetic toggle switch, designed by Gardrfén @410, was soon

followed by the gene oscillator of Elowitz and LeiBllekn essential ingredient of this last work was the preliminary
circuit characterization by modeling gene and protein expression; in particular, bifurcation analysis has allowed
identifying the ranges of parameter values corresponding to periodic patterns. Nevertheless, the modeling strategy
must be sound; otherwise misleading results can be obtained, which can heavily affect the subsequent circuit design.
Recently, Kaern et dlsupported the use of systems of differential equations based on mass action, i.e. the approach
previously adopted by Hasty et®dlfor modeling the. phage. In moving from bacteria to eukaryotes, the design of
gene circuits becomes more difficult because of the more complex regulatory mechanisms. However, significant
contributions have become available, e.g. Ramachandré et-ahgineered adenoviruses to hit tumor cells

selectively, i.e. without impairing the healthy cells; Bainbridge &aadressed the Leber's Congenital Amaurosis

by means of recombinant adeno-associated virus vectors. Also, of note is that mathematical models of viral kinetics
are potentially valuable for optimizing gene therapy approaches, in particular by improving the design of retroviral
vectors by predicting the gene expression following their delivery. In this paper we propose a novel model of
HTLV-1 viral kinetics. This model is characterized by positive and negative feedback phenomena, similarly to
synthetic relaxation oscillators delivered into prokaryotes and able to exhibit limit cycles. In order to investigate the
potential use of HTLV-1 circuit as a novel oscillator for eukaryotes, we analyze the periodic behavior of HTLV-1
model. This represents a preliminary step that can be instrumental for designing gene circuits to be delivered into
eukaryotic cells, or for optimizing retroviral vector design in gene therapy.

Results previously obtained with bacteria suggest that a deterministic model may be not adequate to predict the
true behavior of a biological system, e.g. a remarkable variability was observed in the repressilator period of
oscillation by Elowitz and LeiblérThattai et al® described the noise in transcription and translation whereas
Elowitz et al** experimentally highlighted the effects induced by variable quantities of metabolites in the single
cells of the same sample. On the other hand, GillEgpiinted out that if a system is small enough that the
molecular populations of some reactant species are not too many orders of magnitude larger than one, discreteness
and stochasticity may play important roles, so that the predictions coming from deterministic differential equations
do not accurately describe the system’s true behavior. This is the case for HTLV-1 kinetics since one of the basic
mechanisms is transactivation, i.e. the enhancement of transcription caused by the interaction between the viral
promoter and a viral protein, and the number of promoters in a cell corresponds to the number of viral genomes
integrated in the host cell, which is small. Thus, stochastic simulations are important for an adequate understanding
of the system behavior.
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In the following, after presenting an HTLV-1 model, which provides deterministic predictions about viral
kinetics, we will discuss first the periodic patterns revealed by the bifurcation analysis, and then, the results of
stochastic simulations performed by the Gillespie algorithm. Finally, the practical feasibility of an oscillator for
eukaryotes will be considered, together with some recent biotechnological techniques potentially helpful to mutate
the HTLV-1 genome so as to obtain periodic oscillations of gene and protein expression.

2. Themode

The main mechanisms of the HTLV-1 gene cirCuiare transactivation

summarized in Figure 1:
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5. A variety of Rex-dependent viral genes deriving from the single splicingagfwere identified, e.g.1-B, p13,
p21Rex(compartments 5.1, 5.2... 5.t the mechanisms of splitting up are still unclear.

The system of differential equations which describe the above mechanisms, based on one-step reactions and
mass action (detailed in the Appendix), is:
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where the state variables are the concentrations [molecules/I] of ngatpaax/rex, Tax, Re corresponding to the
compartments 1-4 of Figure 1. Initial conditions were set to zero, i.e. we supposed to deliver the HTLV-1 gene
circuit into eukaryotic cells which were not infected previously. System parameters are: the transcriptifidhjate S

the concentration of viral genomes integrated in the host cell m [molecules/l], the transactivation c@nstant
(adimensional), Michaelis constan{ fwhich is the product of many equilibrium constants, as described in the
Appendix), the nuclear export ratg[k/h], the order olRex multimerization z (adimensional), degradation rates of

the transcripttax/rex ko, [1/h], of proteinsTax ko [1/h] and Rex ko, [1/h], and parameter8; andp 4 [protein
molecules/(transcript molecules*h)], which are the products of Tdee and Rex gains in protein translation
multiplied for the rate constants of the translation processes (as detailed in the Appendix). The fufdson g(
defined in Eq. 5-7:

a1 ai 5
B b If 2 < q;andq; >0 )
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where R is the product of the some equilibrium constants, as described in the Appendix. Unfortunately, vwwaby k
measured by Grone et*8lequal to 0.069/h. As concerns other parameters, approximate values can be derived from
the literature, based on measurements of similar biological processes, reported below with the corresponding model
parameters between brackets:
1. Rosin-Arbesfeld et df and Lewis® reported the half-lives of about 10 and 4 minutes, respectively, for the
nucleo-cytoplasmatic transport)k
2. Weinberger and Shehkestimated the transactivation constghi)(in the HIV gene circuit by fitting an ODE
model to normalized data of fluorescence intensities from single-cell measurements, obtaining a value of about 8.
3. As regards protein degradation rates, Tae ubiquitination was confirmed by many laboratoffesipporting the
thesis of a ubiquitin-mediated degradation; moreover, Pelopones¥ pt@led theTax inactivation induced by
ubiquitin. Jeong et &P. observed similar decays fdax andp-Galactosidase, whose half-life was estimated in
about 13 houfs?? Therefore, we considered a half-life of about 10 hourSd=y and also foRex (Kos, kos).
4. Kugel and Goodrich measured the transcription rate induced by polymerase Il in eukaryotes (S): 1.9e-3/s.
As regards Michaelis constant Imo information is available as well as for the parametghbs the amount of
Tax andRex were scaled byjhand h, respectivelyqz = :—j andq, = z—;‘ ; @3 andq, can be viewed as the effective

proteins, present in the nucleus and effectively acting for transactivation and RNA nuclear export, respectively.

Moreover, to preserve the validity of the study front of future HTLV-1-specific measurements resulting in
different values of the transcription rate, the time t [h] was scaled by S as done in R#fS4r is adimensional
because the unit of measurements of S is 1/h. After scaling, the model of differential equations became:

S=mtmp B - Ky (0) q:(0)=0 ®
% :{1 - g(ql (T)r m(‘f), Z)} k;ql (T) - k(’)Z q; (T) q2(0)=0 (9)
9T = 0 (1) — kg Ta(0) 7 (0)=0 (10)
L=, 0:(0) — kT () 7 (0)=0 an
where the functioi(-) is defined in Eq. 12-14:
s If §.° <q, andq, >0
. _ = 12
9@, @2 = | q, (12)
1 If §;° >qqandq; >0 (13)
0 If g, =0 (14)

Model parameters were fixed to the following nominal valugs=10, ko=ko/S=0.01, k=kJS=1,
K 02=koo/ S=0.01, ks=koy/S=0.01, all of which are adimensional. Parameter m was initially set equal to 1 molecule/l,
to reflect the hypothesis of low multiplicity of infection, which underlies the model development (see the
Appendix). As regards the parametéfg andﬁ’;, since no information was available in the literature,
computational simulations of the deterministic system (Eqg. 8-11) were performed, and the parameter values were
fixed so as to obtain gene expression time course consistent with some experimental mea$lifrefieists
happened fof”, andf", in the range [le-3, le-1], thus we chose the median Jajue 37, = 0.01 as the default
value to be used for the subsequent analyses. Since it was not possible to estBblidlorihs dimers (z=2),
pentamers (z=5), or something else, different values of z were considered.

3. Bifurcation analysis

We tested if the model of the HTLV-1 gene circuit (Eq.8-11), can exhibit periodic patterns by performing
bifurcation analysis with the MatCont software pack&gAmong the system parameters, some were considered
tunable on the basis of experimental observations, i.e. the protein degradation rates and the concentration m of viral
genomes integrated in the host cell, whereas other parameters were set to their default values. The rational is that
Tax undergoes ubiquitinatidhand experimental observations support the tunability of the proteins half-life when
their degradation involves the ubiquitin pathWayAs regards m, it can be easily regulated at the time of virus
delivery following an estimation of the titer of viral particles.

3.1 Periodic patterns
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With the default parameter values the system falls into a stable steady state. By varying the ratio between the two
protein degradation rates, RDgKk 04, two Hopf bifurcations were detected confirming the possibility for the
HTLV-1 gene circuit to oscillat®& moreover, the periodic patterns were stable because both bifurcations are
supercritical. With z=2 the critical values of RD and the Lyapunov coefficients werg=RB, R}Q;,=26.2 with
Lyi1=-4.6e-3 and [,=-7.6e-4, whereas with z=5 they were: RE7.0, RD;,=13.7 with L;=-1.5e-3 and |,,=-7.6e-

4. In Figure 2a, the trajectories of the state variagggsandtax/rex for z=2 and RD=3 are shown.
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Figure 2. a) The trajectory of the system for z=2 and RD=3. b) Periodic patt¢arsef for z=2 and the follgwing values of RD: 3,5,10,20.

Higher values ofTax degradation rate (with respect Rex) result in smaller amplitudes and periods of
oscillation, as shown in Figure 2b, where the periodic pattertesx@éx corresponding to z=2 and RD=3,5,10,20,
respectively, are plotted. If multiplicity of infection m is increased, periodic patterns arise if RD is within specific
limits which depends on m, as shown in Figure 3a, for z=2 and z=5. This figure suggests the relevant role of z on
system behavior. To have a better insight on the role of z, Hopf continuation was performed by varying RD and z,

for specific m values. Results (Figure 3b) indicate thatiodic oscillations of the model state variables are
prevented for z>5.
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Figure 3. a) Hopf curve continuation with free parameters RD and m, for z=2 and 5. The areas corresponding to parameter settings allowing
periodic oscillations are signaled with the symbol PO whereas the areas corresponding to parameter settings for which the system falls into steady
states are signaled with the symbol SS. b) Hopf curve continuation with free parameters RD and z, for m=1 and 10.

4. Stochastic fluctuations

Since stochasticity and discreteness can cause deviations of the true system behavior from the predictions of
deterministic differential equations when the molecular populations are small, as is the case of the viral promoter
sites in our model, stochastic simulations were performed by Gillespie algorithm (direct Th&hadth the

parameter settings corresponding to the periodic patterns and to the steady state solution of the system (Eq. 8-11).
Gillespie algorithm describes the number X(t) of molecules of chemical species involved in the reactions R
characterizing the system. The key to simulate trajectories of X(t) is the probability funetiphg)'?, which is

the probability, given X(t) = x, that the next reaction in the system will occur in the infinitesimal time intetyal [t+
t+t+dr ), and will be an Rreaction. This probability is related to the number of molecules composing the chemical
species involved in the reaction as reactant. Thus, the variability concerns which reaction takes place and when this

happens. Two software packages, providing distinct implementation of the algorithm, were considerdtdfv@izzy
1.11.4) and Caifi (ver 0.12).
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4.1 Periodic patterns

The effects of stochasticity on the periodic patterns of Figure 2b were verified by simulating 1000 trajectories of
the state variables. Results evidenced different time points at which peaksexXrise in distinct realizations (see
Figure 4a) causing a lack of synchronicity. Consequentlytattieex mean time course resulted to be leveled, as
shown in panel b; moreover, a high variability in gene expression was observed (see panel ¢, where the standard
deviations corresponding to each time point are reported). The levelingtak/tte mean time course appeared
also for other values of z, as shown in panel d, where it is plotted the mean of 1000 realizations with parameter
setting z=5 and RD=8, for which periodic oscillations arise in the deterministic system (Eq. 8-11). To verify if the

leveling depended on m, the same simulations were repeated with m=10 and 100, instead of 1, but no better result
was observed.
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Figure 4. Stochasticity in chemical reactions causes the lack of synchronicity and the levelirtgxdfeheean time course. a) 3 trajectories of
the state variablax/rex, b) the mean time course of 1000 realizations, and c) the standard deviations corresponding to each time point for z=2
and RD=3. d) Théax/rex mean time course of 1000 realizations for z=5 and RD=8.

4.2 Steady state fluctuations

Since the addition of stochastic phenomena on the periodic patterns provided surprising results, also stochastic
fluctuations of the steady state solution were examined by means of 10000 stochastic simulations. All state variables
resulted to be affected by remarkable variability. In partictéaiex values presented a coefficient of variation

(CV) higher than 100%, as it is shown in Figure 4, panel a and b, where the results obtained with Dizzy and Cain are
reported. To have a better insight, we investigated the density probability functax'ref that resulted to be
characterized by a long tail (see panel ¢). With different values of z similar distributions appeared, as shown in panel
d, where it is plotted the density probability functiortafrex for z=5.
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Figure 5. Steady state fluctuations of the steady state solution showed a high variability. a) The CVs obtained from stochastic simulations
performed by Dizzy; b) The CVs obtained from stochastic simulations performed by Cain. For these simulations z was set to 2. Density
probability functions of the values t#x/rex for : c) z=2, and d) z=5.

5. Discussion and conclusions

The gene circuit of the retrovirus HTLV-1 is characterized by positive and negative feedback phenomena, due to the
regulatory proteindax and Rex, thus candidating it as a potential relaxation oscillator. To test this hypothesis, a

model of the retroviral gene and protein kinetics was developed on the basis of well-established knowledge. The
model incorporates the cascade of interactions involving the viral promoter and the biological processes of
transcription, translation and degradation, assuming the former to be faster and in equilibrium with respect to the
latter. Reasonable simplifications were introduced to limit the number of parameters, and approximate but
reasonable numerical values were assigned to them based on information derived in the literature, with the only
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exception of order oRex multimerization z, which is unknown. Thus the analysis of the system behavior was for
different values of z. To tesnh silico the possibility of observing periodic patterns, bifurcation analysis was
performed on the deterministic system of differential equations, considering two model parameters as tunable on the
basis of experimental observations: the degradation rate of regulatory proteins and the parameter m, which is related
to the multiplicity of infection. Our results show that oscillatory behaviors take place if the kinetics of the positive
feedback are faster than those of the negative feedback, as expected from a relaxation oscillator; moreover, higher
values of Tax degradation rate result in smaller amplitudes and oscillation periods. Obviously, other parameters
influence the system behavior: the values of RD compatible with oscillatory behavior depend on m as well as on z.
In particular, periodic oscillations are prevented if z is greater than 5.

To reach periodic oscillations, tH@x degradation rate should be increased with respect to tiRexoflhree
recent experimental techniques support the possibility of altering protein degradation rate in practice, two based on
enhancing the ubiquitin degradation pathway and the latter on protein tagging. Bachmairpetiraed out the
important role of the amino-terminus in stabilizing/destabilizing the proteins which undergo ubiquitination: in their
experiments th@-Galactosidase half-life lowered from more than 20 hours to less than 3 minutes depending on the
amino-terminus. Rogers and Rechsteifhi@observed the correlation between the high presence of PEST sequences
— where PEST is the nice abbreviation of proline (P), glutamic acid (E), serine (S), and threonine (T) - and the short
half-lives of proteins degraded by the ubiquitin pathway. Consequently, the substitution of PEST amino acids with
more stable ones should increase the protein half-life. McGinnes&®etuglgested the import of the E.coli ClpXP
protease into eukaryotic cells and the addition of an appropriate ssrA tag to the protein under exam to modulate its
degradation rate. Briefly, the tag should have weak affinity for the protease so the introduction of the SspB adaptor
protein can be used as a control lever to increase this affinity and, consequently, the proteolysis of the tagged
proteins, induced by the CIpXP protease. However, application to the HTLV-1 gene circuit of these three methods is
not immediate becaudex andRex are translated from the same transd@gtrex and, consequently, the mutation
of one protein implies the mutation of the other. To address this problem andTexakimetics faster thamex
kinetics, a possible solution is supplied by the PEST hypothesis. Since the coding sequéagesndiRex are
(4829..4832, 6951..8008) and (4773..4832, 6950..8008), respectively (data from the NCBI Reference Sequence
NC_001436.1), the sequence (4773..4832) is preseRaxibut absent inmfax. Moreover, it configures as a PEST
region since it includes one glutamine, one serine, two threonines and five prolines out of 19 aa, which are all
destabilizing amino acids. Therefore, their substitution with more stable amino acids, by site-directed
mutagenesi$® should decrease tHRex degradation rate, allowing to obtain periodic oscillations. Conversely,
practical applicability of the methods proposed by Bachmair Etaald McGinness et &f.to our system is still an
open issue, due to the overlappindrek andTax protein sequences.

Since stochasticity and discreteness can cause deviations of the true system behavior from the predictions of
deterministic differential equations when the molecular populations are small, as is the case of the viral promoter
sites in our model, the Gillespie algorithm was used to perform stochastic simulations. Simulations revealed the
leveling of tax/rex time course essentially due to the lack of synchronization among the oscillators delivered in
distinct cells. In particular, peaks occur at different times in the distinct realizations, as experimentally observed by
Stricker et af® by measuring single-cell fluorescence trajectories. The problem of cell synchronization can be
addressed by electroporation, but only partially, since the recently developed methodology of trafsfebtizin
allows the delivery of genes of interest directly into the nuclear compartment in a time period of microseconds, does
not guarantee the persistence of synchronization. A continuous synchronizing'$fgnay be needed to preserve
the forced initial synchronization over time, but currently this is not available. As a consequence, experimental
validation is not straightforward and will require single-cell measurements of out of phase oscillators, by time-lapse
microscopy and using GFP reporters. Recent findings support the applicability of this technique to viral genes, since
some lentiviral vectors with GFP as reporter of the transactivatorigeneere described for the HIV gene circuit
Particularly interesting is the wild type HIV-1 with the geNef substituted by the GFP; a fascinating testable
hypothesis is the realization of a reporter version of the HTLV-1 genomeawitbx substituted by the GFP, to be
delivered in addition to the appropriately mutated virus. We expect the geiyAranscribed from this reporter
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construct, be either doubly spliced into the GFP, supplying fluorescence intensities proportional to the presence of
tax/rex, or transferred to the cytoplasm and degraded.

Stochastic fluctuations of the steady state solution were also examined. All state variables are affected by
remarkable variability. In particulatax/rex values have a CV higher than 100%, with a long tail of their density
probability function, indicating thatx/rex gene expression is likely to sometimes assume very high values because
of stochastic fluctuations, suggesting mechanisms of retroviral activation similar to those recently proposed by
Weinberger for HIV.

In conclusion, the bifurcation analysis of the proposed model of the HTLV-1 gene circuit revealed that periodic
patterns are possible, provided tfiax kinetics is faster thamex kinetics. The next step is the experimental
validation of these predictions. However, the stochastic simulations pointed out the problem of cell synchronicity;
consequently, single-cell measurements are necessary to observe oscillatory patterns of genes or proteins. Moreover,
the high variability at steady state suggests mechanisms of retroviral activation similar to those proposed for HIV.

Appendix

Following Ref. 5,6, the HTLV-1 chemical reactithwere divided into two categories: fast and slow; in particular,
protein multimerization and complex formation were assumed to be faster than the processes of transcription,
translation and degradation of proteins and transcripts. It is reasonable to assume that fast reactions are of the order
of seconds, similarly ta. phage’§ and thus, although not exactly known, much faster than protein degradation in
eukaryotes, that is of the order of hours or &aySherefore, faster reactions can be safely assumed to be in
equilibrium with respect to the slower ones. In the following paragraphs, we will introduce the fast reactions and
then the slower ones.

A.l Fastreactions

In this paragraph, the following HTLV-1 biological procesdesill be described: (1) dimerization and complex
formation, which lead to transactivation; (2) cooperative interactions, which are necessary for transcription; and (3)
Rex multimerization.

Dimerization and complex formatioMTLV-1 transactivation is due to the binding of a complex, composed of
dimers ofTax and dimers of the cellular transcription factor CREB, to the Tax Responsive Efe(i&) in the

viral Long Terminal Repeat, where the viral promoter is located. A set of chemical reactions are used to describe:

1. Tax dimers formation and their transfer to the nuclelax (s a shuttling proteffi, i.e. it transfers from the
cytoplasm to the nucleus and viceversa, so dimers are present in the whole cell but only the nuclear fraction is
involved in transactivation).

2. CREB dimers formation and their transfer to the nucleus.

3. The formation of a CREBTAX, complex, which subsequently binds to the TRE inducing transactivation, and
the alternative interaction CREBRE from which the basal transcription follows. In the following we will
indicate the transactivated promoter sites and the nontransactivated ones with the abbreviatiprendPrS
NTPrS, respectively, and with TRE the inactivated viral promoter sites. Table A1 summarizes the chemical
reactions and the corresponding equilibria.

Table A.1. Chemical reactions and the corresponding equilibria concerning molecular dimerization and complex formation.

Tax dimerization A ilTAXZ [TAX,] = K, [TAX]?
Taxtransfer to the nucleus TAXZiz 1A% [TAX3] = K,[TAX,]
CREB dimerization ) CREE 1;3 CREB, [CREB,] = K;[CREB]?
CREB transfer to the nucleus CREBZ:;(:REB; [CREBY] = K,[CREB,]
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Binding of the complexto TRE Ker B 5 5
(transactivated promoter) Complex + TRE= TPrS, [TPrSy] = KerKsK,K3[CREB]* K, K, [TAX] [TRE]
Binding of CREB;to TRE (non- Kent _ 2

transactivated promoter) CREB? + TRE= NTPrSo [NTPrS,] = KenrK,K5[CREB]* [TRE]

Cooperative interactionsviral transcription involves a cascade of co-activators and general transcription
factors, CBP/p300, PCAF, TFIIA, TFIIB, TFIf whose binding reactions with the promoter regions are described
in Table A.2. The transactivated and the non-transactivated promoter sites will be indicated wjtantPKS Pr&
where the suffix i denotes the step in the cascade. Following the same line of reasoning which underlies the
formulation of the well-known pseudo-first order rate equafitie concentrations of all co-activators and general
transcription factors are assumed to be constant or in great excess with respect to the viral promoters they interact
with, so that the effects of the variations of their concentrations on the viral kinetics are negligible. Consistently, a
low multiplicity of infection is assumed, i.e. we suppose that few viral genomes are integrated in the host cells.
Table A.2 summarizes the chemical reactions and the corresponding equilibria.

Table A.2. Chemical reactions and the corresponding equilibria concerning cooperative interactions.

?ri:r?si:cgtiovfa(éf;]/)rr)gr?g:srt?iienon_ NTPrS, +CBP/p300K:7ANTPrsl [NTPrS,] = K;,[NTPrS,] [CBP]= K';[NTPrS,]
tl:arl:r?sl:cgtiovfart)sg Ertgrfll:)eteriosri:e NTPrS, +PCA§;ANTPrSZ [NTPrS,] = Kgs[NTPrS,] [PCAF] = K'gs[NTPrS, ]
frl:r?sl:ftiovfagzlilgrtoonzgfe?os?t-e NTPrS, +TFII§: NTPrS, [NTPrS;] = Kos[NTPrS, ] [TFIIA] = K'o5[NTPrS, ]
tBrl:r?sl:ftiovfar{gz[ilsr?n:};:e?os?t_e NTPrS, +TFIIBK;HI]\?TPrS4 [NTPrS,] = K102 [NTPrS;] [TFIIB] = K'105 [NTPrS;]
?rI:r?sl:cgtiovfar{Silgrt)onfgteer;zrilt_e NTPrS, +TF111;(;1ANTPI~SS [NTPrSs] = Ky1a[NTPrS,] [TFIID] = K'15 [NTPrS, ]
?rI:r?sl:cgtiovfa(éf;{»rr)gigzgrt?iie TPrS, _;.c13p/p3()()K‘—_Zl?rprs1 [TPrS, | = Ky5[TPrSo] [CBP]=K'75[TPrS,]
?rlarllrflsl;f\lcgtiovfart)ect‘iA grtgnt:)ier site TPrS, +pcml:(iBTprs2 [TPrS,] = Kop[TPrS, ] [PCAF] = K'gg[TPrS, ]
?:fslgft?\/fa'{gzlilgrtc)onzgfer site TPrS, +TF11§;BTprs3 [TPrSs] = Kog[TPrS,] [TFIIA] = K'og[TPrS, ]
frlarllr?sl:cgtiovfazgtlilgr?ntll;:er site TPrS, +T1?[1§,1—*_(”?1‘Prs4 [TPrS,] = Kiop[TPrS;] [TFIIB] = K'105[TPrSs]
?rlarllr?sl:égtiovfavgtlilgrt)onfgteer site TPrS, +TF[1§?—.\1§1‘P1~55 [TPrSs] = Ky1p[TPrS,] [TFIID] = K'y;[TPrS, ]

Rex_multimerization protein Rex multimerize&®, but the exact kind of multimer it forms is not known; in
particular, there is evidence that Rex at least diméfizbst the formation of complexes of higher orders like
pentamers or hexamers is likely as well. To desdRéemultimerization, the Helfferich procedure for multistep
reaction&® is applied, summarizing with K the ratio of the overall forward and backward kinetics constants. Like
Tax, alsoRex is a shuttling protefli and only its nuclear fraction is involved in the nuclear export of incompletely
spliced transcripts. Table A.3 summarizes the chemical reactions and the corresponding equilibria; with the symbol
z we indicate the number &ex molecules involved in the multimer formation, e.g. z=2 for dimers and z=5 for
pentamers.

Table A.3.Chemical reactions and the corresponding equilitmizcerningRex multimerization and its transfer to the nucleus.

Rexmultimerization Ki2
2 REX =... 2REX [REX,] = Ky, [REX]”
Rex transfer to the nucleus Kis
REX = REXn [REX;‘] = K13[REX2] = K13K12[REX]Z
AN Z

A.2 Slowreactions

Transcription, translation and the degradation of transcripts and proteins are irreversible and slow reactions; in the
following we will describe: (1) the transcription of the primary transgd#gf, (2) the alternative splicing @fag and

the nuclear export of mMRNASs; (3) the kinetics of the transtaigtex; (4) the kinetics of the proteifgax andRex;

and (5) the kinetics of the incompletely spliced transcripts.
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The transcription of the primary transcri#g: gag synthesis gt) is due to the basal transcription(® and to
the transcription induced by transactivatiga(ty. Chemical reactions of the transcription processg$) and 3(t),
with their mathematical formulations, are shown in Table A.4, where the concentration of RNA polymerase
(RNAp), is assumed to be constant or in great excess with respect to the viral promoter sites it interacts with. In
Table A.4.p, indicates the gain in transcription, i.e. the number of transcripts generated by the binding of a molecule
of RNAp to DNA and the subsequent procesgyag transcription, kis a reaction rate constant [1/h] angac
multiplicative constant.

Table A.4. Chemical reactions of transcriptions and the corresponding syntheses ofgagclear

Basal ke S;1() = Bykpo[NTPrSs](t) =
transcription  [NTPrSs + RNAp—>NTPrS; + RNAp + S, nuclear Gag = B1k;DoK'11aK 104K 04K gaK', , INTPIS, ] (t)
With Cokt S12(t) = Bicokpo[TPrSs](t) =
transactivation [TPrSs + RNAp — TPrS; + RNAp + f, nuclear Gag » ktpoK’lléli’loBKiglg’sﬁ’m[TPSrSSO]) ®

From the transcription processes(8 and 3(t), in molecules/h, of Table A.4, we derive the transcription rates
S:B]_ktpoKY11AK’10AK’9AK’3AK’7A and S’:B]_C()klpoKYllBKyloBKygBKygBK}B, in 1/h, for the basal transcription and
transcription following transactivation, and we caltleeir ratio, i.e. &= S’/S. To have a better insight on the effects
of the Tax-induced transactivation on the totgg synthesis §t), we introduce the multiplicity of infection (MOI),
which is the mean number of viral genomes integrated in the host genome per cell. Then, we indicate with [cells] the
cell concentration in a sample, in number of cells/l. Consequently, the concentration of retroviral genomes integrated
in the host cells, m, equals MOI*[cells], in number of viral molecules/l. Now, making the working hypothesis that
all the promoters are demethilated, i.e. none of thearpisori prevented from being involved in transcription, we
derive that:

m = [TRE](t) + [NTPrSy](t) + [TPrSy](t) (A1)
The total transcription &) is the sum of §(t) and Sx(t). Therefore, by summing up we have:
S1(t) =S [NTPrSo](t)+S’ [TPrSyl(t)= S{INTPrSy](t) + c;[TPrS,] ()} (A.2)

where the constant evas introduced to obtain the right-hand side of the equation. Then, from Eq. A.1 and A.2, and
by some algebraic passages we obtain:

TPrSo](t
5100 = S{m — [TREJ( + (&, = DITPrSol(©} = S{m — [TRE](O} {1 o o - 1)} (a.3)
Now, we focus on the ter% of Egq. A.3 and call t) the Tax concentration. From Eq A.1 and
equilibria of Table A.1 we obtain:
[TPrSo](5) [TPrSo] (t) o qz(®)? oo Kenr 1
m — [TREJ(t)  [NTPrSo](t) + [TPrSo] () h2 + 3 (D)2 with: hi = 4 RGK, !

Eqg. A.4 shows that an elevat@ex concentration increases the number of transactivated promoter sites among
the promoters involved in transcription, which are [TRtS-[NTPr&](t). Then, by inserting the right term of Eq.
A.4 in Eq. A.3 the synthesis of nuclegag becomes:

$1(9) = S{m — [TRE|©} + (m — [TREI(D} § ', ;20 (A5)

wheref ,=c,-1is the transactivation constant (adimensional). Eq. A.5 shows a saturative effaxicohcentration

2
on gag synthesis given by the ter—ﬁ% , which can be due to the limited number of integrated viral promoter
1 3

sites; in other words once they have been all transactivatedaghtranscription gt) saturates and no further
increase is possible. Now, lef9pCREB], which is assumed to be constant or in great excess with respect to the
viral promoter sites it interacts with, and focus on the term m-[TRE}@m equilibria of Table A.1 and Eg. A.1,
and by several algebraic passages we obtain:

m

m — [TRE](t) = m  f(py,as(®)

(A-6)

where:
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p? pt1 o, ) 1

= S+ ithh = ————

f(p1,az()) =1+ "2 + 2Rz qz(t) with hj KonrKaKs
Eqg. A.6 implies that if there is a lot @&x or CREB therf(p,, q3(t)) > m and, consequentlys — [TRE](t) ~ m,

i.e. the number of promoter sites which are not involved in transcription becomes negligible. Therefore, by inserting

the right term of Eq. A.6 in Eq. A.5, the synthesigaj becomes:
m m . a3(®?

no= S{m f(pl,qgm)} ¥ {m f(pl,qg(o)}” B YEFNGE
The alternative splicing afag and the transfer of mRNASs to the cytoplasmpresence of nucledex, the

transcripts are transferred incompletely spliced to the cytoplasm whereas, in abseaceayad is doubly spliced

into tax/rex3. Quantitatively, the amount of incompletely spliced RNAs transferred to the cytoplasm depends on the

fraction of gag molecules which interact with multimers B&x in the nucleus. This fraction is represented by the

function g, (1), q,(v), z), see Eq. A.9-11.

(A7)

(A.8)

Ki3Ki20f _ Q_ii i zZ — 1 q_i
SO, 04(0).2) = = with hZ KoKe If pe <1 andg; >0 (A.9)
1 If £>gqandq; >0  (A10)

3
0 Ifqg=0 (A11)

where the variable,(f) represents thBex concentration in the sample, and the algebraic passages derive from the
equilibria of Table A.3. The transcripts that are not transferred to the cytoplasm are degraded by the nuclear
enzymes. Therefore, the total decay a 0 the nucleus is due to the nuclear export plus the nuclear degradation
(see reactions in Table A.5, whergadnd k, are reaction rate constants, andsca multiplicative constant; for
simplicity, the splicing and the nuclear export are condensed into a unique reaction).

Table A.5. Nucleagag decay is due to the nuclear export of incompletely spliced RNAs (with Rex case), the splicing and nuclear export of
doubly spliced RNAs (withouRex case) and to the nuclear degradation of the transcripts.

sk
with Rex Nucleargag + Rex, — Lu(t)= g(q;(t), q4(t), 2) ksq, (t)
— Cytoplasmatic incompletely spliced RNARex,
2KsC
without Rex Nucleargag+ };; splicing factor; — Li2(t)= {1 — g(q1(t), g4 (t), 2)} ¢, kg, (1)
— Cytoplasmatidax/rex +Y; splicing factor;
Seordntion | Nudleargago ™ Di(D)= {1 — 80 (9, 44(5), )} Kors (O

The sum of the three addends of Table A.5 is:
Nucleargag decayt) = Ly (t) + L,(t) + D, (t) =
(A.12)
= 8(q1(1), 94(t), 2) ksq1 (1) + {1 — (a1 (D), 94(£), 2D} c2 ks q1(6) + {1 — g(q1 (D), 94 (t), 2)} ko101 (D)

Therefore, by consideringag synthesis (Eg. A.8) and nuclear decay (Eq. A.12), the rate equation for nuclear
gagis:
% =5:(t) — Nuclear gag decay(t) =

050 (A.13)

=s{m_7’" }+{m_ m }s,;;
f(Plv% (t)) f(Pv ‘h(t)) h? + q5(t)?
where {(t) represents the concentration of nuclgay, in molecules/I.

The kinetics of the transcripax/rex: tax/rex kinetics is given in Eq. A.14, wherg(8 is the synthesis following
the double splicing of nuclegag, i.e. S(t)=L1,(t) (Table A.5), and Et) represents the degradatitine reactions
are reported in Table A.6, wherg ks the reaction rate constant of tag/rex degradation process. Therefore, the
rate equation fotax/rex is:

% =5,(0) = Do (1) = {1 —g(q1(1), 44(t), 2)}cz ks q1 (1) = ko2 q2(D) (A.14)

—g(q: (), g4(), 2)ksq, (t) — {1 - g(‘h(t)' ‘h(t))} {ca ks +ko13q:(0)

where g(t) represents thi&x/rex concentration, in molecules/I.
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Table A.6. Transcripax/rex kinetics is due to two terms: synthesis, by double splicing of nugdgaand degradation.

tax/rex synthesis ks €
NuclearGag+ };; splicing factor, — Sy(t)=Laz()= {1 — g(q4 (©), qu (), 2)} €5 ks g, ()
— Cytoplasmatitax/rex +Y; splicing factor;
tax/rex k2 _
degradatio tax/rex — D,(8) = koz q2(0)

The kinetics of the proteinfax and Rex: Tax and Rex are translated from the same transctgirex; their
synthesis reactions are shown in Table A.7, wker@andkr, are reaction rate constants [1/8,andp, the gains in
protein translations [protein molecules/transcript molecules]panfl, their products [molecules/(molecules*h)].

Table A.7. Reactions of translation of the regulatory profEésaandRex.

Tax synthesis ks = =B

Y tax/rex — tax/rex+ 33 Tax 53(8) = ks B3 42 (0) = B30
Rex synthesis ks = =g

Y tax/rex— tax/rex+ 5, Rex S4() = kry B (D) =B, 01 (®)

Therefore, the rate equations ftax andRex are:

S 253(0) = Da(0) = B3 02(0) — koaga () (A.15)

T =54(0) = Da(©) = B, 02(O) — Koada() (A.16)

where ¢(t) and q(t) represent the concentrations [molecules/[Tat andRex, respectively, an#tys andkqs are the
rate constants of the corresponding degradation reactions.

The kinetics of the incompletely spliced transcripgalogously totax/rex, the rate equations of the
incompletely spliced RNAs are:

Lot = 55i(0) = Dsi(©) = f5i8(a1 (1), 44 (), 2) ks @1 (8) — ks s () with i=1,...n (A.17)

where g@;(t) represent the concentrations of incompletely spliced RN&g, are the rate constants of the
corresponding degradation reactions, gnare the fractions of nuclegag singly spliced into each transcript (or
remained unspliced in the case of the cytoplasngatjt and transferred to the cytoplasm.

From the rate equations (Eqg. 13-17), a system of differential equations was derived. To limit the complexity of
the model, a number of assumptions were made:

Simplification 1: Grone et at? observed that the total viral RNA in the sampl&és-independent. From Eq.
A.13, A.14 and A.17, total RNA is:

dt

If the nuclear degradation () is negligible with respect to the other addends, the total viral RNA does not
depend orRex, thus leading todin Eq. A.13 much smaller than the transcript degradation rates. For simpligity, k
was setto 0in Eqg. A.13.

slimplincaton £: = .Al13.

Simplification 2:we assume that the multiplicity of infection is so low et 0in Eq. A.13. Since the

tdg, d dgs; ¢
fo (%+%+zi 95ty 47 = fo [51(2) = D1(v) = Dy(x) — £iDs;(v)]dr (A-18)

MOI can be regulated at the time of virus delivery by the titer of viral particles, this condition is attainable.
Simplification 3: we assume that the nuclear-cytoplasmatic transport take place with the same rate for every
transcript, i.e. kcksin Eq. A.13.
Simplification 4:since the kinetics of incompletely spliced RNAs do not affect the possible oscillatory behavior
of tax/rex andgag, their kinetics were excluded from further considerations.
From Simplifications 1-4, we obtain the system of differential equations of Eq. A.19-22:
dq, q3(0)?

= m S+mSp; Mg ksqq (t) (A.19)
22 = {1 — g(a1 (1), 44 (6), 2)} ks (8) — ko q2(1) (A20)
a '

f =B'3q2(6) — ko3q3 () (a21)
dag _

20 =B 482(0) — koaqa(t) (A22)



Pacific Symposium on Biocomputing 15:421-432(2010)

References

CoNoOrwWNE

L. S. Weinberger, R. D. Dar, M. L. Simpsdat Genet 40, 466 (2008).
T. S. Gardner, C. R. Cantor, J. J. CollMature 403, 339 (2000).
M. B. Elowitz, S. LeiblerNature 403, 335 (2000).
M. Kaern, W. J. Blake, J. J. Collifsnu Rev Biomed Eng 5, 179 (2003).
J. Hasty, J. Pradines, M. Dolnik, J. J. CollfPgc Natl Acad Sci U SA 97, 2075 (2000).
J. Hasty, F. Isaacs, M. Dolnik, D. McMillen, J. J. J. Coll@tsgos 11, 207 (2001).
M. Ramachandra, et aNat Biotechnol 19, 1035 (2001).
J.W. Bainbridge, et aN Engl J Med. 358,2282 (2008)
A. Corradin, et alThe 10" International Conference on Systems biology, Aug 30-Sept 4, 2009. Stanford,
California (accepted).
M. Thattai, A. van Oudenaardétrpc Natl Acad Sci U SA 98, 8614 (2001).
M. B. Elowitz, A. J. Levine, E. D. Siggia, P. S. Sw#&tience 297, 1183 (2002).
D. T. GillespieAnnu Rev Phys Chem 58, 35 (2007).
M.D. Lairmore, G. Franchinin Fields Virology, Fifth Edition. Ed. David M. Knipe and Peter M. Howley.
Lippincott Williams and Wilkins, Philadel phia, pp. 2071-2106 (2007).
M. Gréne, et alVirology 218,316 (1996).
R. Rosin-Arbesfeld, et aEMBO J. 22,1101 (2003).
J. LewisCurrent biology : CB 13, 1398 (2003).
L. S. S. Weinberger, T. She,0SBiol 5 (2006).
F. Kashanchi, J.N. Bradyncogene 24,5938(2005).
J. M. Peloponese Jr, etaVirol. 78,11686 (2004).
S. J. Jeong, et aBiochem Biophys Res Commun. 381,294(2009)
N. Yildirim, M. C. MackeyBiophys J 84, 2841 (2003).
K. D. Jacobsen, B. M.Willumseh.Mol. Biol. 252, 289 (1995)
J. F. Kugel, J. A. GoodricRyoc Natl Acad Sci U SA 95,9232 (1998).
A. Corradin, et alRroceedings of the ENFIN Symposium at the Functional Genomics & Disease Conference,
Oct 2-4, 2008. Innsbruck, Austria
F. Rende, et aProceedings of the HERN meeting, June 1-2, 2008. Bruges, Belgium.
A. Dhooge, et alACM TOMS. 29,141(2003).
T. S. Olson, J. F. Dic€urr Opin Céll Biol. 1,1194 (1989).
Y.A. KuznetsovElements of Applied Bifurcation Theory, Springer-Verlag, New York (2004).
D. T. GillespieJournal of Computational Physics 22, 403 (1976).
D. T. GillespieThe Journal of Physical Chemistry 81, 2340 (1977).
S. Ramsey, D. Orrell, H. BoloudiBioinform Comput Biol 3, 415 (2005).
S. Mauch, M. StalzelfeEE/ACM Transactions on Computational Biology and Bioinformatics 99, (5555).
A. Bachmair, D. Finley, A. Varshavsi§gcience (New York, N.Y.) 234, 179 (1986).
S. Rogers, et akgience 234,364 (1986).
M. Rechsteiner, S. W. Rogefsends in biochemical sciences 21, 267 (1996).
K. E. McGinness, T. A. Baker, R. T. SalMdo] Cell 22, 701 (2006).
T. A. KunkelProc Natl Acad Sci U SA 82,488 (1985).
J. W. Taylor, et alNucleic Acids Res. 13,8765 (1985).
J. Stricker, et alNature (2008).
F. Rende, et aProceedings of the 14th ICHR: HTLV and Related Viruses. July 1-4, 2009. Salvador, Brazil.
J. Hasty, et alPhys Rev Lett. 88,148101 (2002).
T. Zhou, et alChaos 18,037126 (2008).
F. Tie, et al.j Virol. 70,8368 (1996).
M. Burton, et alJ Virol. 74,2351 (2000).
K. A. ConnorsChemical Kinetics, the study of reaction ratesin solution.VCH Publishers (1991)
L. Fu, et al FEBSLett. 396,47 (1996).
R. E. Smith, et aNirolog. 237,397 (1997).
F.G. Helfferichy. Phis. Chem. 93,6676 (1989)
D. Palmeri, M.H. Malim] Virol. 70,6442,





