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ABSTRACT. The aim of this paper is to embed additive categories
in which direct-sum decompositions into indecomposables are not
unique but have a regular geometric behavior into categories in
which the Krull-Schmidt Theorem holds, that is, to give a repre-
sentation of additive categories into categories with unique direct-
sum decompositions into indecomposables. Cf. Theorems 4.8,
6.1, 6.2, 7.2, and 8.2.

1. INTRODUCTION

During the past fifteen years, a number of classes of right R-modules with semilo-
cal endomorphism rings have been discovered [4, 7, 10] (see the last part of this
Introduction for the undefined terms). These classes C are usually closed un-
der isomorphism, finite direct sums and direct summands, so that, viewed as full
subcategories of the category Mod-R of all right R-modules, they turn out to be
additive categories in which idempotents split. The monoid V(C) of all isomor-
phism classes of modules in C is a reduced Krull monoid for these categories C
[5], which implies a geometric regularity of direct-sum decompositions of mod-
ules belonging to C. One of the things we do in this paper is to reinterpret the
results obtained for right modules in the setting of additive categories in which
idempotents split.

Additive categories in which idempotents split yield the right setting in which
it is convenient to study problems of direct-sum decompositions. This was first
realized by H. Bass [2, p. 20], who showed that the Krull-Schmidt Theorem holds
in these categories (Theorem 2.2). Our aim is to characterize the additive cate-
gories A in which idempotents split and for which direct-sum decompositions
have a reasonably good behavior via additive functors that enjoy the suitable prop-
erties we introduce in Section 3. For instance, in Theorem 4.8, we give a complete
description of weakly direct-summand reflecting functors F : A→ B, where A is an
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additive category in which idempotents split and B is a directly finite, additive
category.

In this paper we consider four cases. The first one is the case of a skeletally
small additive category A in which idempotents split and in which endomor-
phism rings of objects are semiperfect. This is exactly the case considered by Bass,
the case of the classical Krull-Schmidt Theorem. For such a categoryA, the factor
category ofAmodulo its Jacobson radical is an amenable semisimple category, cf.
Theorem 7.1.

Let A be an additive category and let ObA be its class of objects. For every
object A ∈ ObA, let 〈A〉 := {B | B ∈ ObA, A � B} denote the isomorphism
class of A. Set V(A) := {〈A〉 | A ∈ ObA}, so that V(A) is a set if and only if A
is skeletally small, and is a proper class otherwise. Define an addition on the class
V(A) by 〈A〉 + 〈B〉 := 〈A ⊕ B〉 for every AR, BR ∈ ObA. With this operation,
the class V(A) becomes an “additive commutative monoid.” Here and in the rest
of the paper, when we write a term referring to an algebraic structure between in-
verted commas, we mean that it can be not a set but a proper class. For instance,
V(A) is a “monoid” for every additive categoryA, but it is a monoid if and only if
A is skeletally small. We try to represent the categoryA we are studying into cat-
egories B with a better behavior as far as direct-sum decompositions are concerned
via suitable functors: isomorphism reflecting functors, direct-summand reflecting
functors, weakly direct-summand reflecting functors, and so on (Sections 3 and
4).

The second case we consider is the case of the skeletally small categories A
whose objects decompose uniquely as a direct sum of indecomposables, that is,
the case of the categories A for which V(A) is a free monoid, that is, isomorphic
to N(I)0 for some set I (Sections 5 and 6). Here N0 denotes the additive monoid
of non-negative integers. For example, let R be an arbitrary ring and set C := {all
finitely generated free right R-modules}. Recall that a ring R has IBN (invariant
basis number) if RnR � RmR implies n = m. The monoid V(C) is isomorphic to
N0 if and only if R has IBN, otherwise it is isomorphic to a proper factor of N0.

The third case we consider is that of the categories whose endomorphism
rings are semilocal (Sections 7 and 8), and the fourth case is that of the categories
A for which V(A) is a Krull monoid. If the endomorphism rings of all objects
of a category A are semilocal, then V(A) turns out to be a Krull monoid, cf.
Theorems 8.2 and 8.3. In this setting a prominent role is played by the following
notion of local functor, which is the categorical analogue of the notion of local ring
morphism: an additive functor F : A→ B is called a local functor if, for every pair
A, A′ of objects of A and every morphism f : A→ A′, if F(f ) : F(A)→ F(A′) is
an isomorphism then f is an isomorphism.

Categories A with V(A) a Krull monoid are characterized in Theorem 6.1,
and categories A with V(A) a free commutative monoid are characterized in
Theorem 6.2. In Theorem 8.2, we give the proper categorical setting to the main
result of [5].
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Recall that a ring R is semilocal if R modulo its Jacobson radical is semisimple
artinian. A ring morphism ϕ : R → S is local if, for every x ∈ R, ϕ(x) invertible
in S implies x invertible in R. A ring R is semilocal if and only if there exists a
local morphism of R into a semisimple artinian ring [4].

All the monoids in this paper are commutative and additively written. Let
M be a (commutative additive) monoid. Denote by U(M) the subgroup of all
elements a ∈ M with an additive inverse −a in M. A monoid M is reduced if
U(M) = {0}. For every monoid M, the factor monoid Mred := M/U(M) is
reduced. The monoid V(A) is reduced for every skeletally small additive category
A. For any monoid M, there is a natural pre-order ≤ on the set M defined by
x ≤ y if there exists z ∈M such that x+z = y . It is called the algebraic pre-order
onM. A monoid homomorphism f : M → M′ is called a divisor homomorphism if,
for every x, y ∈M, f(x) ≤ f(y) implies x ≤ y . A monoidM is a Krull monoid
if there exists a divisor homomorphism of M into a free monoid. Equivalently, a
monoidM is a Krull monoid if and only if there exists a set {vi | i ∈ I} of monoid
homomorphisms vi : M → N0 such that:

(1) if x, y ∈M and vi(x) ≤ vi(y) for every i ∈ I, then x ≤ y ;
(2) for every x ∈M, the set {i ∈ I | vi(x) 6= 0} is finite.

Since we shall mainly deal with reduced Krull monoids, we shall need the follow-
ing elementary lemma, of which we give a proof for completeness. Recall that a
monoid M is directly finite if, for every x, y ∈ M, x = x +y implies y = 0.

Lemma 1.1. Let f : M → F be a divisor homomorphism of a monoid M into a
free monoid F . The following conditions are equivalent:
(1) The monoid M is reduced and cancellative.
(2) The monoid M is reduced and directly finite.
(3) The monoid M is reduced.
(4) The homomorphism f is injective.

Proof. (1) ⇒ (2) ⇒ (3) are trivial implications.

(3) ⇒ (4) Assume M reduced. If x, y ∈ M and f(x) = f(y), then x ≤ y ,
so that there exists z ∈ M with x + z = y . Then f(x) = f(y) = f(x + z) =
f(x)+ f(z), from which f(z) = 0. Thus z ≤ 0, that is, there exists t ∈ M with
z + t = 0. But M is reduced, so that z = 0, and x = y .

(4) ⇒ (1) Every submonoid of a free monoid is reduced and cancellative. ❐

It is easily seen that if C, C′ are two classes of R-modules closed under isomor-
phism and finite direct sums and V(C), V(C′) are Krull monoids, then V(C∩C′)
also is a Krull monoid. For the undefined terms of Category Theory, we refer the
reader to [12].

I would like to express my gratitude to Enrico Gregorio for his kind help when
I was writing Section 2.
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2. BASIC NOTIONS AND NOTATION

Let A be an additive category, that is, a preadditive category with a zero object
and finite products, and let ObA be its class of objects. If A, B ∈ ObA, then
A
∏
B � A∐B will be denoted A ⊕ B and called the direct sum of A and B. We

give a proof of the following elementary lemma for the sake of completeness.

Lemma 2.1. The following conditions are equivalent for an additive category A:

(1) Idempotents have kernels inA, that is, for every object B, every morphism e : B →
B with e2 = e has a kernel.

(2) Idempotents split in A, that is, for every object B and every idempotent e : B → B
in A there exist an object A and morphisms f : A → B and g : B → A such that
e = fg and gf = 1A.

If these equivalent conditions hold and f : A → B and g : B → A are morphisms such
that gf = 1A, then fg : B → B is an idempotent whose kernel k : K → B is also a
kernel for g, and (f , k) : A⊕ K → B is an isomorphism.

Proof. (1) ⇒ (2). If e : B → B is an idempotent in A and f : A → B is a
kernel of the idempotent 1B − e, then (1B − e)e = 0 implies that there exists a
unique morphism g : B → A such that e = fg. From (1B − e)f = 0 it follows
that f = ef = fgf . As kernels are monomorphisms, we obtain that 1A = gf .

(2) ⇒ (1). Assume that (2) holds. Let e : B → B be an idempotent. Let
f : A → B and g : B → A be such that fg = 1B − e and gf = 1A. Then f is a
kernel of e, because ef = (1B − fg)f = f − fgf = 0 and, for every t : D → B
such that et = 0, one has that f(gt) = (1B − e)t = t. If t′ is another morphism
with ft′ = t, then t′ = gft′ = gt. Thus (1) holds.

Assume now that (1) holds. Let f : A → B and g : B → A be morphisms such
that gf = 1A, so that fg is idempotent. Let k : K → B be a kernel of fg. Then
fgk = 0, so that gk = gfgk = 0. In order to prove that k is also a kernel for g,
let k′ be a morphism such that gk′ = 0. Then fgk′ = 0, so that there is a unique
morphism k′′ with kk′′ = k′. Hence k is also a kernel for g.

Consider the morphism (f , k) : A⊕ K → B. Let ιA, ιK , πA, πK be such that
πAιA = 1A, πKιK = 1K , πKιA = 0, πAιK = 0, and ιAπA+ ιKπK is the identity of
A⊕K. As g(1B−fg) = 0, there exists a unique h : B → K such that 1B−fg = kh.
We will check that ιAg + ιKh : B → A⊕ K is an inverse of (f , k) = fπA + kπK .

Let us compute β := (ιAg + ιKh)(fπA + kπK). One has β = ιAgfπA +
ιAgkπK + ιKhfπA + ιKhkπK = ιAπA + ιKhfπA + ιKhkπK . Now khf =
(1B − fg)f = 0. As the kernel k is necessarily a monomorphism, it follows that
hf = 0. Thus β = ιAπA + ιKhkπK . Moreover, khk = (1B − fg)k = k, so that
hk = 1K because k is a monomorphism. Therefore β = 1.

Finally, (fπA+kπK)(ιAg+ιKh) = fg+kh = 1B . This proves that ιAg+ιKh
is an inverse of (f , k). ❐
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Categories satisfying the equivalent conditions of Lemma 2.1 are sometimes called
idempotent complete [11, p. 11], or amenable (Freyd), or categories with split idem-
potents. Notice that if A is an additive category, then any subclass of ObA closed
under finite direct sums is the class of objects of an additive full subcategory of A.
Here and in the rest of the paper, a class C of objects is said to be closed under
finite sums if it contains the zero object and A, B ∈ C implies A ⊕ B ∈ C. If
A is an additive category in which idempotents split and S is a subclass of ObA
closed under finite direct sums, then the additive full subcategory ofA whose class
of objects is S is a category in which idempotents split if and only if S is closed
under direct summands. Additive categories in which idempotents split yield the
proper setting to study direct-sum decompositions. For instance, as Bass observed
in [2, p. 20], the following theorem holds:

Theorem 2.2 (Krull-Schmidt). Let A be an additive category in which idem-
potents split. Let A1, . . . , An be a finite family of nonzero objects of A with local
endomorphism rings. Then:
(1) Every direct summand of A1⊕ · · ·⊕An is a finite direct sum of indecomposable

objects.
(2) If A1 ⊕ · · · ⊕An � B1 ⊕ · · · ⊕ Bm with the Bj ’s indecomposable objects, then

n =m and there is a permutation σ of {1,2, . . . , n} such that Ai � Bσ(i) for
every i = 1, 2, . . . , n.

3. ADDITIVE FUNCTORS

Since we want to study representations of an additive category A, that is, additive
functors A → B, where B is a category with sufficiently good properties, we
must introduce some terminology concerning additive functors. The notions we
introduce now are weak forms of the notion of category equivalence F : A→ B.

Let A and B be additive categories, and F : A → B an additive functor. We
say that F is:
(1) isomorphism reflecting if, for every pair A, A′ of objects of A, F(A) � F(A′)

implies A � A′;
(2) direct-summand reflecting if, for every pair A, A′ of objects ofAwith F(A) iso-

morphic to a direct summand of F(B), A is isomorphic to a direct summand
of B;

(3) weakly direct-summand reflecting if, for every pair A, A′ of objects of A with
F(A) isomorphic to a direct summand of F(B), there exists an object C of A
with F(C) = 0 and A isomorphic to a direct summand of B ⊕ C;

(4) local if, for every pair A, A′ of objects of A and every morphism f : A → A′
such that F(f ) : F(A)→ F(A′) is an isomorphism, f is an isomorphism.
Every additive functor F : A → B induces a “monoid homomorphism”

V(F) : V(A) → V(B). The functor F is direct-summand reflecting if and only if
the “monoid homomorphism” V(F) is a “divisor homomorphism.” The functor
F is isomorphism reflecting if and only if the V(F) is an “injective mapping.” Ev-
ery full, faithful, additive functor is isomorphism reflecting and local. If A is an
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additive category in which idempotents split, B is additive and F : A→ B is a full,
faithful, additive functor, then F is also direct-summand reflecting. We shall need
the concept of local functor only in Section 8, but we have introduced it here for
a better presentation and to have the possibility of giving a number of examples
immediately.

Obviously, direct-summand reflecting implies weakly direct-summand reflect-
ing. There is no relation, that is, no direct implication, between being direct-
summand reflecting, isomorphism reflecting and local, as the following examples
show.

Example 3.1. Let B be the additive category of all finite dimensional vector
spaces over a fixed field k, and let A be its full subcategory whose objects are the
vector spaces of dimension 6= 1. The embedding functor A → B is isomorphism
reflecting and local, but not weakly direct-summand reflecting.

Example 3.2. Let A be the category of all finitely generated free abelian
groups and B the category of all finite dimensional vector spaces over the field
Q. The functor − ⊗Q : A → B is isomorphism reflecting and direct-summand
reflecting, but not local.

Example 3.3 (Leavitt algebras). Let k be a field, let n be a positive integer, let
xi, yi (i = 1, 2, . . . , n) be 2n distinct noncommutative indeterminates, and let
k〈xi,yi | i = 1,2, . . . , n〉 be the free k-algebra. If X is the 1×nmatrix with (1, i)
entry xi and Y is the n×1 matrix with (i,1) entry yi, then the 1×1 matrix XY−1
has its entry in the k-algebra k〈xi,yi | i = 1,2, . . . , n〉, and the n × n matrix
YX − 1n has n2 entries. Let I be the two-sided ideal of k〈xi,yi | i = 1,2, . . . , n〉
generated by these 1+n2 elements, and set Rn = k〈xi,yi | i = 1,2, . . . , n〉/I. It
is easy to see that the right Rn-modules Rnn and Rn are isomorphic. It is possible to
prove that all projective Rn-modules are free [3, Theorem 6.1] and that a complete
set of non-isomorphic finitely generated free Rn-modules is {0, Rn,R2

n, . . . , Rn−1
n }.

It is easily seen that the position

x1 , x1 y1 , y1

x2 , x2x1 y2 , y1y2

x3 , x2
2 y2 , y2

2

defines a ring homomorphism R3 → R2. The functor − ⊗R3 R2 : {0, R3, R2
3} →

{0, R2} is direct-summand reflecting, but not isomorphism reflecting.

Example 3.4. Let A be a Grothendieck category and let SpecA be the spec-
tral category of A, that is, the category with the same objects as A and, for ob-
jects A and B of A, with SpecA(A, B) = lim--------------------------------------------------------------→A(A

′, B), where the direct limit is
taken over the downwards directed family of essential subobjects A′ of A [8]. Let
P : A → SpecA be the canonical functor, that is, the functor that is the identity
on objects and takes f ∈A(A, B) to its canonical image in SpecA(A, B). Dually,
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let A′ be the category with the same objects as A and, for objects A and B of A,
withA′(A, B) = lim--------------------------------------------------------------→A(A, B/B

′), where the direct limit is taken over the upwards
directed family of superfluous subobjects B′ of B [7, Section 6]. Let F : A → A′
be the canonical functor. Then the functor P × F : A → SpecA×A′ is a local
functor (same proof as [7, Proposition 6.4]).

In general, P×F is neither weakly direct-summand reflecting nor isomorphism
reflecting. For instance, let A = Ab be the category of all abelian groups. Let A
and B be the cyclic groups of order p and p2 respectively, where p denotes a
prime. As A is isomorphic to an essential subgroup of B, P(A) � P(B) in SpecA.
Similarly, there are superfluous epimorphisms B → A, so that F(A) � F(B) in A′
[7, Lemma 6.1]. Therefore (P × F)(A) � (P × F)(B), but A is not isomorphic
to a direct summand of B. As for every object C, P(C) = 0 implies C = 0, it
follows that there is no object C with (P × F)(C) = 0 and A isomorphic to a
direct summand of B ⊕ C. Therefore P × F is neither weakly direct-summand
reflecting nor isomorphism reflecting.

Example 3.5. Let A be an abelian category, I : A→A the identity functor,
and F : A → A a subfunctor of I. Let I/F be the functor A → A defined on
objects as (I/F)(A) = A/F(A) for every A ∈ ObA. Thus for every morphism
f : A→ B in A there is a commutative diagram

0 -----------------------------------------------------------------------------------------------------------------------------------------------------------→ F(A) -----------------------------------------------------------------------------------------------------------------------------------------------------------→ A -----------------------------------------------------------------------------------------------------------------------------------------------------------→ A/F(A) -----------------------------------------------------------------------------------------------------------------------------------------------------------→ 0yF(f) yf y(I/F)(f )
0 -----------------------------------------------------------------------------------------------------------------------------------------------------------→ F(B) -----------------------------------------------------------------------------------------------------------------------------------------------------------→ B -----------------------------------------------------------------------------------------------------------------------------------------------------------→ B/F(B) -----------------------------------------------------------------------------------------------------------------------------------------------------------→ 0

.

By the Snake Lemma, f is an isomorphism if and only if both F(f ) and (I/F)(f )
are isomorphisms. Therefore the functor F×I/F : A→A×A, defined on objects
by A, (F(A),A/F(A)), is a local functor.

In the next lemma, we have collected some immediate consequences of the
definitions given in this section. Recall that an additive category A is directly
finite if, for every A, B ∈ ObA, A � A⊕B implies B = 0, that is, if the “monoid”
V(A) is directly finite.

Lemma 3.6. Let A and B be additive categories, and F : A → B an additive
functor.

(a) If F is direct-summand reflecting and A is directly finite, then F is isomorphism
reflecting.

(b) If F is full and local, then F is isomorphism reflecting.
(c) If F is full and local and idempotents split in A, then F is direct-summand

reflecting.
(d) If F is local, then the ring homomorphism FA : EndA(A) → EndB(F(A)) in-

duced by F is a local morphism for every object A of A.
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(e) If F is either full or isomorphism reflecting, then F is a local functor if and only if
the ring homomorphism FA : EndA(A) → EndB(F(A)) is a local morphism for
every object A of A.

Proof. The proofs are easy. Let us prove (c) and part of (e).
Assume that F is a full and local functor, A is an additive category in which

idempotents split, A, B are objects of A and F(A) is isomorphic to a direct sum-
mand of F(B). As F is full, there exist morphisms f : A → B and g : B → A such
that F(g) ◦ F(f ) is the identity of F(A). Since F is local, gf : A→ A must be an
isomorphism. Therefore there exists h : A → A such that hgf = 1A. By Lemma
2.1, A is isomorphic to a direct summand of B. This proves (c).

Now let F be a full functor and assume that, for every object A of A, the ring
homomorphism FA : EndA(A)→ EndB(F(A)) is a local morphism. Let A, A′ be
objects of A and f : A → A′ a morphism such that F(f ) is an isomorphism. As
F is full, there exists g : A′ → A such that F(g) is the inverse of F(f ). Then gf
and fg are automorphisms because FA and FA′ are local morphisms, so that f is
an isomorphism. ❐

Let us show with an example that (d) cannot be inverted, that is, that the
hypothesis that either F is full or F is isomorphism reflecting is necessary in (e).
Let F : A→ Spec Ab be the restriction of the canonical functor P : Ab → Spec Ab
to the full subcategory A of Ab whose objects are all artinian abelian groups, cf.
Example 3.4. Then the ring morphism FA : EndA(A)→ EndB(F(A)) is local for
every artinian group A, but F is not a local functor, because if f is any essential
monomorphism, for instance the inclusion of the cyclic group of order p into the
cyclic group of order p2, then F(f ) = P(f) is an isomorphism.

4. WEAKLY DIRECT-SUMMAND REFLECTING FUNCTORS

This section is devoted to the study of weakly direct-summand reflecting functors
of an additive category A into a directly finite, additive category B. Recall that
a two-sided ideal of an additive category A is a subfunctor of the two variable
functor A(−,−) [11, p. 18]. That is, I is a two-sided ideal of A if for every pair
of objects A, B ∈ ObA, I(A, B) is a subgroup of A(A, B) such that for every
morphism ϕ : C → A, ψ : A → B and ω : B → D with ψ ∈ I(A, B) one has that
ωψϕ ∈ I(C,D).

Example 4.1 (Jacobson radical). Let A be an additive category. If A, B are
objects of A and f : A → B, g : B → A are morphisms, then 1A − gf has a left
inverse if and only if 1B − fg has a left inverse, because if h(1A −gf) = 1A, then
(1B + fhg)(1B − fg) = 1B . If one defines

J(A, B) :=
{
f ∈A(A, B) | 1A − gf has a left inverse for all g ∈A(B,A)

}
,
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then

J(A, B) =
{
f ∈ A(A, B) | 1A − gf has a two-sided inverse for all g ∈A(B,A)

}
,

and J turns out to be a two-sided ideal of the category A, called the Jacobson
radical of A [11, p. 21]. The quotient category A/J has zero Jacobson radical.

Proposition 4.2. LetA be an additive category and J its Jacobson radical. Then:
(a) The canonical functor G : A→A/J is a full, isomorphism reflecting, local func-

tor.
(b) If idempotents split in A, then G is also direct-summand reflecting.
(c) Let f : A → A′ be a morphism in A. There exists a local, additive functor

F : A → B of A into an arbitrary additive category B such that F(f ) = 0 if
and only if f ∈ J(A,A′).
Proof.

(a) The proof is straightforward.
(b) Assume that A is an additive category in which idempotents split. In order

to show that G is direct-summand reflecting, take two objects A, B of A with
G(A) isomorphic to a direct summand of G(B). As G is obviously full, there
exist morphisms f : A → B and g : B → A such that G(g)G(f) = 1G(A), that
is, 1A − gf ∈ J(A,A). Thus gf : A → A has a two-sided inverse (gf)−1, so
that A is isomorphic to a direct summand of B by Lemma 2.1.

(c) Every f ∈ J(A,A′) is annihilated by the local functor G : A → A/J. Con-
versely, assume that F(f ) = 0 for some local functor F : A → B. Let g ∈
A(A′, A). Then F(1A − gf) is the identity of F(A). As F is local, the mor-
phism 1A − gf : A→ A is an isomorphism. Therefore f ∈ J(A,A′). ❐

Lemma 4.3. Let A be an additive category and let S be a subclass of ObA
closed under finite direct sums. For every A, B ∈ ObA, set IS(A, B) := {f ∈
A(A, B) | there exist C ∈ S, g ∈ A(A,C) and h ∈ A(C, B) with f = hg}. Then
IS is a two-sided ideal of A.

Proof. It suffices to show that IS(A, B) is a subgroup of A(A, B). If f , f ′ ∈
IS(A, B), then there exist C, C′ ∈ S, g ∈A(A,C), g′ ∈ A(A,C′), h ∈A(C, B)
and h′ ∈ A(C′, B) with f = hg and f ′ = h′g′. Let ∆A : A → A ⊕ A be the
diagonal morphism and ∇B : B ⊕ B → B be the codiagonal morphism [12, p. 21].
Then f + g is the composite morphism

A ∆A--------------------------------------------------------------------→A⊕A g⊕g′
--------------------------------------------------------------------------------------------------------------------→ C ⊕ C′ h⊕h′

---------------------------------------------------------------------------------------------------------------------→ B ⊕ B ∇B----------------------------------------------------------------------→ B.

The rest is obvious. ❐
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If M is a directly finite, reduced monoid, then the algebraic pre-order on M is a
partial order. Conversely, if M is a monoid on which the algebraic pre-order is a
partial order, then M is reduced, but not necessarily directly finite as Example 4.4
will show.

Example 4.4. Let M be the quotient monoid N2
0/ ∼, where ∼ is the congru-

ence on N2
0 generated by (1,1) ∼ (1,0). It is easily seen that (m,n) ∼ (m,0) for

every m ≥ 1 and every n ≥ 0. It follows that a system of representatives of the
elements of M is given by the elements (m,0), m ≥ 1, and the elements (0, n),
n ≥ 0. Clearly, M is not directly finite. The monoid M with the algebraic pre-
order is a well ordered set, because it is order-isomorphic to the ordinalω2, where
ω is the first infinite ordinal.

LetM, N be monoids. We will say that a monoid homomorphismϕ : M → N
is essential if, for every x, y ∈ M with ϕ(x) ≤ ϕ(y), there exist z, t ∈ M with
ϕ(z) = 0 and x + t = y + z. Thus an additive functor F : A → B is weakly
direct-summand reflecting if and only if the “monoid homomorphism” V(F) is
an “essential homomorphism.” (We use the term essential monoid homomor-
phism in analogy with essential valutations of commutative rings and commuta-
tive monoids.)

We want to study weakly direct-summand reflecting functors of an additive
category A into a directly finite, additive category B. If F : A→ B is such a func-
tor, then F induces a “monoid homomorphism” V(F) : V(A) → V(B), where
V(B) is a “directly finite, reduced monoid.” Therefore we are interested in “es-
sential monoid homomorphisms” V(A) → N, where A is an additive category
and N is a “directly finite, reduced monoid.” If A is an additive category, N is a
“monoid,” andϕ : V(A)→ N is a “monoid homomorphism,” we shall denote by
Iϕ the two-sided ideal IS of A where S = {A ∈ ObA | ϕ(〈A〉) = 0}.

Theorem 4.5. Let A be an additive category in which idempotents split, let N
be a “directly finite, reduced monoid,” and letϕ : V(A)→ N be an “essential monoid
homomorphism.” Then V(A/Iϕ) � ϕ(V(A)) via the “monoid isomorphism” de-
fined by 〈A〉,ϕ(〈A〉) for every object A of A/Iϕ.

Proof. Set S = {A ∈ ObA | ϕ(〈A〉) = 0}. It suffices to prove that if
A and B are objects of A, then A is isomorphic to B in A/Iϕ if and only if
ϕ(〈A〉) =ϕ(〈B〉).

We claim that if A ≤ B in A/Iϕ, then ϕ(〈A〉) ≤ ϕ(〈B〉). Assume that
A ≤ B in A/Iϕ. Then there exist f : A → B and f ′ : B → A in A such that
f ′f − 1A ∈ Iϕ(A,A). Thus there exist C ∈ S, g ∈ A(A,C) and h ∈ A(C,A)
with f ′f − 1A = hg. Therefore 1A is the composite mapping of

A ∆A--------------------------------------------------------------------→A⊕A f⊕(−g)
---------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ B ⊕ C f ′⊕h

---------------------------------------------------------------------------------------------------------------------→A⊕A ∇A-------------------------------------------------------------------------→A,

where ∆A and ∇A denote the diagonal morphism and the codiagonal morphism
respectively [12, p. 21]. By Lemma 2.1, the retraction ∇A(f ′ ⊕h) has a kernel K
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inA and K⊕A � B⊕C. This is an isomorphism inA, so that, applyingϕ(〈−〉),
we see that ϕ(〈A〉) ≤ ϕ(〈K ⊕ A〉) = ϕ(〈B〉) +ϕ(〈C〉) = ϕ(〈B〉). This proves
the claim.

Now assume that A � B in A/Iϕ. Then A ≤ B and B ≤ A, so that, by the
claim, bothϕ(〈A〉) ≤ ϕ(〈B〉) andϕ(〈B〉) ≤ϕ(〈A〉). Henceϕ(〈A〉) =ϕ(〈B〉)
because ≤ is a partial order on N.

Notice that, as a consequence, the category A/Iϕ is directly finite, because
if X, Y are objects of A, and X � X ⊕ Y in A/Iϕ, then ϕ(〈X〉) = ϕ(〈X〉) +
ϕ(〈Y 〉), from which ϕ(〈Y 〉) = 0, hence Y = 0 in A/Iϕ.

Conversely, suppose that A and B are objects of A such that ϕ(〈A〉) =
ϕ(〈B〉). As ϕ is an “essential homomorphism,” from ϕ(〈A〉) ≤ ϕ(〈B〉) it fol-
lows that there exists C, D ∈ ObA with ϕ(〈C〉) = 0 and A⊕D � B ⊕ C in A.
Thus A⊕D � B in A/Iϕ. Interchanging the roles of A and B, one finds that B is
isomorphic to a direct summand of A in A/Iϕ. Since A/Iϕ is directly finite, A
and B are isomorphic in the factor category A/Iϕ. ❐

If N is a “directly finite, reduced monoid” and ϕ : V(A) → N is an “essential
monoid homomorphism,” then we can consider the restriction ϕ′ : V(A) →
ϕ(V(A)). As ϕ(V(A)) is a “directly finite, reduced submonoid” of N and ϕ′
is a fortiori “an essential monoid homomorphism,” we could have supposed ϕ
“surjective” in Theorem 4.5 without loss of information.

Let us determine all possible surjective essential monoid homomorphisms of
a monoid M into a directly finite, reduced monoid N. This is equivalent to deter-
mining all possible congruences ∼ of the monoid M such that the canonical pro-
jection M → M/ ∼ is an essential monoid homomorphism and M/ ∼ is directly
finite and reduced. Surprisingly, there is a one-to-one correspondence between
the set of all these congruences and the set of all directed convex subgroups of
the Grothendieck group G(M) of the monoid M. To present this result in detail,
we need some terminology on prime ideals of commutative monoids and directed
convex subgroups of pre-ordered abelian groups. Recall that a prime ideal of a
commutative monoid M is a proper subset P of M such that for any x, y ∈ M
one has x + y ∈ P if and only if either x ∈ P or y ∈ P . The set Spec(M)
of all prime ideals of M, partially ordered by set inclusion, is a complete lattice
whose greatest element is the prime ideal M \ U(M) and whose least element is
the empty ideal ∅. If P is a prime ideal of M, then the localization MP of M at
P is the monoid whose elements are all formal differences x − s with x ∈ M and
s ∈ M \ P , and in which, for all x, x′ ∈ M and s, s′ ∈ M \ P , x − s = x′ − s′ if
and only if there exists t ∈ M \ P such that x + s′ + t = x′ + s + t. The monoid
(MP)red = MP/U(MP) is called the reduced localization of M at P . The canonical
homomorphism ϕ : M → (MP)red, defined by x , x − 0+ U(MP), is surjective.
Its kernel is the congruence ∼P on M defined, for every x, y ∈ M, by x ∼P y if
there exist z, t ∈M \ P such that x + z = y + t.
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The localization M∅ of M at its empty prime ideal ∅ is an abelian group,
which is usually called the Grothendieck group of M, and denoted G(M). It be-
comes a pre-ordered group taking the image of the canonical homomorphism
M → G(M) as positive cone G(M)+. A convex subgroup of a pre-ordered group
G is any subgroup H of G such that 0 ≤ a ≤ b with b ∈ H and a ∈ G implies
a ∈ H. A directed subgroup H of G is one such that for every h ∈ H there exists
h′, h′′ ∈ G+ ∩ H with h = h′ − h′′. Let L(G) denote the set of all directed
convex subgroups of the pre-ordered group G, and Spec′(M) denote the set of all
P ∈ Spec(M) with (MP)red directly finite.

Proposition 4.6 ([1, Proposition 6.2]). LetM be a commutative monoid. Then
there is an inclusion reversing one-to-one correspondence Spec′(M) → L(G(M)).

Proposition 4.7. Let M be a commutative monoid. Then the assignement

P ∈ Spec′(M) ,∼P

is a one-to-one correspondence of Spec′(M) onto the set of all the congruences ∼ on M
such that the canonical projection M → M/ ∼ is an essential monoid homomorphism
and M/ ∼ is directly finite and reduced.

Proof. Let P ∈ Spec′(M), so that M/ ∼P� (MP)red is directly finite and
reduced. Let us show that the canonical projection π : M → M/ ∼P is an essential
homomorphism. If x, y ∈ M and π(x) ≤ π(y), then there exists t′ ∈ M with
x+t′ ∼P y . Therefore there exist t′′, z ∈ M\P such that x+t′+t′′ = y+z. Thus
π is an essential monoid homomorphism. This shows that the correspondence is
well defined.

In order to prove that the correspondence is injective, assume that P , P ′ are
two distinct primes belonging to Spec′(M). We can suppose P 6⊆ P ′, so that there
exists p ∈ P , p ∉ P ′. Then p ∼P ′ 0 and p 6∼P 0. Hence ∼P 6=∼P ′ .

We will now show that the correspondence is surjective. Let ∼ be a congru-
ence on M such that the canonical projection M → M/ ∼ is essential and M/ ∼
is directly finite and reduced. Let P := {x ∈ M | x 6∼ 0}. It is easily seen that
P is a prime ideal. Let us show that ∼P = ∼. If x, y ∈ M and x ∼P y , then
there exist z, t ∈ M \ P with x + z = y + t. Then z ∼ 0 and t ∼ 0, so that
x ∼ x + z = y + t ∼ y . Conversely, assume x ∼ y . Then π(x) = π(y).
As π is essential, there exist z, t ∈ M with π(z) = 0 and x + t = y + z. Thus
π(x)+π(t) = π(y) = π(x). SinceM/∼ is directly finite, we get that π(t) = 0.
Thus z, t ∉ P , hence x ∼P y . This concludes the proof that ∼P = ∼.

Finally, (MP)red � M/ ∼P=M/∼ is directly finite. Thus P ∈ Spec′(M). ❐

It is easily checked that, for a prime ideal P of a commutative monoidM, (MP)red
is directly finite if and only if x + y = x + z and y ∉ P implies z ∉ P for every
x, y , z ∈ M.

We are ready to apply the ideas developed in this section to weakly direct-
summand reflecting functors.
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Theorem 4.8 (Isomorphism theorem). Let F : A→ B be a weakly direct sum-
mand reflecting functor of an additive category A in which idempotents split into a
directly finite, additive category B. Then:
(a) The class S := {A ∈ ObA | F(A) = 0} is closed under isomorphism, finite direct

sums and direct summands, and, for every A, B, C ∈ ObA, A⊕B � A⊕C and
B ∈ S implies C ∈ S.

(b) For every A, B ∈ ObA, F(A) � F(B) if and only if there exist C, D ∈ S such
that A⊕ C � B ⊕D.

(c) The functor F induces an isomorphism reflecting, direct-summand reflecting func-
tor A/IS → B, and A/IS is a directly finite category.

Conversely, let A be an additive category in which idempotents split and let S be a
subclass of ObA closed under isomorphism, finite direct sums and direct summands,
and such that, for every A, B, C ∈ ObA, A⊕B � A⊕C and B ∈ S implies C ∈ S.
Then:
(a) The canonical projection P : A → A/IS is a weakly direct-summand reflecting

functor.
(b) The additive category A/IS is directly finite.
(c) S = {A ∈ ObA | P(A) = 0}.

The proof is now elementary and direct.

5. IBN CATEGORIES

A valuation of an additive category A is an “onto mapping” v : ObA → G+,
where G is a totally ordered abelian group and G+ = {g ∈ G | g ≥ 0} is its
positive cone, such that:
(1) if A, B are isomorphic objects of A, then v(A) = v(B);
(2) v(A⊕ B) = v(A)+ v(B) for every pair A, B of objects of A. It follows that

if 0 is the zero object, then v(0) = 0.
A discrete valuation is a valuation v : ObA → G+ for which G � Z, so that
G+ = N0 without loss of generality. An IBN category is an additive category A
with a discrete valuation v : ObA → N0 such that for every pair A, B of objects
of A, v(A) = v(B) implies A � B. Let A be an IBN category and let G be
an object of A with v(G) = 1. Then every other object A of A is isomorphic
to Gn, where n = v(A). It follows that G is the unique indecomposable object
of A up to isomorphism. Thus an object of A is indecomposable if and only if
its valuation is 1. It follows that a discrete valuation v : ObA → N0 such that
v(A) = v(B) implies A � B is unique, when it exists.

A trival example of an IBN category is the category of all finite dimensional
right vector spaces over a fixed division ring.

Proposition 5.1. If a ring R has IBN and FR is the full subcategory of Mod-
R whose objects are all finitely generated free right R-modules, then FR is an IBN
category. Conversely, for every IBN category A, there exists a ring R with IBN and
FR equivalent to A.
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Proof. For the first part of the statement, it is sufficient to take as v the rank
of the free module. Conversely, let A be an IBN category and G an object of
A with v(G) = 1. Consider the functor A(G,−) : A → Ab. For every object
A of A, the abelian group A(G,A) is a finitely generated free right module over
the ring R = A(G,G). Thus we have a functor A(G,−) : A → FR, which is
an equivalence of categories. In particular, FR is an IBN category, so that R has
IBN. ❐

For an arbitrary additive categoryA, the valuations ofA correspond exactly to the
“surjective monoid homomorphisms” of V(A) into the positive cone of a totally
ordered abelian group, and the essential discrete valuations ofA correspond to the
“essential valuations” of the “monoid” V(A) that are “surjective” (equivalently, of
index 1; cf. [6]).

6. ADDITIVE CATEGORIES AND KRULL MONOIDS

In this section, we will characterize the categories A with V(A) a Krull monoid.
We will say that a category A is a Krull category if it is an additive category in
which idempotents split and for which there exists a family vi : ObA → N0,
i ∈ I, of discrete valuations of A such that:
(1) if A, B ∈ ObA and vi(A) ≤ vi(B) for every i ∈ I, then there exists a section

A→ B;
(2) for every A ∈ ObA, the set {i ∈ I | vi(A) 6= 0} is finite.

If {Aj | j ∈ J} is a family of additive categories indexed in a set J, let∏
j∈JAj be the product category, whose objects are the sequences S = (Aj)j∈J

withAj ∈ Aj , and whose morphisms are given by (
∏
j∈JAj)((Aj)j∈J , (A′j)j∈J) =∏

j∈JAj(Aj,A′j). Let
∐
j∈JAj be the full subcategory of

∏
j∈JAj whose ob-

jects are the sequences S = (Aj)j∈J with almost all Aj = 0, that is, the sequences
S = (Aj)j∈J for which there exists a finite subset JS of J with Aj = 0 for every
j ∈ J \ JS .

Theorem 6.1. LetA be a skeletally small additive category in which idempotents
split. The following conditions are equivalent:
(a) The monoid V(A) is a Krull monoid.
(b) There exist a family {Aj | j ∈ J} of IBN categories and a direct-summand

reflecting functor A→∐
j∈JAj .

(c) The category A is a Krull category.

Proof. (a) ⇒ (b). If V(A) is a Krull monoid, the set {vj | j ∈ J} of all sur-
jective essential valuations of the monoid V(A) defines a divisor theory V(A) →
N(J)0 [6, Proposition 4.3]. Let Fj be the canonical functor ofA intoAj :=A/Ivj .
As the divisor theory V(A) → N(J)0 has its values in N(J)0 and is a divisor homo-
morphism, one sees that the product functor F = ∏j∈J Fj : A → ∏

j∈JAj sends
objects of A to objects of

∐
j∈JAj and that its restriction A → ∐

j∈JAj is
direct-summand reflecting.



Additive Categories and Direct-Sum Decompositions 673

(b) ⇒ (c) Let G : A → ∐
j∈JAj be a direct-summand reflecting functor

with the Aj ’s IBN categories. The functor G : A → ∐
j∈JAj induces a monoid

homomorphism V(G) : V(A) → V(∐j∈JAj) � N(J)0 . As G is direct-summand
reflecting, the monoid homomorphism V(G) is a divisor homomorphism. Hence
V(A) is a Krull monoid.

(c) ⇒ (a) is obvious. ❐

Notice that the commutative monoid V(A) is free if and only if the Krull-Schmidt
property holds in A, i.e., every object of A has a unique direct-sum decomposi-
tion into indecomposable objects up to isomorphism and a permutation of direct
summands.

Theorem 6.2. LetA be a skeletally small additive category in which idempotents
split. The following conditions are equivalent:
(a) The monoid V(A) is a free monoid.
(b) There exist a family {Aj | j ∈ J} of IBN categories Aj and an isomorphism

reflecting functor F : A→∐
j∈JAj such that every object of

∐
j∈JAj is isomor-

phic to F(A) for some object A of A.

Proof. (a) ⇒ (b). Assume V(A) free, so that there is an isomorphism ϕ :
V(A)→ N(J)0 for some set J. For every j ∈ J, the canonical projectionπj : N(J)0 →
N0 is an essential monoid homomorphism, so that the composite mapping vj :=
πjϕ : V(A) → N0 is an essential monoid homomorphism. Apply Theorem 4.5,
so that the factor category Aj := A/Ivj is an IBN category. Let Fj : A→Aj be
the canonical functor and F =∏j∈J Fj . Then V(F) =∏j∈J πjϕ : V(A)→ N(J)0
coincides with ϕ. Statement (b) is now obvious.

(b) ⇒ (a) The conditions on F : A → ∐
j∈JAj in (b) say that the monoid

homomorphism V(F) : V(A) → V(
∐
j∈JAj) is both injective and surjective.

As the Aj ’s are IBN categories, one gets that V(
∐
j∈JAj) �

⊕
j∈J V(Aj) �

N(J)0 . ❐

7. CATEGORIES WHOSE ENDOMORPHISM RINGS ARE SEMISIMPLE
ARTINIAN

For every division ring k, we shall denote by vect-k the category of all finite di-
mensional right vector spaces over k.

Theorem 7.1. The following conditions are equivalent for a skeletally small ad-
ditive category A:
(a) Idempotents split in A, and the endomorphism rings EndA(A) of all objects A of

A are semisimple artinian.
(b) There exists a set {kj | j ∈ J} of division rings such that A is equivalent to∐

j∈J vect-kj .
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Proof. (a) ⇒ (b). Let A be a skeletally small additive category in which
idempotents split and in which every endomorphism ring is semisimple artinian.
As A is skeletally small, there exists a set {Aj | j ∈ J} of representatives of the
indecomposable objects of A up to isomorphism. Since idempotents split in A,
the endomorphism ring of every Aj is a division ring kj . Every object A of A
decomposes as a direct sum of finitely many objects whose endomorphism rings
are division rings, hence they are necessarily indecomposable objects. Assume that
Aj and Aj′ are indecomposable objects and thatA(Aj,Aj′) 6= 0. We have already
remarked that the endomorphism rings of Aj and Aj′ are division rings. In the
additive category A, the endomorphism ring of Aj ⊕Aj′ is the matrix ring

E =
(A(Aj,Aj) A(Aj′ , Aj)
A(Aj,Aj′) A(Aj′ , Aj′)

)
,

which is a semisimple artinian ring. Let f : Aj → Aj′ be a non-zero morphism.
Then the element

(
0 0
f 0

)
∈ E is a non-zero element of E that induces by left

multiplication a non-zero morphism of right E-modules from the indecomposable
right ideal (

1Aj 0

0 0

)
E

into the indecomposable right ideal0 0

0 1Aj′

E
As indecomposable right ideals are simple E-modules because E is semisimple ar-
tinian, the non-zero morphism induced by left multiplication is an isomorphism,
and thus it has an inverse isomorphism. This inverse isomorphism0 0

0 1Aj′

E → (
1Aj 0

0 0

)
E

is given by left multiplication by an element α ∈ E, which is necessarily of the
form α =

(
0 g
0 0

)
. So g : Aj′ → Aj is a morphisms in A such that gf = 1Aj

and fg = 1Aj′ . We have thus proved that if Aj and Aj′ are two objects in A
whose endomorphism rings are division rings and there is a non-zero morphism
Aj → Aj′ , then Aj � Aj′ .

As every object A of A decomposes as a direct sum of finitely many objects
with local endomorphism rings, by Theorem 2.2 there are only finitely many j’s
such that A(Aj,A) 6= 0. Thus F = ∏

j∈JA(Aj,−) : A → ∐
j∈J vect-kj is an

equivalence.
(b) ⇒ (a) is obvious. ❐
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The skeletally small additive categories satisfying the equivalent conditions of The-
orem 7.1 are called amenable semisimple [11, Section 4]. They are necessarily
abelian.

Remarks. (1) Let A be an additive category, let A be an object of A and let
E := EndA(A) be its endomorphism ring. Let Mod-E denote the category of all
right E-modules and consider the functor A(A,−) : A → Mod-E. Let add(A)
denote the full subcategory of A whose objects are all objects of A that are iso-
morphic to direct summands of An for some n ∈ N0. Then V(add(A)) is a
submonoid of V(A). Let proj-E be the full subcategory of Mod-E whose ob-
jects are all finitely generated projective right E-modules. Thus proj-E = add(EE)
in the category Mod-E. The restriction of the functor A(A,−) : A → Mod-E
to the full subcategories add(A) of A and proj-E of Mod-E is a full and faith-
ful functor A(A,−) : add(A) → proj-E. If idempotents split in A, the func-
tor A(A,−) : add(A) → proj-E is an equivalence of categories. In particular,
V(add(A)) and V(proj-E) are canonically isomorphic monoids if idempotents
split in A. Under this canonical homomorphism, the class 〈A〉 corresponds to
〈EE〉.

(2) Let v : ObA → G+ be a valuation of an additive category A in which
idempotents split, where G is a rank one group, that is, a group order-isomorphic
to a subgroup of the additive group D of all real numbers, and let A be an object of
A. Then v induces a “surjective monoid homomorphisms” V(A) → G+, which
induces, by restriction, a monoid homomorphism V(add(A)) → D+. As we have
just seen in (1), this corresponds to a monoid homomorphismV(proj- EndA(A))→
D+ that sends 〈EndA(A)〉 to v(A). There are two cases. Either v(A) = 0, in
which case v(B) = 0 for all B ∈ add(A). Or v(A) 6= 0, so that by dividing by
v(A) and passing to the Grothendieck group

K0(EndA(A)) := G(V(proj- EndA(A))),

we obtain a group homomorphism K0(EndA(A)) → D that is a projective rank
function on the ring EndA(A) [13, p. 5]. We have thus shown that a valuation
of an additive category in which idempotents split into a totally ordered abelian
group of rank one is either zero on an object A of A or induces a projective rank
function on EndA(A).

(3) There is a strong relation between the topic of this paper and the topic of
[13]. Apart from what we have just seen in (2), let F : A→ B be an additive func-
tor of an additive category A into an amenable semisimple category B. For every
object A of A, the functor F induces a ring homomorphism FA : EndA(A) →
EndB(F(A)) into the semisimple artinian ring EndB(F(A)). Homomorphisms
of rings into semisimple artinian rings are the object of study of [13]. Every ho-
momorphism of a ring R into a semisimple artinian ring induces a projective rank
function on R.

(4) For every semisimple artinian ring S, let c(S) denote the composition
length of the semisimple right S-module SS , which is equal to the composition
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length of the semisimple left S-module SS. For instance, for every finite dimen-
sional right vector space Vk over a division ring k, c(End(Vk)) is equal to the di-
mension of the vector space Vk. In particular, if Vk,Wk are finite dimensional right
vector spaces over k, c(End(Vk ⊕Wk)) = c(End(Vk))+ c(End(Wk)). Therefore,
if B, B′ are objects of an amenable semisimple categoryB, then c(EndB(B⊕B′)) =
c(EndB(B)) + c(EndB(B′)). It follows if F : A → B is an additive functor of an
additive category A into an amenable semisimple category B and every object of
B is isomorphic to F(A) for some object A of A, then F canonically induces a
discrete valuation v : ObA → N0, defined by v(A) = c(EndB(F(A))) for every
object A of A.

For every additive category A, there exists a functor F : A → Â into an
additive category Â in which idempotents split, uniquely determined up to a
categorical equivalence, with the following universal property: for every functor
G : A→A′ of A into an additive category A′ in which idempotents split, there
exists a unique functor H : Â → A′ such that G = HF . The category Â is
called an idempotent completion of A. To prove the existence of the idempotent
completion of A, take as objects of Â the pairs (A, e), where A is an object of
A and e is an idempotent of EndA(A), and as morphisms (A, e) → (B, f ) the
morphisms ϕ : A → B in A such that fϕe = ϕ. Thus Â((A, e), (B, f )) is
a subgroup of A(A, B). Define the functor F : A → Â by F(A) = (A,1A) for
every objectA ofA. Notice that the functor F is full and faithful, hence, a fortiori,
isomorphism reflecting and local.

Theorem 7.2. The following conditions are equivalent for a skeletally small ad-
ditive category A:
(a) The endomorphism ring EndA(A) of every object of A is a semisimple artinian

ring.
(b) There exist a set {kj | j ∈ J} of division rings and a full and faithful functor

H : A→∐
j∈J vect-kj .

Proof. (a) ⇒ (b). Assume that (a) holds for the category A. Then (a) also
holds for the idempotent completion Â. Apply Theorem 7.1 to the skeletally
small additive category Â, so that there exist a set {kj | j ∈ J} of division rings
and an equivalence G : Â → ∐

j∈J vect-kj . The composite functor H = GF of G
and the canonical functor F : A→ Â is full and faithful.

(b) ⇒ (a) is obvious. ❐

8. CATEGORIES WHOSE ENDOMORPHISM RINGS ARE SEMILOCAL

As we have already remarked in the Introduction, the main source of examples of
classes C of modules with V(C) a Krull monoid is given by the classes C of modules
whose endomorphism rings are semilocal. In this section, we shall determine the
categorical interpretation of this fact.
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Theorem 8.1. Let A be an additive category with Jacobson radical J. Let
G : A→ ÅA/J be the canonical functor of A into the idempotent completion ÅA/J of
the factor category A/J. Then G is a full, isomorphism reflecting, local functor. If,
moreover, idempotents split in A, then G is also direct-summand reflecting.

Proof. The objects of ÅA/J are the pairs (A, ϕ̄), where A is an object of
A, ϕ : A → A is an endomorphism of A in A and ϕ̄ = ϕ + J(A,A) is an
idempotent of A(A,A)/J(A,A) = EndA(A)/J(EndA(A)). The morphisms
(A, ϕ̄) → (B, ψ̄) in ÅA/J are the cosets f̄ = f + J(A, B), where f : A → B is
a morphisms in A such that ψfϕ− f ∈ J(A, B).

The canonical functor G : A→ ÅA/J is the composite functor of

(1) the functor A→A/J, which is full, isomorphism reflecting, local and, when
idempotents split inA, also direct-summand reflecting (Proposition 4.2), and

(2) the functor A/J → ÅA/J, which is full, faithful, isomorphism reflecting and
local (last sentence before the statement of Theorem 7.2).

Thus G is full, isomorphism reflecting and local.
Now assume that idempotents split in A. Let A, A′ be a pair of objects

of A with G(A) isomorphic to a direct summand of G(A′). Let (K, ω̄) ∈
Ob ÅA/J be such that G(A) ⊕ (K, ω̄) � G(A′). Then there are morphisms
f̄ = f + J(A,A′) : (A,1A ) → (A′,1A′ ) and ḡ = g + J(A′, A) : (A′,1A′ ) →
(A,1A ) with gf = 1A and ker ḡ = kerfg = (K, ω̄); cf. Lemma 2.1. Then
1A − gf ∈ J(EndA(A)), so that gf is invertible in the ring EndA(A). Thus
f(gf)−1g : A′ → A′ is idempotent. In the proof of Lemma 2.1, we have seen
that to get the kernel of an idempotent e it is sufficient to write the idempotent
1− e as k` with `k = 1, because then k is necessarily the kernel of e. Apply this
remark to the idempotent f(gf)−1g. Thus write 1A′ −f(gf)−1g = k` for some
` : A′ → B and some k : B → A′ with `k = 1B , so that k is the kernel of f(gf)−1g.
Applying the functor G we get that, for the idempotent f(gf)−1g = fg, one has
1A′ − fg = k` with `k = 1B , so that k̄ : G(B) → G(A′) is the kernel of fg.
As kernels are unique up to isomorphism, we conclude that G(B) � (K, ω̄). In
particular, this proves that G is direct-summand reflecting, because k kernel of the
idempotent f(gf)−1g implies A⊕ B � A′ by Lemma 2.1. ❐

Notice that in the proof of Theorem 8.1 we have proved that, when idempotents
split in A, if A, A′ are objects in A such that there exists (K, ω̄) ∈ Ob ÅA/J
with G(A) ⊕ (K, ω̄) � G(A′), there exists B ∈ ObA such that A ⊕ B � A′
and G(B) � (K, ω̄). This is stronger than the last sentence in the statement of
Theorem 8.1.

When the endomorphism rings EndA(A) are all semilocal, the functorG : A→ÅA/J considered in Theorem 8.1 maps A to the particularly good category ÅA/J,
as the next results show.
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Theorem 8.2. LetA be a skeletally small additive category with Jacobson radical
J and with the property that EndA(A) is a semilocal ring for every object A of A.
Then the idempotent completion ÅA/J of the factor category A/J is an amenable
semisimple category.

Proof. As the endomorphism ring of every object in A is semilocal, the en-
domorphism ring of every object in A/J is semisimple artinian, so that ÅA/J is
an amenable semisimple category by Theorem 7.1. ❐

For example, let R be an arbitrary ring and letA be the full subcategory of Mod-R
whose objects are all modules of finite composition length, so that endomorphism
rings of objects ofA are semiperfect and the Krull-Schmidt Theorem holds for the
modules in A. Let {Mi | i ∈ I} be a set of representatives of the indecomposable
objects of A, so that V(A) � N(I)0 . Notice that the fact that V(A) � N(I)0
does not correspond to a decompostion of A as a product or a coproduct of
categoriesAi’s, essentially because there can be non-zero morphisms Mi → Mj for
i 6= j. An isomorphism reflecting functor F : A → ∐

i∈IAi satisfying condition
(b) in the statement of Theorem 6.2 is given by the canonical projection A →
A/J(A). Notice that A/J(A) is the coproduct of the categories vect-ki, where
ki is the division ring obtained factoring out the Jacobson radical of the local ring
EndR(Mi). ThusA is not a product or a coproduct of categories, but the existence
of the isomorphism reflecting functor F : A→∐

i∈I vect-ki and the fact that every
object of

∐
i∈I vect-ki is isomorphic to an object in the image of the functor F are

sufficient for the Krull-Schmidt Theorem to hold.

Theorem 8.3. LetA be a skeletally small additive category. Let F be an additive
functor of A into an amenable semisimple category B. If either
(1) F is direct-summand reflecting, or
(2) idempotents split in A, and F is local,
then V(A) is a Krull monoid.

Proof. The functor F : A → B induces a monoid homomorphism V(F) :
V(A)→ V(B). The monoid V(B) is free because B is amenable semisimple.

The functor F is direct-summand reflecting if and only if V(F) is a divisor
homomorphism. This concludes the proof in case (1).

If idempotents split in A and F is local, then F induces a local ring homo-
morphism EndA(A)→ EndB(F(A)) for every object A ofA. Thus the endomor-
phism rings of all objects of A are semilocal rings [4]. By Theorem 8.2, there is a
direct-summand reflecting functor G ofA into the amenable semisimple categoryÅA/J. Thus V(A) is a Krull monoid by case (1). ❐

Remark. We have already seen in Remark (1) of Section 7 that if A is an ad-
ditive category, A is an object ofA and E := EndA(A), then the functorA(A,−)
is a full and faithful functor of the category add(A) into the category proj-E of all
finitely generated projective right E-modules. If, moreover, idempotents split in
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A, then this functor is an equivalence add(A) � proj-E of categories. In other
words, the decompositions of an object A of an additive category A in which
idempotents split correspond to the decompositions of the finitely generated pro-
jective right E-module EE . This fact can be generalized from one object A to the
whole category A as follows.

Let A be a skeletally small preadditive category. Let Mod-A be the category
of all additive contravariant functors ofA to the category Ab of all abelian groups,
so that Mod-A is a Grothendieck category. The Yoneda functor A → Mod-A,
which maps an object A of A to A(−, A) is a covariant functor, and the image
A(−, A) of each object A ofA is a finitely generated projective object of Mod-A.
Thus every skeletally small preadditive category A can be viewed as a full subcat-
egory of the category proj-A of all finitely generated projective objects of the
Grothendieck category Mod-A, and, after this identification, add(A) = proj-A,
in the sense that every finitely generated projective object of Mod-A is isomorphic
to a direct summand of a finite coproduct

∐n
i=1A(−, Bi) for suitable Bi ∈ ObA.

Thus, if A is a skeletally small additive category, then the idempotent completion
Â of A is equivalent to the category proj-A of all finitely generated projective
objects of a Grothendieck category. In particular, every skeletally small additive
category A in which idempotents split is equivalent to the category proj-A of all
finitely generated projective objects of the Grothendieck category Mod-A.

We conclude noticing that other techniques allow us to construct Krull monoids
whose elements are isomorphism classes of objects of an abelian category. For in-
stance, it is well known that if A, B are objects of an abelian category A, and A
and A ⊕ B have an injective envelope, then B has an injective envelope. There-
fore, let A be an abelian category, and let ObA be its class of objects. Let C be
a subclass of ObA closed under isomorphism and finite direct sums. Let C′ be
the class of all objects in C with an injective envelope in A. Then the embed-
ding V(C′) → V(C) is a “divisor homomorphism.” Therefore, if V(C) is a “Krull
monoid,” then so is V(C′).

For instance, let R be any ring and C be the class of all finitely generated
semisimple right R-modules. Then V(C) is a free monoid, so that if C′ is the class
of all finitely generated semisimple right R-modules with a projective cover, the
monoid V(C′) turns out to be a reduced Krull monoid.
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