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Abstract. 2014 Thin film Si1-xGex alloys have been grown on silicon by molecular beam epitaxy
with nominal composition, x, between 10 and 20 at %. These heterostructures have several applica-
tions in band-engineering and in the field of device structures. Film thicknesses, germanium atomic
fractions and tetragonal distortion were determined by three different techniques, i.e. Rutherford

Baclcscattering Spectrometry-Channeling, Analytical Electron Microscopy and Double Crystal X-ray
Diffractometry. The good agreement found between the various analytical results demonstrates that
each technique is capable of a high level of accuracy and consistency. These characterization methods
are therefore powerful tools for the precise control of the epitaxial layer growth parameters for the
fabbrication of different device structures.
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1. Introduction.

Silicon-germanium alloys are presently receiving considerable attention due to the progress in the
growth of strained coherent Si-Ge layers on silicon, which has made bandgap engineering possible
in silicon technology. The feasibility of Si-Ge-based heterojunction bipolar transistors (HBa) has
been demonstrated few years ago [1]. Other device structures such as FEB and optoelectronics
detectors have also been demonstrated.

Very recently HBTs have been realized with high transit frequencies up to 75 GHz [2] and
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low base sheet resistivities down to 0.3 kohm/~ for a 50 nm thick base [3]. The thickness of the
Sil-xGex layer is an important device design parameter. The maximum thickness for pseudo-
morphic growth ("critical thickness") of the alloy is strongly related to the Ge atomic fraction x.
Moreover, the bandgap width of the alloy depends on the value of the lattice strain, which, in
turn, considerably affects the transit time of the electrons in the base region. Therefore thick-
ness, Ge concentration and lattice strain of the thin film Si-Ge alloys are parameters that must be
accurately determined and controlled.

Si1-xGex films grown on Si by Molecular Beam Epitaxy (MBE) have been analyzed by Ruther-
ford Backscattering Spectrometry (RBS) and Channeling, Analytical Electron Microscopy (AEM)
and Double Crystal X-ray Diffractometry (DCXD). In AEM, the Ge concentration have been de-
termined by Energy Dispersive X-ray Spectrometry (EDS) and the lattice strain by Convergent
Beam Electron Diffraction (CBED). The combined use of these three techniques allows us to
critically discuss the accuracy of the procedures employed for the quantitative analyses.

2. Sample preparation.

Si1-xGex alloys were grown by conventional solid source MBE. The details of the growth have
been described in reference [4]. Briefly, Si and Ge are each evaporated from electron beam
sources that are individually closed loop controlled. The substrate temperature is independently
controlled, by radiant heating from behind the wafer. As it has been described alsewhere [15]
the growth of abrupt Si/SiGe structures requires low temperatures. The films employed in this
study were typically grown at 550° C at growth rates of about 0.5 nm/s. Prior to growth the Si(100)
wafers were RCA cleaned and in situ cleaned at temperatures of about 900 ° C for 20 minutes.
This resulted in an atomically clean surface on which a thin (typically 100 nm) Si buffer was grown
at 650 ° C. The temperature was then ramped down and the SiGe layer was grown. Finally, a pro-
tective Si cap, either 5 or 100 nm thick was grown at 550 °C on the top of the heterostructures.
The nominal Ge atomic fraction varied between 10 and 20 at %. The nominal features of the

specimens investigated in this work are listed in table I.

Table I. - Nominal layer thicknesses (nm) and Ge atomic fractions of the MBE grown samples.

3. Basic formulation of the strain related quantities.

Often in literature different symbols and different quantities are employed to describe the conse-
quences of the lack of matching of the lattice parameters in the epitaxial growth of heterostruc-
tures. In particular, terms such as misfit, mismatch, distortion and strain are sometimes given
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different meanings. For this reason, the basic formulation of these quantities is briefly reported in
the following, giving particular emphasis to the analogies and differences between the quantities
measured by the different techniques.
A crystalline alloy, having a bulk lattice parameter aux (depending on the molar fraction, x, of

the solute) grown on a substrate of lattice parameter ao, is characterized by the misfit parameter

Nevertheless, it is well known that for sufficiently small thicknesses, depending on the misfit value,
the atoms of the growing layer can be forced to grow coherently with the underlying structure by
the stress exerted by the surface interatomic potentials. The lattice of the epilayer will thus be
strained and the relation between stress and strain can be found in the framework of the linear

elasticity theory, which relates the stress to the strain tensor through the matrix of the elastic
constants of the material. In the simple case of cubic lattices and (001) growth plane (as in our
case) the tensor equation reduced to a simple vector equation whose components can be written
as [6]

where 03C3i and c, are the components of stress and strain, respectively, and en, C12 are two of
the three elastic (stiffness) constants. In the case of a thin film grown on a thick (semi-inifinite)
substrate, the deformations described by equation (2) are limited to the film, while the subtrate
will not be strained.

In the simple case of (001) growth we are considering, 03C33 = 0, as there is no force normal to
the free surface. For symmetry reasons ci = 03B52 = 03B5~ while 03B53 = 03B5~, i.e. for a coherent growth
there are only two components of the strain, respectively parallel and perpendicular to the growth
plane: we are in presence of a simple biaxial strain field and the cubic lattice cell of the epilayer
becomes tetragonally distorted.

The strain components are given by the relative difference of the actual and the bulk (free)
lattice parameters:

The equilibrium equations in terms of the stress vector turn out to be

where xi(i = 1, 2, 3) are the cartesian coordinate along the lattice cell axes. As the growth plane
is considered to be infinite in extension compared to the film thickness, the stress components can
be chosen to be independent of both x, and x2. As a consequence only the equation (4) with i = 3
is non-trivial and when combined with equation (2), gives:

because of the boundary condition at the free surface. Thus the strain components are linked
together by the Poisson’s relation
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where

Often in literature a is expressed in terms of the Poisson’s ratio, v, i.e. by the relation

which is valid for isotropic solids.
As the parallel and perpendicular strains in a biaxial strain field are related by equation 6,

makes it convenient to characterize the strain of the epilayer by introducing a new quantity: the
tetragonal distortion defined as

where the last equality follows from equations (3).
The tetragonal distortion of strained layers causes lattice directions inclined to the surface nor-

mal to appear at a different angle with respect to the corresponding direction in the undistorted
lattice. The angular deviation 039403B8 is related to the lattice deformation through the relation

where 0 is the angle of the considered lattice direction with respect to the surface normal.
The channeling technique allows to measure directly the angular deviation 039403B8 and, as conse-

quence of equation (10), the quantity

can be immediately derived. The quantities CTa.* (Eq. (9)) and 03B5Tx are proportional through
the factor a~x/ax that differs from the unity by less than the misfit. For instance, for Si1-xGex
with x = 20%, (a~x/ax - 1) ~ 8.3 x 10-3. Because êTx is directly determined and because its
relative difference from 03B5Tx* is smaller than the experimental relative errors, in the following the
definition of the tetragonal distortion will be that given by equation (11). The maximum value of
the tetragonal distortion is obtained for a coherent growth (a 1/ x = ao) and, by using equations (1,
3,11) it is given by 

In the case of DCXD, through the recording of rocking curves for symmetric and asymmetric
reflections, it is possible to measure the so called mismatches, defined as the relative différence of
the perpendicular and parallel lattice parameters of the layer with respect to that of the substrate

For a coherent growth the parallel mismatch vanishes, while for a completely relaxed layer both
mismatches are equal to the misfit (Eq. (1».
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The tetragonal distortion can be derived by the difference of the perpendicular and the parallel
mismatch

For cohérent structures this definition is identical with that given in equation (11) and in any case
the relative différences between the definitions of equations (9,11,14) are smaller than the misfit

In the case of Cross-section Transmission Electron Microscopy (XTEM), the thinning of the
sample may introduce a relaxation in the direction normal to the cross-section plane which, for
[100] cross-sections, we define as xi. The other two axes, X2 and x3, lie in the cross-section plane
and are parallel to the interface and perpendicular to the original wafer surface, respectively.

In this case the solution of the equilibrium equations for the elastic system is far from being
straightforward. A rough approximation may be obtained by requiring that the stress tensor is still
diagonal and its components are independent of X2 and x1. Of course the condition 6-1 = 03B52 (valid
for an infinite interface) must be dropped. Equation (2) and the free surface boundary condition
give now:

By requiring that 03B52 is the same as in the biaxial case and looking for a solution which minimizes
the total elastic energy of the system we obtain

so that the maximum tetragonal distortion becomes now

where the apex th refers to thin samples (relaxation in the x, direction). The comparison of
equations (12) and (17) shows that in the bulk case the tetragonal distortion is higher by the factor

as compared to the thin sample case. For Si, which is the case we are dealing with, R = 1.385.
The above discussion is based on the assumption that c does not depend on the coordinate

along the thinning direction and as a consequence it is possible to demonstrate that the condition
alx = a3x is realized at the interface and that c does not depend on X3 as well. Actually a bending
of the planes perpendicular to xi along the x3 direction is observed. This is an indication that
the strain tensor contains also non-diagonal terms and exhibits a dependence on both x3 and xl.
However corrections to the uniform field solution (Eq. (16)) is expected to be negligible apart
from a limited region close to the film boundaries.

4. Rutherford backscattering spectrometry and channeling analysis.

4.1 EXPERIMENTAL. 2013 The nominal composition and thickness of the layers was checked by
RBS. The spectra were recorded by using a 2.0 MeV 4He+ beam at the Laboratori Nazionali di
Legnaro (Padova). The scattering angle was chosen equal to 1200 to have a good thickness resolu-
tion. The RBS measurements were calibrated in solid angle against Ta/Si standard samples whose
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absolute Ta content is known with an accuracy better than 2% [7]. Thé beam charge collection was
performed by using the whole scattering chamber as a Faraday cup reaching an accuracy better
than 1%.
A high precision goniometric sample holder was used to perform the channeling analysis. Three

rotation axes allow complete freedom of orientation of the sample with respect to the beam. lWo
linear translations allow the beam spot position to be changed on the sample surface in order
to minimize radiation damage accumulation while keeping the analyzed point at the intersection
of the three rotation axes. All the movements are operated by independent and fully computer
controlled stepping motors. In particular one step corresponds to 0.010 for each of the rotation
axes and the repeatability and the overall precision are both 0.01°.

4.2 RESULTS AND DISCUSSION.

4.2.1 Composition determination. The chemical composition of the sample can be measured
from the relative height of the RBS signal corresponding to the different elements. In our data
reduction the experimental spectrum is simulated by a computer code through the use of trial
concentration profiles until agreement with the experimental spectrum, within the statistics, is
reached. As the RBS simulation program does not take into account any channeling effect, care
was taken to avoid any such effect in the measure. ’Ib this purpose the random spectrum was
accumulated while the sample was tilted 5° from the [001] axis and azymuthally rotated. Tàking
into account the symmetry of the crystal, the sample was rotated of 450 in steps of 0.5° beginning
from the (110) planar channeling condition until the (100) plane was reached. At each angular
step the same amount of charge was collected and the final spectrum thus resulted in an average
of each angular position.
An example of the results of this measurement and analysis procedure is shown in figure 1,

where the experimental and simulated spectra of the sample #4 are compared. The Ge molar
fraction, x, was determined by looking at the agreement of the relative yield of Ge and Si in the
alloy layer. In this way any systematic error in the stopping power function is nearly completely
compensated. As a matter of fact, in this analysis any error in the stopping power enters only
through the different energy of the ions in the outgoing path after scattering from Ge or from Si.
As any change in the Ge molar fraction, x, produces height changes of the Si and Ge signals in
opposite directions, the precision in the determination of x results to be quite good and of the
order of 0.3 at %.
On the other hand, taking into account that the detection solid angle is accurately measured

from the yield of the standard calibration sample, the absolute value of the stopping power in-
fluences the relative height of the simulated to the expérimental spectrum and the determination
of the layer thickness. In our case the Ge stopping power does not strongly influence the height
of the spectrum because of its relatively low concentration (x  0.20). On the contrary the Si
stopping power is important for the comparison of the computed to the experimental spectrum
of the Si cap , buffer layer and substrate. A good agreement was found by using the Santry and
Werner [8] experimental stopping power values instead of the more used Ziegler tabulation [9].
As it is shown in figure 1 the agreement with the Si spectrum is within 1%, i.e. much better than
the combined precision of the charge collection and standard sample calibration.

In figure 1 it appears that the signals of the SiGe alloy layer are rather flat and both interfaces
are sharp at the RBS depth resolution limit. These facts mean that the Ge molar fraction is
uniform in depth with abrupt interfaces. The same behaviour has been found for all the analysed
samples except for sample #1 which shows a small and smooth increase of the Ge concentration
from the buffer-alloy (b-a) interface to the alloy-cap (a-c) interface.
The values of the Ge molar fraction for the différent samples are reported in table II and com-
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Fig. 1. - Experimental and computer simulated random RBS spectra for the sample #4. The arrows show
the surface backscattering energy of Si and Ge. The computer simulation does not take in account the Si
and Ge isotopes.

pared with the results of the other techniques used in this work. In the case of sample #1 the
reported RBS value is the depth averaged value and the error bar includes the non-uniformity of
the layer.

Table II. - Ge molar fractions (x%) measured by the three techniques and their average values.

The thickness of the cap and alloy layers are reported in table III together with the results ob-
tained by DCXD and TEM analysis. The precision of the RBS values in table III is better than
the depth resolution of the technique and is obtained by the accurate calibration of the experi-
ment (energy and solid angle) and by the use of the computer program for the simulation of the
experimental spectra. The analysed volume for these measurements is of the order of 106 pm3.
4.2.2 Channeling analysis. - A first analysis of the crystalline quality of the sample has been
performed by recording the [001] axial and the (110) and (110) planar channeling spectra. Typical
results are shown in figure 2 for sample #3. The planar channeling directions have been chosen
because they are particularly sensitive to the presence of misfit dislocation and selective with re-
spect to their directions [10]. By looking at figure 2 it appears that the planar yield is characterized
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Table III. - Thicknesses of the cap and of the alloy layer determined by the three techniques.

by many oscillations and this fact indicates a very good lattice quality of the sample. Moreover,
the comparison of the dechanneling curves to the corresponding ones of a pure silicon sample
indicates that the normalized yield is the same at any depth. The absence of any definite step in
the yield at the interface between the SiGe alloy layer and the Si-buffer layer suggests that misfit
dislocations are absent or below the sensitivity limit of the technique (about 1 x 104 lines/cm)
[11].

Fig. Z - Comparison between the 001&#x3E;, (110) and (110) channeling spectra of the sample #3 and the
001&#x3E; and (110) spectra of virgin Si. 500 counts have been subtracted from the Si vergin spectra in or-
der to make them distinguishable from the SiGe samples. The arrow indicates the b-a interface where the
dechanneling rate should increase if dislocations were present.

The Ge signal does not show the usual channeling surface peak feature because of the Si cap
layer. Moreover, the channeled fraction measured respectively from the Ge and Si signals is equal,
i.e. Si and Ge occupy equivalent lattice sites. This fact confirms the information about the good
lattice quality of the alloy.

This type of investigation has been performed on all the samples obtaining the same results.
In particular in the case of the samples with 100 nm Si cap it appears that also the a-c interface is
dislocation free.
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4.2.3 Strain measurements. The method used to determine the lattice distortion by the chan-
neling technique is based on a high-precision measure of the absolute angular position of many
axial and planar channeling minima [12]. The value of a~x/a~x derives from a least square fitting
of all the measured channeling minima. This procedure allows the tetragonal distortion to be
determined following equation (11).

Before discussing the channeling strain measurements of our samples, we must consider the
channeling steering effect produced by the presence of the Si cap on the alloy film. In a layered
structure characterized by different strain values for each layer, a channel corresponding to an
inclined lattice direction shows a "kink" at each interface. The ideal results is that the channeling
dips of the different layers should be shifted from each other by the kink angle. However, the
planar and axial continuum potentials are able to steer part of the ion trajectories channeled in
the upper layer into the channel of the underling layer in such a way that the dips are shifted by
an angle lower than the kink angle and that their shape is no more symmetrical [13]. This effect
is very difficult to be quantitatively described, as it depends on the ratio of the layer thickness to
the oscillation wavelength of the ion trajectories in the channel [14] and on the ratio of the axial
or planar critical angle to the kink angle [15]. This is the reason why a precise measurement of
the tetragonal distortion by the channeling technique is possible only for the topmost layer of
a structure and only if reference to the substrate is not required, as in the case of the absolute
angular measurements developed in our laboratory [12].

Fig. 3. - [111] dip is of the Si cap (dot-dashed line) and of the alloy layer (continuous line) for sample #4.

As an évidence of the steering effect, we present in figure 3 the [111] dips corresponding to
the Si cap layer and to the SiGe alloy layer for sample #4 having a 100 nm Si cap layer. The Ge
signal shows an asymmetrical dip with a double minimum feature. The deeper minimum roughly
corresponds to the angular position of the channeling dip of the Si cap layer, while the position
of the second minimum would correspond to a parallel strain of the alloy layer greater than the
misfit, which is clearly impossible. On the contrary, in the case of the 5 nm thick cap layer the
channeling dips of the alloy layer indicate a tetragonal distortion systematically lower than that
measured by both DCXD and CBED (see Tab. IV).
AU these facts indicate that by this technique it is possible to measure only the strain of the
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Table IV. - Measured values of the tetragonal distortion for the four analyzed samples: e T, is the

tetragonal distortion of the cap layer measured by channeling; RBS is the computed value of the alloy
tetragonal distortion as determined by RBS-channeling (see text); 03B5TxDCXD is the alloy tetragonal dis-
tortions measured by the DCXD; R03B5CBEDTx is the alloy tetragonal distortions measured by the CBED
techniques multiplied by the ratio R to compare with the bulk case (see text); f(1 + a) is the maximum
expected tetragonal distortion of the allay layer for coherent structures.

(*) Thèse values are those measured without taking into account the channeling steering effect.

topmost layer, i.e. in our case that of the Si cap layer. However, the RBS signal of the cap layer is
resolved from the Si signal of the SiGe layer only for the 100 nm thick caps and this analysis will
thus be limited to samples #2 and #4. For these reasons the analysed volume for this technique
is of the order of 105 pm3.
We must then find a relation between the tetragonal distortion of the cap layer and that of the

underlying alloy layer. If the b-a interface is coherent, the alloy lattice parameter parallel to the
interface, aux, is equal to that of the buffer layer, ao, and thus the Si cap layer grows without any
misfit and, as a consequence, with zero tetragonal distortion. On the contrary, if the b-a interface
is not coherent, let nt be the dislocation density at the b-a interface. The alloy parallel lattice
parameter is then given by

where b~ is the component of Burgers vector effective for the strain release. Of course the value
of aux varies from ao (ni = 0, coherent interface) to ax (total relaxation). In the latter situation
the dislocation density is maximum and of the order of 105 lines cm-1. In fact for 60° misfit dis-
locations bU is about 0.2 nm. As the dislocation density at the b-a interface increases from zero
to the maximum value, the absolute value of the tensile parallel mismatch between the cap and
the alloy layer increases from zero to the maximum value corresponding to the relaxed alloy. We
must then consider that also the a-c interface can be incoherent. If n2 is the dislocation density at
the a-c interface, the equivalent of equation (19) is now

where allc is the parallel lattice parameter of the cap layer.
By using equations (3,6,11) it is easy to show that the relation between the lattice parameter

parallel to the interface and the tetragonal distortion of a layer is given by

where we dropped the index x to underline its generality. So equation (19) can be rewritten as
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This équation shows that the tetragonal distortion of the alloy, 03B5Tx, can be computed by knowing
the tetragonal distortion of the cap, 03B5Tc, and the dislocation density at the a-c interface, n2. If the
a-c interface is coherent (n2 = 0) equation (22) becomes

In our case 03B5Tc cannot be positive (the strain of the cap can only be tensile) so that the maximum
expected tetragonal distortion of the alloy is always given by equation (12). This will be realized for
a perfectly coherent structure, i.e. if the coherency is realized both at the b-a and at a-c interfaces.
In this case, in fact, the cap layer, having the same lattice parameter as that of the buffer layer,
will not be strained and 03B5Tc = 0.

Table IV reports the maximum expected tetragonal distortion of the alloy, f (1 + a), together
with the measured êTc for the samples with 100 nm thick cap-layer. Although the êTc values are
slightly negative, within the error bar of the measurement they are zero, indicating a perfect co-
herence of the whole structure.

In order to derive the tetragonal distortion of the alloy layer, we need some assumption on the
dislocation density at the a-c interface. Within the sensitivity of the dechanneling technique, the
previous dechanneling analysis (see Sect. 4.2.2) allows the presence of dislocations to be excluded
at both interfaces. Moreover, there is another reason to exclude the presence of dislocations
at the a-c interface. The misfit between the cap and the actual parallel lattice parameter of the
alloy is lower than the alloy-buffer misfit unless the alloy is fully relaxed. This would require a
dislocation density at the b-a interface in excess of 2 x 105 cm-1 which would be clearly detected
by the dechanneling analysis.

Thus 6’T.r was deduced from equation (23) in the hypothesis of a coherent a-c interface. These
values are reported in the fourth column of table IV and are compared with the results of the other
techniques. Moreover, the comparison with the CTa- values to the maximum expected tetragonal
distortion shows that, within the experimental uncertainties, the two values are coincident and
thus the whole structure is coherent. This results was confirmed by TEM observation (see next
Sect.).

In this comparison the determination of the misfit, f, is of fundamental importance. The val-
ues used in table IV are those derived from the measured Ge composition and from the lattice
parameters determined by Dismukes et al. [16] as a function of the composition. These values
are lower than those derived by the Vegard’s law. For instance at x = 0.20 the relative difference
amounts to 9%.

5. Analytical electron microscopy.

5.1 EXPERIMENTAL. 2013 TEM [100] cross sections of the various heterostructures were prepared
according to two different procedures of mechanical polishing, after the cutting and glueing steps
which lead to the sandwich formation [17]. The first procedure involves a mechanical lapping
down to 20 03BCm [17], whereas in the second the sandwich is dimpled down to about 10 pm. In both
cases, the specimens are subsequently ion-beam milled down to perforation. The cross-sections
were preferred to the corresponding plan sections also for the X-ray microanalysis. In fact, in this
case the contribution to the analyzed volume from the silicon substrate, which would affect the
determination in a rather unpredictable way, can be easily avoided.

The cross-sections were investigated by using a Philips CM 30 TEM, equipped with an EDAX
PV9900 Energy Dispersive Spectrometer (EDS). The accelerating voltage was 300 kV for imaging
and X-ray analysis purposes, and 100 kV for the Convergent Beam Electron Diffraction (CBED)



374

experiments. A Gatan liquid-nitrogen cooled double tilt holder was employed. The spot size at the
specimen level was 10 nm, obtained in the nanoprobe mode; this mode of operation is particularly
advantageous in EDS analyses, because it minimizes the contribution to the X-ray signal coming
from the electrons backscattered from the lower pole pieces of the objective lens. The analyzed
volume is of the order of 10-3 pm3.

5.2 RESULTS AND DISCUSSION.

5.2.1 Morphology and structure. A typical cross-sectional image of a Si-Ge heterostructure
(sample #2) is reported in figure 4. In addition to the Si-Ge film, also the adjacent cap and buffer
layers are clearly visible. The b-a interface is evidenced by the presence of small defects, which are
believed to consist of oxide or carbide particles due to the contamination of the original surface
of the wafer [18]. On the other hand, the b-a interface is rather smooth and free of visible lattice
defects (e.g. dislocations); therefore it is a coherent interface in agreement with the channeling
analysis (Sect. 4.2.3). From figure 4 the thickness of the cap, the Si-Ge alloy and buffer layers
results to be 101 ± 3,101 ± 3 and 100 ± 10 nm, respectively, in agreement with the nominal values
(see Thb. I). The values of the cap and alloy thickness for all the investigated samples are reported
in table III, together with the corresponding ones deduced from the other techniques.

Fig. 4. - XTEM image of #2 film. The cap (c) and alloy (a) layers are clearly visible, whereas the buffer
layer (b) can be detected from the small defects at the buffer/substrate interface.

5.2. 2 X-ray microanalysis. The film composition has been determined by TEM/EDS at 300 kV
in the nanoprobe mode. The choice of the maximum accelerating voltage available in our micro-
scope is dictated by the increase in the peak-to-background ratio and the corresponding decrease,
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with increasing beam energy, of the beam broadening, thus improving the analytical accuracy and
spatial résolution.

Tb obtain the Ge concentration in the various Si-Ge films, a previously reported analytical
method has been employed [19, 20]. Basically, it consists of the intensity measurement of the SiKa
and GeKa X-ray peaks generated in the Si-Ge film at two different tilt angles (0° and 20°). This
method, which allows one to obtain simultaneously the composition and thickness of a thin film,
requires the experimental determination of the intensity ratio, Rm = I(SiK03B1)/I(GeK03B1) at the
two tilt angles and makes use of two computer programs. The first code, named CARLONE, is a
Monte Carlo simulation based on the single scattering approach and the continuous slowing down
approximation. It generates two sets of computed ratios Rc = I(SiKa)/I(GeKa) for the two tilt
angles, as a function of the Ge concentration, x, and mass thickness pt [03BCg/cm2]. A procedure
similar to the one proposed by Kyser and Murata [21] enables one to determine the x and pt
values which minimize the difference |Rc(x, pt) - R, for the two tilt angles. Such a method,
codified in the second program ROSIN, does not need standard samples for reference, provided
the X-ray absorption in the berillium window of the detector is known.

In figure 5 the result of the minimization procedure in the case of sample #1 is reported both
for a thin and a thick area of the sample. The expérimental intensity ratios Rm were 7.97±0.08 and
8.13 ± 0.08 for 0° and 20° of tilt, respectively, in the thin area; in the thick area the corresponding
values were 7.52 ± 0.08 and 7.94 ± 0.08, respectively. The crossover of the curves, corresponding
to the two tilt angles, gives the Ge concentration and the local thickness of the cross section.
Although this latter parameter is of no practical importance (the relevant thickness being that
of the original Si-Ge film, which is immediately deduced from the width of the corresponding
stripe in the cross-sectional image), the existence of a crossover in plots like the ones in figure 5
is not a priori predictable and is therefore a test of the quality of the experimental measurements.
Moreover, the very good agreement between the concentration values found in the two regions
of different thickness (compare Figs. 5a and b) indicates that the experimental X-ray intensities
were free from spurious signals and that the parameters employed in the simulations were properly
chosen. By considering the errors in the beam repositioning when tilting from one angle to the
other and back, as well as the statistical uncertainties, an overall expérimental error smaller than
2% can be estimated. The effect of this error on the final result is evaluated by the bootstrap
statistical method discussed in detail in reference [19]. The experimental errors are found to exert
a very small influence on the accuracy of the concentration determination, though the error in
the thickness value is somewhat larger. For instance, assuming for the experimental errors the
above figure of 2% and including 1000 bootstrap replications in the calculation, the estimated
accuracy of the concentration is better than 1%, while that of the mass thickness is of 5% and 3%,
for the thin and the thick area, respectively. This is agreement with the results obtained by the
bootstrap method in the case of the TiSix films [20], the larger error in the thickness determination
being due to the small différence in X-ray path (and hence in absorption) between the 0° and 20°
geometries, particularly in thin areas. In any case, as pointed out above, the local mass thickness
of the TEM cross section is of no interest in this context. The data on the Ge concentration in the

investigated Si-Ge films are summarized in table II and compared to those derived by RBS and
DCXD.

5.2.3 Convergent beam electron diffraction. The lattice strain of the Si-Ge fiims has been mea-
sured through changes in the position of High Order Laue Zone (HOLZ) lines within the central
disc of CBED patterns. These patterns have been performed at 100 kV in a 130&#x3E; projection.
This low acceleration voltage was chosen because it is well known that the visibility of HOLZ lines
degrades by increasing the electron beam energy [22].

The experimental patterns were taken at the liquid-nitrogen temperature and compared to the
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Fig. 5. - Germanium concentration vs. the local mass thickness pt in two different areas of the #1 film in
a TEM cross section like the one in figure 4. The two pairs of curves correspond to the X-ray spectra taken
at the two tilting angles (00 and 20°, respectively) in a thin (a) and a thick (b) region of the sample.

ones simulated by a computer programme by Stadelmann [23], based on the kinematical approxi-
mation. First, the effective accelerating voltage Vo was determined by taking a CBED pattern on a
région of the substrate (i.e. perfect silicon) and varying this parameter in the simulation until the
best match with the most prominent expérimental HOLZ lines was obtained. In the calculations,
the silicon lattice parameter ao = 0.54288 nm, which is the value corresponding to the sample
temperature of 100 K, was employed.

Likewise, assuming the transferability of the Vo value from the silicon substrate to the strained
layers, the lattice parameter of the various Si-Ge films in the différent directions was determined.
This method has been extensively discussed by Lin et al [24] and Bithell and Stobbs [25]. These
authors have shown that the above kinematical approximation is valid when comparing materials
with différences in mean atomic number smaller than about 5 units. In our case the transferability
assumption should hold, as the maximum difference in mean atomic number (i.e. between sample
#4 and Si) is about 3.
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As for the tetragonal distortion, we have already noted in section 3 the difference between
the bulk case, which holds for the DCXD and RBS experiments, and the one of the TEM cross
sections where, due to the thinning of the sample, a relaxation in the direction normal to the
cross-section plane occurs. As already asserted, if there are no dislocations, there is no relaxation
along the X2 direction in which the sample size can be considered as infinité ; hence a2x = a0 =
0.54288 nm. However, it may occur in practice that in the TEM sample the condition under which
equation (16) has been derived is not realized, so that the cell of the SiGe alloy becomes slightly
orthorhombic (ai, :5 a3x) [26]. Consequently the ratio R is slightly lesser than that reported in
equation (18).

In any case, the values of the cell parameters a,, and a3x are deduced from a comparison
between experimental and simulated CBED patterns, as described above. From these values, the
experimental tetragonal distortion -CBED is calculated from equation (17).
An example of agreement between the expérimental and the computed CBED patterns is re-

ported in figure 6 which refers to the sample #4. The parameters used for the matching are
alx = a3.r = 0.5477 nm and, of course, au = ao = 0.5429 nm; therefore, in this case a tetrag-
onal distortion was able to reproduce the experimental CBED pattern. In some other cases this
was not strictly verified. For instance in the case of sample 2 alx resulted to be 0.5463 nm and
a3x = 0.5465 nm. Anyway, the deviation from perfect tetragonality is quite small, so it was as-
sumed that a1x = a3x throughout this work. The values of 03B5TxCBED, obtained with the above de-
scribed procedure, are then converted into bulk-equivalent values through the R factor (Eq. (18)).
These values are reported in table IV and compared to those deduced from DCXD and RBS mea-
surements.

6. Double crystal X-ray diffraction.

6.1 DCXD PROCEDURES. - The X-ray rocking curves (RCs) were obtained by a double-crystal
diffractometer (DCXD) arranged in (n, -n) parallel configuration for 004 symmetric and 224
asymmetric reflections with Cu Kal wavelength. The analysed volume for DCXD is of the or-
der of 5 x 106 Jlm3. The use of these two types of reflections was necessary to determine the
depth profiles of the perpendicular and parallel components of the lattice mismatch between al-
loy and substrate (Eqs. (13)) and hence the coherent or incoherent nature of the b-a interface.
The intensity values were recorded with a single channel analyzer regulated in order to avoid any
contribution of the A/n harmonies to the counting rate. The degree of reliability of the intensity
values and the angular positioning of the samples was verified by obtaining perfect matching be-
tween experimental and calculated RCs of a high quality [001] silicon crystal aligned according to
the 004 symmetric and 224 grazing incidence, asymmetric reflections [27].

Since different parameters (alloy thickness, Ge atomic fraction, lattice mismatch depth-gradient
and static Debye-Waller factor) influence the intensities diffracted from the alloy, in order to dis-
criminate among their effects, the X-ray reflectivities have to be controlled experimentally very
carefully. This was made by checking the stability of the source over a period of time much longer
than that necessary for recording a single measurement and by the precise determination of the
dead time of the counting apparatus.

The experimental RCs of the samples were simulated by using the dynamical model of diffrac-
tion reported by Wie et aL [28] and the minimization procedure adopted in a previous work [29].
Modifications to this model were used because the diffraction parameters of the alloy, different
from those of pure silicon, were found effective for a precise RC simulation. The changes, whose
influence was previously discussed [30], are the following:

(i) The real and imaginary parts of the atomic scattering factors, including the temperature
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Fig. 6. - Experimental (a,b) and computed (c,d) CBED patterns, taken on the silicon substrate (a,c) and
on thin Si-Ge alloy of sample #1 film (b,d). 001&#x3E; cross section,130&#x3E; projection.

factors and the dispersion corrections, are linearly averaged over the solute concentration (x).
This expression is justified by the fact that the nominal Ge fractions involved here are in the range
0.1  x ~ 0.2, i.e. they are sufficient to give an appreciable contribution to the total diffracted
intensity. In fact, the Ge scattering factor is about three times greater than that of Si at the values
of sin 03B8B/03BB corresponding to the 004 and 224 spectra (here 8B is the kinematical Bragg angle).

(ü) The volume of the unit cell of the solid solution, which appears in the expression of the
crystal polarizability per unit volume (the fundamental parameter in X-ray diffraction), varies
according to m 1. and mjj.

(üi) The kinematical Bragg angle of the alloy is modified according to x, because of the increase
of the lattice parameter given by substitutional Ge.

iv) The usual expression describing the departure of the Bragg angle of the alloy from that of
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the silicon substrate

where m.L and mu were defined in equation (13) and "1 is the angle between surface and diffract-
ing planes, is valid as a first approximation for sufficiently small mismatch values. Hence, it was
replaced by the second order expression [27]

(25)
The angle -y between surface and diffracting planes corresponding to the nominal crystallo-

graphic orientation was measured by a Seifert MZ VI diffractometer equipped with an Eulerian
cradle and was kept as a fixed parameter in the simulation program. AU these items must be taken
into account in order to avoid differences between the mismatch profiles obtained by simulating
the symmetric and asymmetric RCs of the same sample [27]. Moreover, as the dynamical model
used [28] calculates only the diffracted intensity as a function of the angular setting of the sample,
the thermal and Compton diffuse intensities, scattered from a thick, perfect Si crystal outside its
range of total-reflection, were measured and taken into account, following the method previously
described [29].

The variable parameters used by the computer in an iterative program for the simulations of
the 004 symmetric and 224 asymmetric RCs, were the depth profiles of m.L and mil between alloy
layer and substrate, the thicknesses of the cap, of the alloy and of the buffer layers. In a step of the
interaction, the program calculâtes the Ge atomic fraction x and all the quantities that depends
on it using as input quantities the previously determined values of m~ and mil. The program
stops when the sum over all the experimental points of the squares of the difference between
calculated and observed intensities is less than 10-4. The calculus procedure is the following. The
components m_L and mil are related to the misfit parameter f according to

Moreover, if the misfit parameter is assumed to be linear with x in a not too wide range of com-
position, we have

where 03B2 is the expansion coefficient and N the silicon atomic density. The a coefficient was de-
termined from the X-ray analysis of silicon wafers implanted with Ge ions [30]. The ratio between
the integral of the lattice mismatch depth profile and the implanted dose gave,3 = (7.53 ± 0.03) x
10- 25 cm3at-1. This value is lower than that foreseen by the Vegard’s law (8.34 x 10-25 cm3at-1)
and coincides with the one reported by Dismukes et al [16]. The x data, obtained from the above
equations, and the static Debye-Waller factor related to the mean square displacement of the
atoms from the lattice sites, reproduce the X-ray intensities diffracted from the solid solutions.
This allows one to simulate correctly the RC tails of the samples.

6.2 DCXD - RESULTS AND DISCUSSION. - Figure 7 is the comparison between experimental
and simulated symmetric RCs of the sample #4. The agreement is quite good over all the angular
range, where the satellite peak is produced by diffraction from the alloy film and the intensity
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Fig. 7. - Expérimental (dots) and simulated (continuous line) 004 RCs of #4 sample. 039403B8 = 0 individuates
the diffraction position of the silicon substrate, corrected for the refractive index.

Fig. 8. - Perpendicular mismatch profile resulting from figure 7.

oscillations are related to the thickness of the cap and the Si-Ge film. The profile of the perpen-
dicular lattice mismatch, resulting from the RC simulation, is shown in figure 8 and differs from a
rectangular box. However, as the gradient is small and the absorption in the thin surface layer is
low, it is impossible to determine the actual sign of the gradient.

Figure 9 shows the comparison of the expérimental 224 grazing incidence and émergence asym-
metric RCs with those calculated for sample #4. The calculation was performed by using the same
perpendicular mismatch distribution as that of the 004 RC (Fig. 8b). The matching between ex-
periment and calculation was made possible by the use of the second-order expression in item (iv)
equation (25) and by taking into account the deviation angle of the (001) lattice planes from the
wafer surface. This indicates that plastic relaxation did not occur at the b-a interface, which agrees
with the fact that for x = 0.166 the alloy thickness of 100 nm is smaller than the critical one for the
onset of misfit dislocations [31, 32]. Due to the absence of misfit dislocations (m~ = 0) in the most
concentrated alloy, and hence a fortiori in the other samples, the perpendicular mismatch m~ co-
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Fig. 9. - Simulation of the 004 satellite peak of the #4 sample (b) and calculation of the 224 grazing inci-
dence (a) and emergence (c) asymmetric RCs by using the perpendicular mismatch profile relative to (b).

incides with the expected maximum tetragonal distortion 03B5MTx. The results of the X-ray analyses of
all four samples are shown in tables II to IV It is worth noting that the values of the perpendicular
mismatch were obtained by RC simulation and not by direct reading of the angular separation
between substrate and layer peaks, because the latter procedure leads to significant errors mainly
for very thin surface layers [33]. The lattices of the Si cap and buffer layers resulted to be un-
deformed. Therefore, the buffer thicknesses were not reported, as their perfection makes them
indistinguishable from the unperturbed substrates.
The tetragonal distortions (Tab. IV) and the consequent Ge atomic fractions (Tàb. II) are av-

eraged over the layer thicknesses and the uncertainties reported in table II correspond to the
standard deviations of x which resulted to be larger than the errors associated with both the 8
coefficient and the éTx measurements.

7. Discussion and conclusions.

Four Six Gel-x layers epitaxially grown by MBE on Si [001] substrates at différent values of the Ge
molar fraction have been analysed by AEM, DCXD and RBS-channeling. The structural analyses
have shown that all the samples have high lattice quality and that there are no dislocations. As a
consequence these samples represent a good test bench for comparing the performances of the
three techniques for the analysis of strained heterostructures in absence of lattice defects. In

general, from the comparison of the results reported in tables II to IV, it is possible to conclude
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that the analytical results show a quite good overall agreement. In the following we try to conclude
about the best performances of each technique.

i) lètragonal distortion. From the data of table IV it appears that the results of the DCXD
technique are affected by the lowest errors. The RBS-channeling technique, while having no sig-
nificantly higher errors (independently of the presence of dislocations), is limited to the topmost
layer of the sample [12]. However, in the présent case by the measurement of the tetragonal dis-
tortion of the cap (when its thickness is large enough) and taking into account that there are no
dislocation at the c-a interface the tetragonal distortion of the film could be derived with the same
precision. On the other hand, the CBED technique, when performed on cross sections, allows
one to obtain local information on the tetragonal distortion of the Si-Ge alloy. The values of
tetragonal distortion found by this method are smaller than the actual ones, due to the relaxation
induced by the thinning process; however, the values corresponding to the bulk case can be easily
deduced, with a fair accuracy. Moreover, the inherent high spatial resolution makes it possible to
perform strain determinations also in dislocated specimens, by simply focusing the beam outside
the defective region. From all these facts we can conclude that the DCXD technique is the best
one to measure the lattice strain in samples without dislocations.

ii) Alloy composition. The data of table II not only show an excellent agreement among the
results of the employed techniques, but also indicate comparable errors. However, it must be
stressed that only the EDS and RBS techniques allow a composition measurement independent
of the strain measure. Moreover, the EDS technique on thin cross sectioned samples allows a very
good depth resolution, because the concentration profile can be determined by analyzing areas in
the image plane as small as 10 nm in diameter; on the other hand, the depth resolution of RBS
makes it the best technique for unthinned samples.

ii) Layer thickness. The relatively good precision of the RBS technique requires a careful
energy calibration and the use of a computer code for the simulation of the spectra. The results
of DCXD corne from the reproduction of the intensity oscillations between layer and substrate
peak in the RC. The error associated with this measurement is closely related to that of the angular
positioning of the sample. This was measured over an angular range of approximately one degree
and resulted to be less than 0.1%. The errors reported for DCXD in table III, though very small,
are larger than 0.1% and represent the standard deviations from the mean value obtained from
several measurements made on different points of each sample. This fact also implies a very good
lateral homogeneity of the samples. Here again the results of DCXD are not independent of the
strain measurements. X-ray experiments indicate that the interface roughness, if any, is negligible;
this is confirmed by TEM observations. The TEM technique allows the measurement not only of
the cap and the alloy film, but also of the buffer layer thickness, through the detection of small
defects and/or contaminations at the substrate interface. Finally DCXD has the best precision
and accuracy in thickness measurement of the alloy film even if it can not determine the buffer
thickness that can be well measured by TEM.
The overall agreement of the results of the différent techniques indicates that systematic errors

can be reasonably excluded and this fact allows a few additional considérations. The systematic
difference in the nominal values of composition an thickness from the measured values in tables I
and II derives from the calibration technique employed during MBE growth. Typically the growth
rates are individually calibrated by the deposition of thick amorphous films, whose thickness is
used to calibrate the fluxes. We have observed that this measurement, while quick and simple,
yields a systematically lower Ge concentrations consistent with the measurements in table II. The
differences are due to a lower density of the amorphous deposited Ge used for calibration.

The thickness values derived from RBS are systematically influenced by the value of the used
stopping powers. From our results it appears that the Si stopping power measured by Santry and
Werner [8] bears consistent results while the commonly used Ziegler [9] tabulation would lead to
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thickness values systematically lower by 6.6%. On the contrary, we cannot say anything about the
Ge stopping power because its relative weight is less than 25%.
As to the EDS analysis, the main systematic errors come from the choice of the ionization cross

sections and the absorption of X-rays in the berillium window of the detector, whose thickness is
not accurately known. For this reason an accuracy of 5% is in general assumed for thin film analysis
using K-lines. However, the overall agreement of the Ge concentration values among the three
techniques, reported in table II, indicates that for the silicon-germanium pair a better accuracy is
obtainable.
More relevant from a physical point of view is the comparison of the measured strain values

with the expected ones. For the CBED experiments, the errors associated with the 6’Ta’ values stem
from the precision of the lattice parameter determination, which in turn dépends on the matching
between expérimental and computed patterns. An error smaller than 4 x 10-4 is found in our
measurements. However, it seems that the values of the tetragonal distortion deduced by CBED
are systematically higher than those found by DXCD and RBS (Thb. IV). The reason for this is
probably due to the complex relaxation of the cross-sectioned samples, which is not accounted for
with sufficient accuracy by the simple formulas used here.

Of some relevance in the DCXD technique could be the systematic errors coming from the
error in the dead time of the counting chain (the measured errors of 2% gives reflectivity errors of
about 0.7% in the RC region of the layer peak) and from the neglecting of the sample curvature
(about 0.01 m-1 in the sample with the highest x value). However, these errors involve minor
uncertainties in the values reported in tables II to IV

In addition to the very good lattice quality of the samples, it is possible to give also high assur-
ance to the growth technique as regards the thickness, whose nominal values are in agreement
with the experimental determination. On the contrary, the nominal molar fractions are higher
than the measured values of about 19%. From the strain release process point of view, we can
maintain that the critical thickness at which dislocations begin to nucleate at the substrate-alloy
interface is greater than 100 nm for the samples with at least 16% of Ge molar fraction. On the
other hand, the absence of dislocations and the measurement of the lattice strain are consistent
in the framework of the tetragonal elastic distortion only taking into account the deviation from
the Vegard law.
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