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Abstract

When existence of minimizers of an optimal control problem is not guaranteed, it is
a common practice in Control Theory to extend the set of admissible solutions, so
that to construct an auxiliary optimization problem that admits minimizers. The first
fundamental requirement of such an auxiliary problem for it to be well posed is the
density (e.g. in the L∞-norm) of the set of trajectories of the original system into that
of the auxiliary one. Nevertheless, due to the presence of constraints, it might happen
that the minimum of the auxiliary problem is strictly smaller than the infimum of the
original one. We refer to this phenomenon as infimum gap.

In the literature, sufficient conditions for no gap are sometimes expressed in terms
of normality of the sets of multipliers of the Maximum Principle. However, in the
common situation of active state constraints at the initial point, there always exist
degenerate – consequently, abnormal – sets of multipliers.

In this thesis, we establish a gap-abnormality relation for a general auxiliary prob-
lem that comprehends as special cases both the compactification of the control set
and the convexification of the dynamics in a novel unified framework. Furthermore,
we provide refined no infimum gap conditions in order to deal with the presence of
state constraints. In particular, under a suitable constraint qualification condition,
we prove that if the minimizer of the auxiliary problem is a nondegenerate normal
extremal, i.e. it is normal in the subset of nondegenerate multipliers only, then there
is no infimum gap.

We highlight the relevance and novelties of our results with several examples, and
we analyze in detail the special case of control-polynomial impulsive optimization
problems.
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Chapter 1

Introduction

How can I go from Earth to Moon with the lowest fuel consumption? How can I water
and expose to artificial light an indoor plant cultivation with a view to maximizing
its growth? What is the ideal trajectory a Formula 1 driver should follow in order to
carry out a fast lap? What is the most efficient advertising investment campaign for
a firm aiming to launch a cutting edge product?

All these questions might appear very different from each other. However, they
share a common denominator, that is, the possibility for an external agent – com-
monly named controller – to influence an underlying dynamical system by means of
his own action – usually called control – in order to optimize a given performance
criterion. Indeed, all the situations portrayed above can be modeled in terms of the
minimization of an assigned cost functional over control-trajectory pairs satisfying
certain constraints. For instance, in the example of the Formula 1 driver we have
a minimum time problem, where the control is the action the driver implements by
means of the accelerator, the gear and the steering wheel – so that the dynamics
is completely determined by the laws of physics –, the initial and the final point of
the trajectory must belong to the starting line of the circuit, and the trajectories are
constrained to remain inside track limits.

This is precisely the paradigm behind Optimal Control Theory, a branch of Math-
ematical Analysis born in the middle of the previous century (see [15, 63]) with an
attempt to generalize problems in Calculus of Variations. Initially, Optimal Control
Theory was utilized to address problems arising in scheduling and the control of engi-
neering devices. Now, seventy years on, there are several applications in very different
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CHAPTER 1. INTRODUCTION

areas such as epidemiology, medicine, agriculture, robotics, environmental sciences,
logistics and marketing.

A general example of (fixed end-time) optimal control problem is given by the
following

(P )



Minimize Φ(x(0), x(T ))

over measurable functions α : [0, T ]→ Rm and absolutely continuous

arcs x : [0, T ]→ Rn satisfying

ẋ(t) = F (t, x(t), α(t)) a.e. t ∈ [0, T ], (1.1)

α(t) ∈ A a.e. t ∈ [0, T ], (1.2)

(x(0), x(T )) ∈ C, (1.3)

ψ(t, x(t)) ≤ 0 for all t ∈ [0, T ], (1.4)

where the data comprise the cost function Φ : Rn+n → R, the dynamics function
F : R1+n+m → Rn, the state constraint function ψ : R1+n → R, the control set
A ⊂ Rm and the target C ⊂ Rn+n.

We refer to an element (α, x) as process if it satisfies the controlled differential
equation (1.1) and the control constraint (1.2). In this case, we refer to α as control,
and to x as trajectory. A process (α, x) is said to be feasible if in addition it satisfies
the endpoint constraint (1.3) and the state constraint (1.4). A feasible process (ᾱ, x̄)

is called minimizer if
Φ(x̄(0), x̄(T )) ≤ Φ(x(0), x(T ))

for any feasible process (α, x).

Once introduced this formal apparatus, a natural question arises: is there a method
that allows us to identify minimizers? A partial answer is provided by the celebrated
Pontryagin’s Maximum Principle (a seminal version of it can be found in [63]), namely,
the set of necessary conditions that have to be satisfied by every minimizer and that
can be seen as the generalization of the Lagrange multipliers rule to infinite dimension.

Referring the reader to Theorem 2.5.7 below for the exact statement in the general
free end-time setting, the Maximum Principle can be roughly declared as follows:
assuming smooth data, every minimizer (ᾱ, x̄) for problem (P ) turns out to be an
extremal for (P ), i.e. there exist an absolutely continuous path p : [0, T ]→ Rn, a real
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CHAPTER 1. INTRODUCTION

number λ ≥ 0, and a real-valued measure µ defined on the Borel subsets of [0, T ],
fulfilling the following conditions

‖p‖L∞ + λ+ µ([0, T ]) 6= 0 (1.5)

−ṗ(t) =
(
p(t) +

∫
[0,t[

∇xψ(t′, x̄(t′))µ(dt′)
)
· ∇xF (t, x̄(t), ᾱ(t)) a.e. t ∈ [0, T ] (1.6)

(
p(0),−p(T )−

∫
[0,T ]

∇xψ(t, x̄(t))µ(dt)
)
∈ λ∇Φ(x̄(0), x̄(T )) +NC(x̄(0), x̄(T )) (1.7)

(
p(t) +

∫
[0,t[

∇xψ(t′, x̄(t′))µ(dt′)
)
· F (t, x̄(t), ᾱ(t))

= max
a∈A

{(
p(t) +

∫
[0,t[

∇xψ(t′, x̄(t′))µ(dt′)
)
· F (t, x̄(t), a)

}
a.e. t ∈ [0, T ]

(1.8)

spt(µ) ⊂ {t ∈ [0, t] : ψ(t, x̄(t)) = 0}, (1.9)

where NC denotes the Clarke’s limiting normal cone (see Subsection 2.4.1 below for
the precise definition) and spt(µ) designates the support of the measure µ.

The Maximum Principle represents a powerful tool in order to isolate candidates
of optimality. Despite this, it might become of no use if the optimal control problem
under consideration does not admit minimizers. Consider, for instance, the following
classic optimization problem without right endpoint and state constraints

Minimize (x2(1))2

over measurable α : [0, 1]→ R, absolutely continuous x : [0, 1]→ R2 satisfying

(ẋ1(t), ẋ2(t)) = (α(t), (x1(t))2) a.e. t ∈ [0, 1]

α(t) ∈ {−1, 1} a.e. t ∈ [0, 1]

(x1(0), x2(0)) = (0, 0).

It is very easy to see that there are no feasible processes (α, x) with final cost (x2(1))2

equal to 0. Indeed, if such a feasible process existed, one immediately would get

0 = x2(1)− x2(0) =

∫ 1

0

(x1(t))2dt ⇒ x1 ≡ 0 ⇒ ẋ1 = α ≡ 0.
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CHAPTER 1. INTRODUCTION

A contradiction, since the control set is {−1, 1}. In spite of that, let us consider the
sequence of highly oscillatory controls (αi) defined by

αi(t) :=

1 if sin(it) ≥ 0

−1 otherwise.

It is straightforward that the sequence (x1
i ) of absolutely continuous functions sat-

isfying ẋ1
i = αi and x1

i (0) = 0 converges uniformly to 0. As a consequence of the
Dominated Convergence Theorem (see Theorem 2.2.4), the sequence (x2

i ) of abso-
lutely continuous functions enjoying ẋ2

i = (x1
i )

2 and x2
i (0) = 0 satisfies

x2
i (1) =

∫ 1

0

(x1
i (t))

2dt→ 0,

Therefore, the optimization problem under consideration has no feasible processes
with final cost equal to 0, but we managed to construct a minimizing sequence to 0.

In Optimal Control Theory, when an optimization problem (P ) does not admit
minimizers, it is a common practice to enlarge the set of admissible solutions, so
that to construct an auxiliary optimal control problem (Pa) for which the existence of
minimizers is guaranteed. The first fundamental characteristic that is required of such
an extension for it to be well posed is some kind of density of the set of processes of
the original problem into the set of processes of the auxiliary one, as for instance the
L∞-density between the sets of trajectories. This leads us to introduce two well-known
auxiliary problems present in the literature.

On the one hand, we have the extended problem, where a bounded but possibly not
closed control set A is replaced by its closure. This auxiliary problem is legitimized
by a reparameterization technique utilized to compactify the control set of control-
affine systems with unbounded controls, in view of the graph completion approach
[6, 21, 22, 23, 24, 50, 51, 56]. In such a way, the set of solutions is enlarged by admitting
discontinuous trajectories with jumps, usually called impulses, hence the name of
impulsive systems. The motivation behind this is provided by aerospace applications,
in which the dynamics is nonlinear in the state variable and affine in the control one,
and where an impulse control is an idealization of high intensity control action over a
time interval of short duration. In this perspective, discontinuous trajectories can be
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CHAPTER 1. INTRODUCTION

identified as punctual limits of sequences of ordinary state trajectories. We refer the
reader to [9, 10, 41, 42, 43] for an equivalent approach to impulsive systems based on
a discontinuous time change.

On the other hand we have the relaxed problem, where the possibly non-convex
dynamical system (1.1)-(1.2) is replaced by its convexification, namely, the following
control system

ẋ(t) =
∑n

j=0 γ
j(t)F (t, x(t), αj(t)) a.e. t ∈ [0, T ],

(α0(t), . . . , αn(t)) ∈ An+1 a.e. t ∈ [0, T ],

(γ0(t), . . . , γn(t)) ∈ ∆n a.e. t ∈ [0, T ],

(1.10)

where ∆n denotes the n-dimensional symplex (see Section 2.1 below). Indeed, the well-
known Relaxation Theorem (see Theorem 2.3.5) ensures that the set of trajectories of
(1.1)-(1.2) is L∞-dense into that of (1.10). Moreover, the convexity of the dynamics
is one of the crucial assumption in order to guarantee existence of minimizers (see
Theorem 2.5.4). Not less important is the interpretation we can give to the relaxed
system: it is in fact acclaimed that it is equivalent to an “extension in measure” of
the original system, where the controller plays probability measures on the control set
instead of ordinary control functions (see [16, 77]).

However, even though the density requisite is satisfied, it might happen that the
minimum of the auxiliary problem is strictly smaller than the infimum of the original
one, namely

min
(α̃,x̃) feasible process for (Pa)

Φ(x̃(0), x̃(T )) < inf
(α,x) feasible process for (P)

Φ(x(0), x(T )).

This phenomenon, which we refer to as infimum gap, occurs due to the presence of
constraints, since it takes place when an L∞-neighborhood of the minimizing trajec-
tory of (Pa) contains no feasible trajectories of (P ). Thus, the absence of an infimum
gap is closely related to the controllability of the constrained original system to a
feasible trajectory of the auxiliary one, by which we mean the possibility to approx-
imate in the L∞-norm a feasible trajectory of (Pa) with feasible trajectories of (P )

(see [45, 79] and references therein).

For numerical purposes, it is of obvious interest to have sufficient conditions that
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make certain the absence of an infimum gap. Indeed, in case of no infimum gap one
first looks for minimizers of the auxiliary problem and then, by means of approxima-
tion techniques, finds ε-minimizers for the original problem, that is, feasible processes
(αε, xε) for (P ) such that

Φ(xε(0), xε(T )) ≤ inf{Φ(x(0), x(T )) : (α, x) feasible process for (P)}+ ε.

The presence of an infimum gap renders also the method of dynamic programming in-
applicable, since the solution of the corresponding Hamilton-Jacobi equation typically
coincides with the value function of the relaxed (extended) problem.

In his seminal works [76, 77, 79], Warga pioneered research on this topic, estab-
lishing that when a minimizer for (Pa) is a normal extremal for (Pa), by which we
mean that λ > 0 for any set of multipliers (p, λ, µ) satisfying conditions (1.5)–(1.9) for
problem (Pa)

1, then there is no infimum gap. These results were subsequently refined
by Palladino and Vinter [60, 61] for the relaxation of a state constrained fixed end-
time optimization problem (see also [72] for the relaxation of free end-time problems
without state constraints), and by other authors [58, 37] for the impulsive exten-
sion of control-affine optimization problems (see also [52] for higher order normality
conditions). It is worth to mention also [59] where an abstract auxiliary problem is
considered, but only for smooth data and no state constraints.

Apart from the different auxiliary problem under consideration, all the above
mentioned results vary for the techniques employed in the proofs, hence for the set
of necessary conditions they derive. Indeed, on the one hand, we notice a variational
approach based on the Ekeland’s Variational Principle, that leads to the Maximum
Principle expressed in terms of Clarke’s subdifferentials, on the other hand, we observe
a “geometric control” approach that leans on the construction of approximating cones
and reachable sets and on set separation arguments, that provides necessary condi-
tions that make use of suitable cones. To the former group belong [60, 61, 58, 37], to
the latter one [59, 52], where the authors utilize “Quasi Differential Quotient” approx-

1When we write that ‘(p, λ, µ) satisfies (1.5)–(1.9) for (Pa)’ we mean that conditions (1.6) and
(1.8) strongly depend on the dynamics function and on the control set, so that they have to be
adapted to the particular form of the dynamics and control set of (Pa). For instance, if (Pa) coincide
with the relaxed problem (see (1.10)), then in conditions (1.6), (1.8) we have to replace F (t, x, α)
with

∑n
j=0 γ

jF (t, x, αj) and the control set A in (1.8) has to be substituted by An+1 ×∆n.
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imating cones, a generalization of the classical Boltyanski Cone that can be seen as
special case of Sussmann’s Approximate Generalized Differential Quotient cone (see
[68]). In the middle between these two approaches we find [79]. Indeed, Warga adopts
a smooth perturbation technique that depends on the construction of “Derivative con-
tainers” defined in [78].

With respect to the literature, in this thesis we analyze an auxiliary optimization
problem that comprehends both a general extension and the relaxation in a novel
unified framework. On the one hand, we include all the previous results in the context
of the variational approach and, on the other hand, we generalize them, in a way
that allows us to deal with optimal control problems of great relevance in many
applications, as the control-polynomial impulsive ones, analyzed in Section 5.2.

The key idea – first introduced in [38] and then utilized in [39, 40] – is to consider
a pair of control functions (ω, u) in place of α, where initially only ω is extended,
while subsequently both are relaxed. The different role played by these controls is
emphasized by the assumptions made on the dynamics function, as we need to demand
an additional uniformly continuity of F and its generalized gradient with respect to
the w-variable. For instance, this requirement is automatically met by dynamics with
a control-polynomial dependence on w and coefficients that are Lipschitz continuous
with respect to both the time and the state variables (see the proof of Theorem 5.2.5
below).

Momentarily ignoring precise hypotheses on data, that in this thesis are even more
minimal than in [38, 40], the core of our first main outcome can be stated as follows
(see Theorem 3.1.7).

First main result. Take a minimizer for the auxiliary optimization problem (Pa)

associated with (P ). If that minimizer is a normal extremal for (Pa), then there is no
infimum gap.

However, in presence of state constraints, this theorem can not be regarded fully
satisfactory, because there are situations in which abnormal sets of multipliers always
exist. For instance, this is the case of initial active state constraint. Indeed, if C =

{ž0}× C̃ for some ž0 ∈ Rn and C̃ ⊂ Rn, and in addition it holds ψ(0, ž0) = 0, then any
feasible process turns out to be an extremal for (P ) with set of degenerate multipliers
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(p, λ, µ) defined by

p ≡ −∇xψ(0, ž0)µ({0}), λ = 0, µ ≡ µ({0}) 6= 0. (1.11)

In this case, the Maximum Principle becomes of no use not only to identify gap
phenomena, but also to select minimizers, precisely because it is not possible to dis-
tinguish between minimizers and feasible processes only, as both are extremals. For
this reason, in the literature there has been an extensive effort aimed to come up with
sufficient conditions to avoid presence of sets of degenerate multipliers. In particular,
several authors [2, 3, 7, 8, 32, 33, 34, 35, 37, 47, 57, 62] managed to prove that, under
suitable nondegeneracy hypotheses expressed in terms of inward pointing conditions
at the initial point or constraint qualifications involving the optimal process, every
minimizer (ᾱ, x̄) for (P ) turns out to be a nondegenerate extremal for (P ), by which
we mean that there exists a set of multipliers (p, λ, µ) fulfilling relations (1.5)–(1.9)
and, in addition, the following strengthened nontriviality condition

‖q‖L∞ + λ+ µ(]0, T ]) 6= 0, (1.12)

where q(t) = p(t) +
∫

[0,t[
∇xψ(t′, x(t′))µ(dt′) for a.e. t ∈ [0, T ]. Indeed, it is immediate

to see that sets of multipliers as in (1.11) do not satisfy (1.12).
The second novelty of our research has been to come up with sufficient conditions

for no gap in the very common situation of initial active state constraint (see [38,
40]). In order to do so, it is not enough to add to our previous assumptions one of
the standard nondegeneracy hypotheses in the literature cited above, since we need
stronger nondegeneracy relations that remains so when we pass to the limit. We
refer the reader to Section 3.2 for a detailed discussion of this point and for the
precise statement of our appropriate nondegeneracy assumption (see Hypothesis 3.2.6
below). In particular, our second main result (see Theorem 3.2.9) can be roughly
stated as follows.

Second main result. Take a minimizer for the auxiliary optimization problem (Pa)

associated with (P ) and assume that it satisfies a suitable nondegeneracy hypothesis.
If that minimizer is a nondegenerate normal extremal for (Pa), by wich we mean that
λ > 0 for all sets of multipliers (p, λ, µ) satisfying conditions (1.5)–(1.9) and (1.12)
for (Pa), then there is no infimum gap.
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The improvement with respect to our first main result is clear, since no infimum
gap can now be deduced checking normality not among all sets of multipliers, but
only among the nondegenerate ones. In fact, as illustrated in several examples, we
will show how this second main result can be applied in order to conclude absence of
gap in situations in which normality alone is not met. Furthermore, we accompany
our main results with corollaries dealing with the controllability issue of the original
constrained control system (1.1)–(1.4) to feasible trajectories of the auxiliary problem.

Although the above stated results might appear theoretical rather than practical,
as they subsume that one is capable to calculate all sets of multipliers, in Section 5.4
we supply some sufficient conditions, expressed in terms of state constraint and target
qualification conditions, that ensure the nondegenerate normality of multipliers of the
impulsive Maximum Principle.

We briefly explain how the contents of the thesis are divided. In Chapter 2 we
present the fundamental theoretical preliminaries at the basis of the subsequent dis-
cussion. In particular, our overview covers elements of Set-valued and Nonsmooth
Analysis and topics of Optimal Control Theory, with special emphasis to the neces-
sary conditions of optimality.

Chapter 3 is the heart of the thesis, in it we state our main results concerning
sufficient conditions for no gap and controllability with reference to free end-time
optimization problems with measurable time dependence.

In Chapter 4 we adapt the above mentioned results to the case of fixed end-time
optimal control problems. Afterwards, we apply them to address the stability issue re-
garding when a minimizer for the original problem is still a minimizer for the auxiliary
one. We point out that a separate analysis of fixed end-time optimization problems is
crucial not only because many applications can be formulate in this setting, but also
due to the fact that from this case we are able to deduce enhanced gap-abnormality
relations for free end-time optimal control problems with Lipschitz continuous time
dependence, as explained more in detail at the beginning of Chapter 5.

Indeed, in Chapter 5 we first introduce a time rescaling procedure that allows us
to deal with these latter problems, so that to characterize the Hamiltonian function
almost everywhere. Then, we devote ample space to control-polynomial impulsive
optimization problems, supplying simplified hypotheses for nondegeneracy and easily
verifiable conditions guaranteeing nondegenerate normality of multipliers.
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Finally, in Chapter 6 we summarize the outcomes obtained, highlighting future
directions of investigation and drawing conclusions.
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Chapter 2

Preliminaries

The goal of this chapter is to assemble the fundamental theoretical apparatus on
which the thesis is based. This chapter is not intended to be exhaustive and many of
the results that we will state in the next sections actually hold under less restrictive
assumptions. If the readers are interested in the minimal assumptions or in a more
detailed explanation of these topics, we suggest them to look at the bibliographical
references that we will supply throughout the chapter.

2.1 Notation

Given a, b ∈ R, an integer k ≥ 1, a real number r > 0, and vectors z, w ∈ Rk we set:

• Rk
≥0 := [0,+∞[k;

• a ∨ b := max{a, b} and a ∧ b := min{a, b};

• rBk for the closed unit ball of radius r in Rk. We do not specify the dimension
when the meaning is clear.

• ∆k :=
{
γ = (γ0, . . . , γk) : γj ≥ 0 for any j = 0, . . . , k and

∑k
j=0 γ

j = 1
}
is

the k-dimensional symplex.

• |z| the Euclidean norm of z.

• 〈z, w〉 or equivalently z · w, the scalar product between z and w.
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Given a nonempty subset X ⊆ Rk, we set:

• dX : Rk → R≥0 the distance function from X;

• `(X) the Lebesgue measure of X;

• co(X) the convex hull of X, i.e. the smallest convex set in Rk that contains X;

• Int(X) the interior of X;

• X the closure of X;

• ∂X the boundary of X;

• χ
X
the characteristic function of X, namely χ

X
(z) = 1 if z ∈ X and χ

X
(z) = 0

if z ∈ Rk \X;

• for any subset Y ⊂ Rk, projYX will denote the projection of X on Y . In
particular, if X ⊆ Rk1+k2 for some natural numbers k1, k2, then projxjX will
denote the projection of X on Rkj , for j = 1, 2.

Given two nonempty subsets X1, X2 of Rk, we set:

• X1 +X2 := {z1 + z2 | z1 ∈ X1, z2 ∈ X2};

• dH(X1, X2) the Hausdorff distance between X1 and X2, that is

dH(X1, X2) := max

{
sup
z1∈X1

dX2(z1), sup
z2∈X2

dX1(z2)

}
.

Given an interval I ⊆ R and a set X ⊆ Rk, we set

• I ·X := {r z : r ∈ I, z ∈ X};

• C(I,X) the space of continuous functions from I to X;

• W 1,1(I,X) the space of absolutely continuous functions from I to X;

• M(I,X) the space of Lebesgue measurable functions from I to X;

• L1(I,X) the space of Lebesgue integrable functions from I to X;
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• L∞(I,X) the space of essentially bounded functions from I to X;

• C∗(I,X) the topological dual space of C(I,X). In view of the Riesz’s represen-
tation Theorem (see [26, Thm. 4.31]), this coincides with the space of signed
and regular measures µ : B(I)→ X (from now on we will refer to such µ simply
as measures), where B(I) denotes the set of Borel measurable subsets of I. In
particular, we set C⊕(I) := C∗(I,R≥0).

We will not specify domain and codomain when the meaning is clear and we will use
‖ · ‖L1(I), ‖ · ‖L∞(I), or also ‖ · ‖L1 , ‖ · ‖L∞ to denote the L1 and the ess-sup norm,
respectively. We recall that the induced norm ‖ · ‖C⊕(I) on C⊕(I) coincides with the
total variation, i.e. ‖µ‖C⊕(I) = µ(I) for any µ ∈ C⊕(I). Finally, given µ ∈ C∗ we
denote by spt(µ) the support of the measure µ, and we write µ-a.e. in place of “almost
everywhere with respect to µ” (when we do not specify µ we implicitly refer to the
Lebesgue measure).

2.2 Some fundamental theorems

In this section we state basic results of Mathematical Analysis that we will need
in the following. A comprehensive list of references for these results is given by
[13, 26, 49, 69].

We start with a characterization of the convex hull of a subset of Rk.

Theorem 2.2.1 (Caratheodory’s Theorem). Let K be a subset of Rk. Then it holds

co(K) =

{
k∑
j=0

γjzj : (γ0, . . . , γn) ∈ ∆k, zj ∈ K

}
.

In addition, if K is compact then co(K) is compact as well.

The last assertion of the theorem corresponds to [13, Prop. 0.5.6]. Notice that
a direct consequence of the Caratheodory’s Theorem is that for any K1, K2 ⊂ Rk it
holds

co(K1 + K2) ⊂ co(K1) + co(K2). (2.2.1)
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A similar representation formula is valid for the convex hull of the union of a collection
of convex subsets of Rk (see [13, Prop. 0.5.3]).

Proposition 2.2.2. Let Kj be a convex subset of Rk for any j = 0, . . . , n. Then one
has

co

(
n⋃
j=0

Kj

)
=

{
n∑
j=0

γjzj : (γ0, . . . , γn) ∈ ∆n, zj ∈ Kj

}
.

Let us now recall a version of the crucial Gronwall’s estimation that can be found
in [49, pp. 356-357] and the celebrated Dominated Convergence Theorem.

Theorem 2.2.3 (Gronwall’s Lemma). Take v ∈ L∞([t1, t2],R≥0) and assume that
there exist a nondecreasing function c0 ∈ L∞([t1, t2],R≥0) and c1 ∈ L1([t1, t2],R≥0)

for which it holds

v(t) ≤ c0(t) +

∫ t2

t1

c1(s)v(s) ds a.e. t ∈ [t1, t2].

Then, one has
v(t) ≤ c0(t) e

∫ t2
t1
c1(s) ds a.e. t ∈ [t1, t2].

Theorem 2.2.4 (Dominated convergence Theorem). Let (vi) ⊂ L1([t1, t2],Rk), let
v : [t1, t2]→ Rk and let c ∈ L1([t1, t2],R≥0) be such that:

(i) for any i one has |vi(t)| ≤ c(t) for a.e. t ∈ [t1, t2];

(ii) vi(t)→ v(t) for a.e. t ∈ [t1, t2].

Then v ∈ L1([t1, t2],Rk) and vi → v in L1.

The next theorem constitutes the basis of the variational approach considered in
this thesis (see Section 3.3 below).

Theorem 2.2.5 (Ekeland’s Theorem). Let (Z,d) be a complete metric space and let
Ψ : Z → R ∪ {+∞} be a lower semicontinuous function. Let r > 0 be a real number
and let z0 ∈ Z be an r2-minimizer for Ψ, i.e. Ψ(z0) ≤ inf

z∈Z
Ψ(z) + r2. Then there

exists z̄ ∈ Z that satisfies conditions (i)–(iii) below:

(i) Ψ(z̄) ≤ Ψ(z0);

(ii) d(z0, z̄) ≤ r;

(iii) Ψ(z̄) ≤ Ψ(z) + r d(z, z̄) for all z ∈ Z.
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2.2.1 Convergence of measures

In this subsection we list some preliminary results about measures. We start recalling
the notion of convergence in C∗([t1, t2],Rk) where, from now on, t1, t2 ∈ R with t1 < t2

are fixed.

Definition 2.2.6 (Weak* convergence in C∗). Given a sequence of measures (µi) ⊂
C∗([t1, t2],Rk), and µ ∈ C∗([t1, t2],Rk), we write µi ⇀∗ µ if it holds

lim
i

∫
[t1,t2]

ϕ(t)µji (dt) =

∫
[t1,t2]

ϕ(t)µj(dt), ∀ϕ ∈ C([t1, t2],R), ∀j = 1, . . . , k,

where µji denotes the j-th component of µi and µj the j-th component of µ. In this
case, we say that (µi) weakly* converges to µ.

In view of the Banach-Alaoglu’s Theorem (see [26, Thm. 3.16]) and since C([t1, t2],R)

is a separable space, we have the following result (see [26, Cor. 3.30]).

Theorem 2.2.7. Let M > 0 be a real number, and let (µi) ⊂ C⊕([t1, t2]) be such that
µi([t1, t2]) ≤ M for any i. Then there exist µ ∈ C⊕([t1, t2]) and a subsequence (µij)

of (µi) such that µij ⇀∗ µ as j →∞.

Let us conclude this subsection recalling another convergence result for measures
(see [69, Prop. 9.2.1] and [4, Prop. 1.62]).

Theorem 2.2.8. Let (µi) ⊂ C⊕([t1, t2]) and µ ∈ C⊕([t1, t2]) be such that µi ⇀∗ µ.
Let M > 0 be a real number, let (Ωi) be a sequence of closed product subsets2 of
[t1, t2]× Rk such that Ωi ⊂ MB1+n for any i, and let Ω be a closed product subset of
[t1, t2]× Rk. Assume that Ω(t) = {z ∈ Rk : (t, z) ∈ Ω} is convex for any t ∈ dom(Ω)

and suppose that3

lim sup
i→∞

Ωi ⊂ Ω ⊂MB1+n.

Finally, let (mi) be a sequence of Borel measurable functions from [t1, t2] to Rk such
that, for any i, one has

mi(t) ∈ Ωi(t) for µi-a.e. t ∈ [t1, t2].
2A is a product subset of [t1, t2] × Rk if A = X1 ×X2 with X1 ⊂ [t1, t2] and X2 ⊂ Rk. In this

case, we set dom(A) := X1 and for any t ∈ dom(A) we set A(t) := {z ∈ X2 : (t, z) ∈ A}.
3We recall that lim sup

i→∞
Ωi :=

{
(t, z) ∈ [t1, t2]× Rk : lim inf

i→∞
dΩi

(t, z) = 0
}
.
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Then, there exist a subset D of [t1, t2] with `(D) = t2 − t1 and t2 ∈ D, a Borel
measurable function m : [t1, t2]→ Rk satisfying

m(t) ∈ Ω(t) for µ-a.e. t ∈ [t1, t2],

and a subsequence (mij , µij) of (mi, µi) ⊂ C∗([t1, t2],Rk) such that

mij(t)µij(dt) ⇀
∗ m(t)µ(dt) ∈ C∗([t1, t2],Rk),∫

[0,t]

mij(t
′)µij(dt

′)→
∫

[0,t]

m(t′)µ(dt′) for all t ∈ D. (2.2.2)

2.3 Set-valued maps

In this section we present a brief introduction to the theory of set-valued maps. Our
main sources on this subject are [13, 14, 27, 69].

Given Z ⊂ Rl, a set-valued map F : Z  Rk (or, equivalently, a multifunction)
is a map that associates to any element of Z a subset of Rk. Of course, if F(z) is
a singleton for any z ∈ Z, then F turns out to be a classic function from Z to Rk.
Therefore, a set-valued map can be seen as a generalization of the usual notion of
function. A multifunction F is said to be closed [resp. convex, compact, nonempty ] if
F(z) is a closed [resp. convex, compact, nonempty] subset of Rk for any z ∈ Z. If O
is a σ-algebra on Z, F is called O-measurable if for any open set X ⊂ Rk one has

{z ∈ Z : F(z) ∩X 6= ∅} ∈ O.

When we do not specify O, we implicitly mean Lebesgue measurability. We recall
that if F is O-measurable then it is F (i.e. its closure).

We say that F is upper semicontinuous at z̄ ∈ Z if for any open set V ⊃ F(z̄)

there exists a neighborhood U of z̄ such that F(z) ⊂ V for any z ∈ U ; we say that F
is upper semicontinuous if it is so at every z ∈ Z.

Finally, we denote by Gr(F) the graph of the multifunction F, namely the subset
of Z × Rk defined by

Gr(F) := {(z, w) ∈ Z × Rk : w ∈ F(z)}.
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One might think that if F has closed graph then it is upper semicontinuous, but this
actually holds only if the codomain of F is compact (see [13, Cor. 1.1.1]).

Now we state some results about multifunctions that we will recall in the following.
We start with a theorem that ensures that the projection of a measurable function on a
closed measurable multifunction is still measurable and admits a measurable selection
(see [14, Cor. 8.2.13]). Afterwards we establish a criterion for the measurability of a
multifunction defined on a real interval (see [69, Thm. 2.3.7]).

Theorem 2.3.1. Let Z ⊂ Rl, let O be a σ-algebra on Z, let F : Z  Rk be a
closed and nonempty O-measurable set-valued map, and let f : Z → Rk be a (classic)
O-measurable function. Then the projection set-valued map defined by

ΠF(z)f(z) :=
{
w ∈ F(z) : |w − f(z)| = dF(z)(f(z))

}
is O-measurable. In particular, there exists a O-measurable selection h(z) ∈ F(z) such
that

|h(z)− f(z)| = dF(z)(f(z)) ∀z ∈ Z.

Proposition 2.3.2. Let I ⊂ R be an interval and let F : I  Rk be a closed set-valued
map. Then F is Lebesgue-measurable if and only if Gr(F) is an L ×Bk-measurable
set.

Fix T > 0 and let F : [t1, t2] × Rk  Rk be a set-valued map. A function x ∈
W 1,1([t1, t2],Rk) is called F-trajectory if it satisfies the following differential inclusion

ẋ(t) ∈ F(t, x(t)) a.e. t ∈ [t1, t2].

Theorem 2.3.3 (Filippov’s existence Theorem). Let F : [t1, t2]×Rk  Rk be a closed
and nonempty set-valued map which is L ×Bk-measurable4, let x̃ ∈ W 1,1([t1, t2],Rk)

and let ž ∈ Rk. Assume that there exists c ∈ L1([t1, t2],R≥0) for which the following
Lipschitz continuity hypothesis holds

F(t, z1) ⊂ F(t, z2) + c(t)|z1 − z2|Bn ∀z1, z2 ∈ Rk, a.e. t ∈ [t1, t2]. (2.3.1)

4L ×Bk denotes the smallest σ-algebra of [t1, t2]× Rk that contains all the sets Z1 × Z2 where
Z1 ⊂ [t1, t2] is Lebesgue measurable and Z2 ⊂ Rk is Borel measurable.
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Finally, let us suppose that

β :=

∫ t2

t1

inf{|w − ˙̃x(t)| : w ∈ F(t, x̃(t))} dt < +∞. (2.3.2)

Then, there exists an F-trajectory x fulfilling x(t1) = ž and such that

‖x− x̃‖L∞(t1,t2) ≤ |x(t1)− x̃(t1)|+
∫ t2

t1

|ẋ(t)− ˙̃x(t)| dt ≤ (|ž − x̃(t1)|+ β)e
∫ t2
t1
c(t) dt.

The following result (see [69, Thm. 2.5.3]) will be very useful in the convergence
analysis of the proof of our main result in Section 3.3.

Theorem 2.3.4 (Compactness of trajectories Theorem). Let F : [t1, t2]×Rk  Rk be
a closed, convex and nonempty set-valued map that is L ×Bk-measurable and such
that Gr(Ft) is a closed set for any t ∈ [t1, t2], where Ft : Rk  Rk is the multifunction
defined by Ft(z) := F(t, z) for any z ∈ Rk. Let (Ωi) be a sequence of Lebesgue
measurable subsets of [t1, t2] such that `(Ωi)→ t2−t1, and let (ρi) ⊂ L1([t1, t2],R≥0) be
such that ρi → 0 in L1. Finally, let (xi) ⊂ W 1,1([t1, t2],Rk) and let c ∈ L1([t1, t2],R≥0)

be such that:

(i) the sequence (xi(t1)) is bounded;

(ii) For all i one has |ẋi(t)| ≤ c(t) for a.e. t ∈ [t1, t2] (namely, the sequence (ẋi) is
uniformly integrably bounded);

(iii) one has
F(t, xi(t)) ⊂ c(t)Bk for a.e. t ∈ Ωi and for all i;

(iv) one has

ẋi(t) ∈ F(t, xi(t)) + ρi(t)Bk for a.e. t ∈ Ωi and for all i.

Then, there exist an F-trajectory x ∈ W 1,1([t1, t2],Rk) and a subsequence (xij) of (xi)
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such that, as j →∞, one has5

xij → x in L∞, ẋij ⇀ ẋ weakly in L1.

We have just seen that the convexity of a set-valued map F is a crucial requirement
for the compactness of the set of the F-trajectories, so that to play a fundamental role
in the existence of minimizers for an optimization problem as well (see Theorem 2.5.4
below). At this point, given a non-convex multifunction F : [t1, t2] × Rk  Rk one
might ask what relation occurs between the set of F-trajectories and the set of co(F)-
trajectories, where this latter set is commonly called set of relaxed F-trajectories. The
following result answers this question establishing that F-trajectories are L∞-dense
into the set of relaxed F-trajectories.

Theorem 2.3.5 (Relaxation Theorem). Let F : [t1, t2] × Rk  Rk be a closed and
nonempty set-valued map which is L × Bk-measurable. Assume that there exists
c ∈ L1([t1, t2],R≥0) for which condition (2.3.1) holds and such that

F(t, z) ⊂ c(t)Bk for any (t, z) ∈ [t1, t2]× Rk.

Let x̃ ∈ W 1,1([t1, t2],Rk) be a relaxed F-trajectory (i.e., ˙̃x(t) ∈ coF(t, x̃(t)) for a.e.
t ∈ [t1, t2]) and let ε > 0 be a real number. Then there exists an F-trajectory x ∈
W 1,1([t1, t2],Rk) with x(t1) = x̃(t1) that satisfies

‖x− x̃‖L∞([t1,t2]) ≤ ε.

2.4 Nonsmooth Analysis

In this section we summarize some basic constructs and fundamental results of Non-
smooth Analysis, a branch of Mathematical Analysis that aims to extend to a non-
smooth setting classic notions that are usually reserved to smooth objects. For in-
stance, the concept of derivative usually involves C1 functions, but in this section we
provide a suitable generalized definition that applies to lower semicontinuous func-

5We recall that a sequence of functions (hi) ⊂ L1([t1, t2],Rk) converges weakly in L1 to h ∈
L1([t1, t2],Rk) if

∫ t2
t1
〈hi(t), ϕ(t)〉dt→

∫ t2
t1
〈h(t), ϕ(t)〉dt for any ϕ ∈ L∞([t1, t2],Rk).
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tions in such a way that standard results (e.g. necessary conditions for minimizers or
the Lagrange multipliers rule) still hold with minor changes.

Our main references for these topics are [27, 30, 69].

2.4.1 Normal cones

First of all, we recall that a subset K ⊆ Rk is said to be a cone if cw ∈ K for any
c > 0, whenever w ∈ K. A cone K ⊆ Rk is said to be pointed if it contains no straight
line, namely, if w, −w ∈ K implies that w = 0.

Definition 2.4.1. Take a closed set C ⊆ Rk and a point z̄ ∈ C. The proximal normal
cone NP

C (z̄) of C at z̄ is defined as

NP
C (z̄) :=

{
ξ ∈ Rk : ∃M > 0 such that 〈ξ, z − z̄〉 ≤M |z − z̄|2 ∀z ∈ C

}
.

The limiting normal cone NC(z̄) of C at z̄ is given by

NC(z̄) :=
{
ξ ∈ Rk : ∃zi

C→ z̄, ξi → ξ such that ξi ∈ NP
C (zi) ∀i

}
,

in which the notation zi
C−→ z̄ is used to indicate that all points in the converging

sequence (zi) lay in C.

In general, NP
C (z̄) ⊆ NC(z̄) and NP

C (z̄) is a convex set. It is possible to prove that
if z̄ ∈ Int(C) then NP

C (z̄) = NC(z̄) = {0}, while if z̄ ∈ ∂C then NC(z̄) contains nonzero
vectors. Similarly, N{z̄}(z̄) = Rk and in the case there exist closed subset C1 and C2

such that C = C1 × C2 and z̄ = (x̄, ȳ) ∈ C1 × C2, then

NC1×C2(x̄, ȳ) = NC1(x̄)×NC2(ȳ).

Now we state two important properties of the nonsmooth normal cones defined
above. The former gives a useful geometrical interpretation of NP

C (z̄), relating it with
the set of points in Rk \ C such that z̄ is their closest point in C (with respect to the
usual Euclidean norm). The latter underlines the robustness of NC(z̄) in the passage
to the limit.
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Proposition 2.4.2. Take a closed set C ⊂ Rk, a point z̄ ∈ C and a vector ξ ∈ Rk.
Then one has:

(i) ξ ∈ NP
C (z̄) if and only if there exist a point z ∈ Rk and a real number r > 0

such that

|z − z̄| = min{|z − y| : y ∈ C} and ξ = r(z − z̄).

(ii) If zi
C→ z̄, ξi → ξ and ξi ∈ NC(zi) for any i, then ξ ∈ NC(z̄). Namely the

set-valued map that associates to every point in C its limiting normal cone has
closed graph.

2.4.2 Subdifferentials

In this subsection we collect all definitions and properties of the generalized gradients
of lower semicontinuous functions that we will consider from now on.

Definition 2.4.3. Take a lower semicontinuous function g : Rk → R and a point
z̄ ∈ Rk, the proximal subdifferential ∂Pg(z̄) of g at z̄ is defined as

∂Pg(z̄) :=
{
ξ ∈ Rk : ∃M, ε > 0 such that 〈ξ, z − z̄〉 ≤ g(z)− g(z̄) +M |z − z̄|2

∀z satisfying |z − z̄| ≤ ε
}
.

The limiting subdifferential of g at z̄ is given by

∂g(z̄) :=
{
ξ : ∃ξi → ξ, zi → z̄ such that ξi ∈ ∂Pg(zi) ∀i

}
.

If g is lower semicontinuous then the set of points with nonempty proximal sub-
differential is dense in Rk (see [30, Thm. 3.1]), so that the definition of limiting
subdifferential is well posed. One might think that if g ∈ C1, then ∂Pg = ∂g and
they coincide with the classic gradient operator. Actually, this is granted only for C2

functions (see [30, Cor. 1.2.6]).
We can give a geometrical interpretation to ∂Pg(z̄): it is the set of slopes of

paraboloids with vertex in z̄ and laying below the graph of g. Incidentally, there is
an equivalent formulation of the subdifferentials defined above in terms of the normal
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cones of the previous subsection. Indeed, it holds

∂Pg(z̄) = {ξ ∈ Rk : (ξ,−1) ∈ NP
epi(g)(z̄, g(z̄))},

∂g(z̄) = {ξ ∈ Rk : (ξ,−1) ∈ Nepi(g)(z̄, g(z̄))},

where epi(g) := {(z, w) ∈ Rk × R : w ≥ g(z)} is the epigraph of g. In view of the
above representation, and thanks to Proposition 2.4.2 it is straightforward that the
set-valued map that associates to each point in Rk the limiting subdifferential of g
at that point has closed graph. We point out that, in the case k = k1 + k2 and
z̄ = (x̄, ȳ) ∈ Rk1 × Rk2 , we write ∂xg(x̄, ȳ), ∂yg(x̄, ȳ) to denote the partial limiting
subdifferential of g at (x̄, ȳ) with respect to x, y, respectively.

The next proposition provides the main tools of subdifferential calculus.

Proposition 2.4.4. Let gj : Rk → R be a lower semicontinuous function for any
j = 0, . . . , l and let z̄ ∈ Rk. Then one has:

(i) ∂

(
l∑

j=0

gj

)
(z̄) ⊂

l∑
j=0

∂gj(z̄);

(ii) ∂
(

max
j=0,...,l

gj

)
(z̄) ⊂

{
l∑

j=0

ςj∂gj(z̄) : (ς0, . . . , ς l) ∈ ∆l

}
.

2.4.3 Lipschitz continuous functions

When g : Rk → R is a Lipschitz continuous function, it is possible to define new gen-
eralized gradients that enjoy further powerful properties, useful for the next chapters.

Definition 2.4.5. Given a locally Lipschitz continuous function g : Rk → R and
z̄ ∈ Rk, the reachable hybrid subdifferential of g at z̄ is defined as

∂∗>g(z̄) := {ξ : ∃(zi) ⊂ diff(g) \ {z̄} such that zi → z̄, g(zi) > 0 ∀i, ∇g(zi)→ ξ} ,

while the reachable gradient of g at z̄ is given by

∂∗g(z̄) := {ξ : ∃(zi) ⊂ diff(g) \ {z̄} such that zi → z̄ and ∇g(zi)→ ξ}
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where diff(g) denotes the set of differentiability points of g and ∇g denotes the usual
gradient operator. Finally, we refer to ∂>g(x̄) := co ∂∗>g(x̄) as the hybrid subdiffer-
ential.

Notice that the previous subdifferentials are well defined, since diff(g) is a dense
set in Rk, in view of the Lipschitz continuity of g. It is clear that ∂∗>g(z̄) ⊂ ∂∗g(z̄)

and, in the case k = k1 + k2 and z̄ = (x̄, ȳ) ∈ Rk1 ×Rk2 , we write ∂>x g(x̄, ȳ), ∂>y g(x̄, ȳ)

[resp. ∂∗xg(x̄, ȳ), ∂∗yg(x̄, ȳ)] to denote the partial hybrid subdifferential [resp. the partial
reachable gradient] of g at (x̄, ȳ) with respect to x, y, respectively.

The following proposition establishes a link between the reachable gradient and the
limiting subdifferential of a Lipschitz continuous function. In particular, the second
part of the statement is a consequence of [69, Prop. 4.7.1, Thm. 5.3.1].

Theorem 2.4.6. If g : Rk → R is locally Lipschitz continuous, then the set-valued
map that associates to each point in Rk the reachable gradient of g at that point is
nonempty, closed and upper semicontinuous. Moreover, it holds

co ∂∗g(z̄) = co ∂g(z̄) ⊂ LBk ∀z̄ ∈ Rk, (2.4.1)

where L > 0 is the Lipschitz constant of g in a neighborhood of z̄. Furthermore, if
k = k1 + k2 and z̄ = (x̄, ȳ) ∈ Rk1 × Rk2, then one has

∂xg(x̄, ȳ) = {ξ1 ∈ Rk1 : ∃ξ2 ∈ Rk2 such that (ξ1, ξ2) ∈ ∂g(x̄, ȳ)}. (2.4.2)

Let us now recall a crucial mean value inequality and some useful properties of
the distance function.

Theorem 2.4.7 (Lebourg’s Theorem). Let g : Rk → R be locally Lipschitz continuous
and let z1, z2 ∈ Rk. Then, there exists ẑ ∈ {sz1+(1−s)z2 : s ∈ [0, 1]} and ξ ∈ co ∂g(ẑ)

such that
g(z2)− g(z1) = 〈ξ, z2 − z1〉.

Proposition 2.4.8. Let C ⊂ Rk be closed, then the distance function dC : Rk → R≥0

is Lipschitz continuous with Lipschitz constant equal to 1. Moreover, it holds

∂dC(z) = NC(z) ∩ Bk ∀z ∈ C,

31



CHAPTER 2. PRELIMINARIES

and for any z ∈ Rk \ C one has

|ξ| = 1 ∀ξ ∈ ∂dC(z).

We conclude this subsection extending some of the notions presented so far to
multivariate functions. Given a locally Lipschitz continuous function G : Rk → Rl

and z̄ ∈ Rk, we write DG(z̄) to denote the Clarke generalized Jacobian, defined as

DG(z̄) := co {ξ : ∃(zi) ⊂ diff(G) \ {z̄} s.t. zi → z̄ and ∇G(zi)→ ξ} ,

where now ∇G denotes the classical Jacobian matrix of G.

We notice that when l = 1 one has DG = co ∂G and that it holds (see [30, Ex.
3.3.10])

p ·DG(x) = co ∂(p ·G)(x) for all (p, x) ∈ Rl × Rk. (2.4.3)

Once again, if k = k1 + k2 and z̄ = (x̄, ȳ) ∈ Rk1 × Rk2 , then DxG(x̄, ȳ), DyG(x̄, ȳ)

denote the partial Clarke generalized Jacobian of G at (x̄, ȳ) with respect to x, y,
respectively.

2.5 Optimal Control Theory

Taking account of the theory developed in the previous sections, we are now able to
offer a short, but comprehensive, introduction to Optimal Control Theory. We start
dealing with control systems, addressing in particular the question of existence of
solutions and that of the continuity of the input-output map. The second subsection
is devoted to the problem of existence of minimizers for optimal control problems.
Finally, we conclude announcing the most celebrated set of necessary conditions for
minimizers of optimization problems, namely the Pontryagin’s Maximum Principle.
A general list of references for these topics is given by [16, 20, 27, 69, 77].
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2.5.1 Control systems

Let A : [t1, t2]  Rl be a nonempty set-valued map, and let A([t1, t2]) be the set of
measurable selections of A , namely

A([t1, t2]) := {α ∈M([t1, t2],Rl) : α(t) ∈ A (t) for a.e. t ∈ [t1, t2]}.

Given a vector-valued function F : R × Rk × Rl → Rk, we consider the following
dynamical system ẋ(t) = F (t, x(t), α(t)) a.e. t ∈ [t1, t2],

α ∈ A([t1, t2]).
(2.5.1)

We refer toA([t1, t2]) as control set, and to elements α ofA([t1, t2]) as control functions,
or simply controls. Accordingly, a dynamical system as in (2.5.1) is called control
system and the differential equation governing a control system is called controlled
differential equation.

We will refer to a pair (α, x) ∈ M([t1, t2],Rl) × W 1,1([t1, t2],Rk) as process if it
satisfies the constraints in (2.5.1). In this case, we will refer to x as trajectory. Let
VelF : [t1, t2]× Rk  Rk be the set-valued map of the velocities defined by

VelF (t, z) := {F (t, z, a) : a ∈ A (t)} ∀(t, z) ∈ [t1, t2]× Rk.

Under mild assumptions, the set of trajectories to (2.5.1) coincides with the set of
VelF -trajectories (see [69, Thm. 2.3.13]).

Theorem 2.5.1 (Filippov’s selection Theorem). Assume that Gr(A ) is an L ×Bk-
measurable set. Moreover, suppose that for any z ∈ Rk the function [t1, t2] × Rl 3
(t, a) 7→ F (t, z, a) is L × Bm-measurable and that for any (t, a) ∈ [t1, t2] × Rl the
function Rk 3 z 7→ F (t, z, a) is continuous. Then there is a one-to-one correspondence
between the set of VelF -trajectories and the set of trajectories for (2.5.1). Namely,
one has:

(i) if x is an VelF -trajectory, then there exists α ∈ A([t1, t2]) such that (α, x) is a
process for (2.5.1);
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(ii) viceversa, if (α, x) is a process for (2.5.1), then x is an VelF -trajectory.

Now we state a theorem of existence of solutions to (2.5.1), together with the
continuity of the input-output map property.

Theorem 2.5.2. Assume that A and F satisfy the same assumptions as in Theorem
2.5.1. Moreover, suppose that there exists c ∈ L1([t1, t2],R≥0) such that

|F (t, z, a)| ≤ c(t) ∀ t ∈ [t1, t2], z ∈ Rk, a ∈ A (t),

|F (t, z1, a)− F (t, z2, a)| ≤ c(t)|z1 − z2| ∀ t ∈ [t1, t2], z1, z2 ∈ Rk, a ∈ A (t).
(2.5.2)

Then, for any ž ∈ Rk and any α ∈ A([t1, t2]) there exists exactly one function x ∈
W 1,1([t1, t2],Rk) with x(t1) = ž such that (α, x) is a process for (2.5.1). We will
denote by x[ž, α] such function. In addition, assume that there exist a compact subset
A ⊂ Rl such that A (t) ⊂ A for any t ∈ [t1, t2] and a continuous increasing function
ρ : R≥0 → R≥0 with ρ(0) = 0 that fulfills

|F (t, z, a1)− F (t, z, a2)| ≤ ρ(|a1 − a2|) ∀(t, z, a1), (t, z, a2) ∈ [t1, t2]× Rk × A.
(2.5.3)

Then for any sequence (αi) ⊂ A([t1, t2]) such that αi → α in L1 and for any sequence
(zi) ⊂ Rk such that zi → ž, one has that x[zi, αi]→ x[ž, α] in L∞. Namely, the input-
output map (ž, α) 7→ x[ž, α] is continuous if the space of initial states is endowed
with the Euclidean norm, the space of controls with the L1-norm and the space of
trajectories with the L∞-norm.

Proof. The first assertion follows by Theorem 2.3.3 applied to the function F(t, z) :=

{F (t, z, α(t))}, since the first condition in (2.5.2) implies (2.3.2), while the second one
implies (2.3.1) (this latter, for any x̃ ∈ W 1,1).

The second statement is not completely trivial, hence we provide some hints.
Consider a subsequence (αij) of (αi), then there exists a subsequence (αijl ) of (αij)

such that αijl (t) → α(t) for a.e. t ∈ [t1, t2], as l → ∞. Set xijl := x[zijl , αijl ] and
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x := x[ž, α], so that one has

|x(t)− xijl (t)| ≤ |zijl − ž|+
∫ t

t1

|F (s, x(s), α(s))− F (s, xijl (s), αijl (s))| ds

≤ |zijl − ž|+
∫ t

t1

c(s)|x(s)− xijl (s)| ds+

∫ t

t1

ρ(|α(s)− αijl (s)|) ds.

where in the last step we have added and subtracted F (s, xijl (s), α(s)). Since the
right hand side of the above inequality is a nondecreasing function of t, it follows

‖x− xijl‖L∞(t1,t) ≤ |zijl − ž|+
∫ t

t1

c(s)‖x− xijl‖L∞(t1,s) ds+

∫ t

t1

ρ(|α(s)− αijl (s)|) ds.

By applying the Gronwall’s Lemma 2.2.3 to the function t 7→ ‖x − xijl‖L∞(t1,t) one
obtains

‖x− xijl‖L∞(t1,t2) ≤
(
|zijl − ž|+

∫ t2

t1

ρ(|α(t)− αijl (t)|) dt
)
e
∫ t2
t1
c(t) dt.

Now
∫ t2

t1

ρ(|α(t) − αijl (t)|) dt → 0 by the Dominated convergence Theorem 2.2.4, so

that the conclusion follows by the arbitrariness of the first subsequence (αij).

Remark 2.5.3. The input-output map can be made Lipschitz continuous with respect
to the controls without requiring (2.5.3), but endowing the set of controls with the so
called “Ekeland distance” dA in place of the L1-norm (see for instance [20, Sec. 3.2]),
where

dA(α, α′) := `({t ∈ [t1, t2] : α(t) 6= α′(t)}) ∀α, α′ ∈ A([t1, t2]).

We conclude this subsection introducing the following relaxed control system.
ẋ(t) =

∑k
j=0 γ

j(t)F (t, x(t), αj(t)) a.e. t ∈ [t1, t2],

(γ0(t), . . . , γk(t)) ∈ ∆k a.e. t ∈ [t1, t2],

(α0, . . . , αk) ∈ Ak+1([t1, t2]).

(2.5.4)

In view of the Caratheodory’s Theorem 2.2.1, the Relaxation Theorem 2.3.5 and
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the Filippov’s selection Theorem 2.5.1, it is straightforward that the set of trajectories
to control system (2.5.1) is dense in the set of trajectories to the relaxed control system
(2.5.4).

We recall that the relaxation via convexification is equivalent to an extension
in measure of the control system, where the new set of control is composed by the
probability measures on the ordinary control set (see [16, 77]).

2.5.2 Existence of minimizers

We have previously introduced Control Theory emphasizing that control functions
are chosen by an external agent in order to reach some preassigned goal. Classic
purposes for a controller might be to steer the system from one state to another
one, or to optimize a given performance criterion. In the first case one is interested
in Stabilizability Theory (see for instance the monographs [18, 30] and the articles
[29, 36]), in the second case in Optimal Control Theory, subject of this thesis.

The goal of this subsection is to provide a sufficient condition for the existence
of minimizers of an optimal control problem, which is very important in order to
motivate the particular extensions of optimization problems that we will consider in
the next chapters. A classic example of optimal control problem is given by

(P )



Minimize Φ(t1, x(t1), t2, x(t2)) +
∫ t2
t1

L(t, x(t), α(t)) dt

over (t1, t2, α, x) ∈ R× R×M([t1, t2],Rl)×W 1,1([t1, t2],Rk) satisfying

ẋ(t) = F (t, x(t), α(t)) a.e. t ∈ [t1, t2],

α(t) ∈ A (t) a.e. t ∈ [t1, t2],

(t1, x(t1), t2, x(t2)) ∈ C,

ψ(t, x(t)) ≤ 0 ∀t ∈ [t1, t2].

The data comprise functions Φ : R1+k+1+k → R, L : R1+k+m → R, F : R × Rk ×
Rl → Rk and ψ : R1+k → R, a set-valued map A : R  Rl and a set C ⊂ R1+k+1+k.
We say that (t̄1, t̄2, ᾱ, x̄) is a feasible process if it satisfies all the constraints in (P ).
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Moreover, a feasible process is said to be a minimizer if

Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) +

∫ t̄2

t̄1

L(t, x̄(t), ᾱ(t)) dt

≤ Φ(t1, x(t1), t2, x(t2)) +

∫ t2

t1

L(t, x(t), α(t)) dt

for any feasible process (t1, t2, α, x).

We are now ready for our existence theorem in the simpler case L ≡ 0. If the
reader is interested to understand how the result modifies for nonzero lagrangian, we
suggest him to browse [20, Sec. 5.2].

Theorem 2.5.4. Let A be a compact multifunction, let Gr(A ) be an L × Bl-
measurable set, let L ≡ 0, let Φ : R1+k+1+k → R be lower semicontinuous, let C

be a closed subset of R1+k+1+k such that proj(t1,x1,t2)C is bounded, and let ψ be Lip-
schitz continuous in the state variable, uniformly with respect to the time variable.
Assume that for any (z, a) ∈ Rk × Rl the function R 3 t 7→ F (t, z, a) is Lebesgue
measurable and that for any t ∈ R the function Rk × Rl 3 (z, a) 7→ F (t, z, a) is con-
tinuous. Moreover, suppose that the set-valued map of the velocities VelF is convex
and that there exists C ∈ L1(R,R≥0) satisfying

|F (t, z, a)| ≤ C(t)(1 + |z|) for any (t, z, a) ∈ R1+k+m. (2.5.5)

Then, if there exists at least one feasible process, the optimization problem (P ) admits
a minimizer.

The above result can be easily proven with a standard extraction of subsequence
argument that relies on Theorem 2.3.4. Indeed, the continuity of F with respect to
the control variable a together with the compactness of A implies that VelF is closed,
while the particular bound (2.5.5) allows the application of the Gronwall’s Lemma
2.2.3 in order to deduce that any minimizing sequence fulfills conditions (ii)-(iii) in
the statement of Theorem 2.3.4. Finally the boundedness of projx1

C implies that also
condition (i) is met, while the boundedness of proj(t1,t2)C implies that all trajectories
of the minimizing sequence can be defined by constant extrapolation in a common
compact interval [t̄1, t̄2]. The other hypotheses permit to deduce that the extraction
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argument produces a minimizer.

2.5.3 A nonsmooth Pontryagin’s Maximum Principle

In this subsection we announce the necessary conditions of optimality for a state
constrained free end-time optimal control problem with measurable time dependence.
This result has been stated for the first time in [46] in a differential inclusions setting
and assuming that the state constraint is inactive at the optimal end-times (see also
[46, 74]), and it was eventually improved in [67] with the removal of that demanding
assumption. To this aim, we first need to introduce a set-valued map that can be seen
as the generalization of the point evaluation of a continuous function.

Definition 2.5.5. Given an open interval I ⊂ R, an essentially bounded function
g : I → R and a point t̄ ∈ I, the essential value of g at t̄ is the set

ess
t→t̄

g(t) :=

[
lim
δ↓0

(
ess inf
t∈[t̄−δ,t̄+δ̄]

g(t)

)
, lim
δ↓0

(
ess sup
t∈[t̄−δ,t̄+δ̄]

g(t)

)]
,

where “ess inf” and “ess sup” denote the essential infimum and the essential supremum,
respectively.

It is immediate to see that if g has left and right limits g(t̄−) and g(t̄+), then
ess
t→t̄

g(t) = [g(t̄−) ∧ g(t̄+), g(t̄−) ∨ g(t̄+)]. As a consequence, if g is continuous at t̄,

then ess
t→t̄

g(t) = {g(t̄)}. In the following proposition we provide a stability property of

the essential values (see [69, Prop. 8.3.2]).

Proposition 2.5.6. Let I ⊂ R be an open interval, let Z ⊂ Rk, let g : I × Z → R
and let (t̄, z̄, ξ̄) ∈ I × Z × R. Assume that for any z ∈ Z the function I 3 t 7→ g(t, z)

is essentially bounded and that the function Z 3 z 7→ g(t, z) is continuous, uniformly
with respect to t ∈ I. Then, if (zi) ⊂ Z, (ti) ⊂ I and (ξi) ⊂ R are such that zi → z̄,
ti → t̄, ξi → ξ̄ and ξi ∈ ess

t→ti
g(t, zi) for any i, then one has ξ̄ ∈ ess

t→t̄
g(t, z̄).

Before stating the Pontryagin’s Maximum Principle, we introduce the unmaxi-
mized Hamiltonian defined by

Hλ(t, z, p, a) := p · F (t, z, a)− λL(t, z, a) ∀(t, z, p, a) ∈ R1+k+k+l and ∀λ ≥ 0.
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Theorem 2.5.7 (Nonsmooth Maximum Principle). Suppose that C is a closed set, Φ

is locally Lipschitz continuous and Gr(A ) is an L ×Bl-measurable set. Assume that
ψ is continuous and that there exists L

ψ
> 0 such that

|ψ(t, z1)− ψ(t, z2)| ≤ L
ψ
|z1 − z2| ∀(t, z1), (t, z2) ∈ R× Rk.

Moreover, suppose that for any z ∈ Rk the function R×Rl 3 (t, a) 7→ (L, F )(t, x, a) is
L ×Bl-measurable, that for any (t, a) ∈ R×Rl the function Rk 3 x 7→ (L, F )(t, x, a)

is continuous and that there exists c ∈ L1(R,R≥0) such that

|(L, F )(t, z, a)| ≤ c(t) ∀(t, z, a) ∈ R1+k+l,

|(L, F )(t, z1, a)− (L, F )(t, z2, a)| ≤ c(t) ∀(t, z1, a), (t, z2, a) ∈ R1+k+l.

Let (t̄1, t̄2, ᾱ, x̄) be a minimizer for (P ). Then there exist a path p ∈ W 1,1([t̄1, t̄2],Rk),
numbers h1, h2 ∈ R, λ ≥ 0, β1 ≥ 0, β2 ≥ 0, a measure µ ∈ C⊕([t̄1, t̄2]), and a Borel
measurable and µ-integrable function m : [t̄1, t̄2]→ Rk, such that:

‖p‖L∞([t̄1,t̄2]) + µ([t̄1, t̄2]) + β1 + β2 + λ 6= 0;

−ṗ(t) ∈ co ∂xHλ(t, x̄(t), q(t), α(t)) a.e. t ∈ [t̄1, t̄2];

(−h1, p(t̄1), h2,−q(t̄2)) ∈ λ∂Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2))

+NC(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) + β1∂ψ(t̄1, x̄(t̄1))× β2∂ψ(t̄2, x̄(t̄2));
(2.5.6)

hj ∈ ess
t→t̄j

(
max
a∈A (t)

Hλ(t, x̄(t̄j), a, q(t̄j))
)

for j = 1, 2; (2.5.7)

Hλ(t, x̄(t), q(t), ᾱ(t)) = max
a∈A (t)

Hλ(t, x̄(t), q(t), a) a.e. t ∈ [t̄1, t̄2];

m(t) ∈ ∂>x ψ (t, x̄(t)) µ-a.e. t ∈ [t̄1, t̄2];

spt(µ) ⊆ {t ∈ [t̄1, t̄2] : ψ (t, x̄(t)) = 0},

where q : [t̄1, t̄2]→ Rk is defined by

q(t) :=

p(t) +
∫

[t̄1,t[
m(t′)µ(dt′) t ∈ [t̄1, t̄2[,

p(t̄2) +
∫

[t̄1,t̄2]
m(t′)µ(dt′) t = t̄2.
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Furthermore, for j ∈ {1, 2}, βj = 0 if either ψ(t̄j, x̄(t̄j)) < 0 or the tj-component of
the endpoint constraint set C is the single point {t̄j}.

Theorem 2.5.7 holds even for local notions of minimizer, in particular for that we
will introduce in the next chapter (see Definition 3.0.3).

Moreover, in view of the last statement, Theorem 2.5.7 applies also to fixed end-
time problems, i.e. when proj(t1,t2)C = {t̄1} × {t̄2} for some t̄1, t̄2 ∈ R, t̄1 < t̄2. In
this case, condition (2.5.7) are of no longer use, since in the transversality condition
(2.5.6) one has N{t̄j}(t̄j) = R for j = 1, 2.
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Free end-time problems with
measurable time dependence

For any pair t1, t2 ∈ R, t1 < t2, consider the original control system ẋ(t) = F(t, x(t), ω(t), u(t)),

ω(t) ∈ V (t), u(t) ∈ U (t),
a.e. t ∈ [t1, t2] (3.0.1)

and the state and endpoint constraints

ψ(t, x(t)) ≤ 0 ∀t ∈ [t1, t2], (t1, x(t1), t2, x(t2)) ∈ C. (3.0.2)

The data comprise the functions F : R1+n+m+q → Rn, ψ : R1+n → R, the closed set
C ⊂ R1+n+1+n, and the set-valued maps U : R  Rq, V : R  Rm, where U takes
as values compact sets while the values of V are bounded but not necessarily closed
sets. Generic elements of the domain of F will be denoted by (t, z, w, v).

In order to introduce the precise concepts of strict sense, extended and relaxed
extended process, for any pair t1, t2 ∈ R, t1 < t2, we set

U([t1, t2]) := {u ∈M([t1, t2];Rq) : u(t) ∈ U (t) a.e. t ∈ [t1, t2]},
V([t1, t2]) := {ω ∈M([t1, t2];Rm) : ω(t) ∈ V (t) a.e. t ∈ [t1, t2]},
W([t1, t2]) := {ω ∈M([t1, t2];Rm) : ω(t) ∈ V (t) a.e. t ∈ [t1, t2]},
Γ([t1, t2]) := M([t1, t2]; ∆n).
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DEPENDENCE

Definition 3.0.1. We refer to any element (t1, t2, ω, u, x) with t1 < t2, controls ω ∈
W([t1, t2]), u ∈ U([t1, t2]), and trajectory x ∈ W 1,1([t1, t2];Rn) that satisfies

ẋ(t) = F(t, x(t), ω(t), u(t)) a.e. t ∈ [t1, t2],

as extended process. An extended process (t1, t2, ω, u, x) is called a strict sense process
if ω ∈ V([t1, t2]). A strict sense or extended process is feasible when it fulfills (3.0.2),
namely, if ψ(t, x(t)) ≤ 0 for all t ∈ [t1, t2] and (t1, x(t1), t2, x(t2)) ∈ C.

We define relaxed (extended) process any element (t1, t2, ω, u, γ, x), where t1 < t2,
ω ∈W1+n([t1, t2]), u ∈ U1+n([t1, t2]), γ ∈ Γ([t1, t2]), and x ∈ W 1,1([t1, t2];Rn) satisfies

ẋ(t) =
n∑
j=0

γj(t)F(t, x(t), ωj(t), uj(t)) a.e. t ∈ [t1, t2]. (3.0.3)

A relaxed process is feasible when it satisfies (3.0.2). We will use Σ, Σe, and Σr

to denote the subsets of feasible strict sense, feasible extended, and feasible relaxed
extended processes, respectively.

Remark 3.0.2. We do observe that we can identify any extended process (t1, t2, ω, u, x)

with the relaxed process (t1, t2, ω, u, γ, x) having ω = (ω, . . . , ω), u = (u, . . . , u) and
γ = (1 + n)−1(1, . . . , 1). As a consequence, we get Σ ⊆ Σe ⊆ Σr.

Since we are interested in local properties, we introduce a concept of distance
between trajectories, including left and right endpoints. Precisely, for all (t1, t2, x),
(t′1, t

′
2, x
′) with t1 < t2, t′1 < t′2, and x : [t1, t2] → Rn, x′ : [t′1, t

′
2] → Rn continuous

functions, we define the distance

d∞
(
(t1, t2, x), (t′1, t

′
2, x
′)
)

:= |t1 − t′1|+ |t2 − t′2|+ ‖x̃− x̃′‖L∞(R), (3.0.4)

where x̃ : R → Rn denotes the extension of the function x obtained by setting
x̃(t) := x(t1) for all t < t1 and x̃(t) := x(t2) for all t > t2.

We now define local notions of minimum, infimum gap, and controllability.

Definition 3.0.3. Let Σ̃ ∈ {Σ,Σe,Σr}. Given a continuous function Φ : R1+n+1+n →
R, a process Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) ∈ Σ̃ is called a local Φ-minimizer for problem (P

Σ̃
)
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if, for some δ > 0, one has

Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) = min
{

Φ(t1, x(t1), t2, x(t2)) : (t1, t2, ω, u, γ, x) ∈ Σ̃,

d∞((t1, t2, x), (t̄1, t̄2, x̄)) < δ
}
.

The process Z ∈ Σ̃ is a (global) Φ-minimizer for problem (P
Σ̃
) if

Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) = min
Σ̃

Φ(t1, x(t1), t2, x(t2)).

Definition 3.0.4. Let Φ : R1+n+1+n → R be a continuous function. Fix Z :=

(t̄1, t̄2, ω̄, ū, γ̄, x̄) ∈ Σr. We say that at Z there is a local Φ-infimum gap if, for some
δ > 0,

Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) < inf
{

Φ(t1, x(t1), t2, x(t2)) : (t1, t2, ω, u, x) ∈ Σ,

d∞
(
(t1, t2, x), (t̄1, t̄2, x̄)

)
< δ
}
.6

(3.0.5)

Definition 3.0.5. Let us fix a process Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) ∈ Σr. We call Z isolated
if, for some δ > 0,{

(t1, t2, ω, u, x) ∈ Σ : d∞
(
(t1, t2, x), (t̄1, t̄2, x̄)

)
< δ
}

= ∅.

We say that the constrained control system (3.0.1)-(3.0.2) is controllable to Z if Z
is not isolated, that is, for any ε > 0 there is some (t1, t2, ω, u, x) ∈ Σ such that
d∞
(
(t1, t2, x), (t̄1, t̄2, x̄)

)
< ε7.

The notion of local infimum gap is a purely dynamical property, independent of
the cost function Φ. Precisely, it turns out to be equivalent to the topological property
of isolation.

Proposition 3.0.6. Given a feasible relaxed process Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄), the fol-
lowing properties are equivalent:

6As customary, when the set is empty we set the infimum equal to +∞.
7We point out that the definitions of isolation and controllability could be given for arcs y :

[t1, t2]→ Rn that are not necessarily feasible relaxed processes.
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(i) Z is isolated;

(ii) for every continuous function Φ, at Z there is a local Φ-infimum gap;

(iii) given a continuous function Φ, at Z there is a local Φ-infimum gap.

Proof. The implication (i)⇒(ii) is immediate, since if Z is isolated, then the right-
hand-side in (3.0.5) is equal to +∞. Also the fact that (ii)⇒(iii) is obvious. It remains
only to show that (iii)⇒(i). Assume by contradiction that (iii) holds true but Z is not
isolated. Then, for some δ > 0 as in Definition 3.0.4 and any sequence (εi)i ⊂]0, δ[,
εi ↓ 0, there exists a sequence of feasible strict sense processes (t1i , t2i , ωi, ui, xi) ∈ Σ

such that d∞
(
(t1i , t2i , xi), (t̄1, t̄2, x̄)

)
< εi < δ, so that

Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) ≤ inf
{

Φ(t1, x(t1), t2, x(t2)) : (t1, t2, ω, u, x) ∈ Σ,

d∞
(
(t1, t2, x), (t̄1, t̄2, x̄)

)
< δ
}
− η ≤ Φ(t1i , xi(t1i), t2i , xi(t2i))− η,

for some η > 0. As i → +∞, we get the desired contradiction and the proof is
complete.

From Proposition 3.0.6 it follows that having a local Φ-infimum gap at Z is inde-
pendent of the choice of Φ. For this reason, in the following we simply say that at Z
there is a local infimum gap.

From now on, we consider two related problems: (i) find necessary conditions to
have at a feasible relaxed process Z a local infimum gap; (ii) determine sufficient con-
trollability conditions for the original constrained control system to a feasible relaxed
process Z. Note that, even when the set of strict sense processes is d∞-dense in the
set of relaxed processes, a local infimum gap may occur. Indeed, the presence of con-
straints might imply that there does not exist any sequence of feasible approximating
strict sense processes.

As a first main result, we prove that, if a local infimum gap occurs at a feasible
relaxed process Z, then the free end-time, constrained, nonsmooth version of the
Maximum Principle is valid in abnormal form – i.e., with zero cost multiplier – at
Z. We derive as corollaries that: normality of multipliers – i.e., all sets of multipliers
with cost multiplier 6= 0 – guarantees the absence of gap, and non-existence of non
trivial – i.e., not identically zero – abnormal multipliers implies controllability.
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However, when the state constraint is active at the initial point, a situation which
is difficult to exclude a priori, it is well known that there can always be degenerate
multipliers, with zero cost multiplier. In this case, a normality test for gap avoidance
becomes useless, unless only nondegenerate multipliers can be considered. This is the
question we address in Section 3.2. Here, under some additional constraint qualifi-
cation conditions, we prove that, if there is a local infimum gap at a feasible relaxed
process, then Z is nondegenerate abnormal, that is, abnormal for a nondegenerate
version of the Maximum Principle considered above.

Controllability of a control system to a reference trajectory, which might not solve
the original system, and occurrence of infimum gaps, when the original class of pro-
cesses is extended in order to achieve existence of minimizers, are largely investigated
issues. In particular, links between these properties and normality of multipliers in
the Maximum Principle have been established since the early works [76, 78, 79, 45],
up to the more recent results [60, 61, 58, 59, 37, 38, 39].

The novelties of our results lie, on the one hand, into the generality of the ex-
tension, which includes as particular cases both the convex relaxation investigated in
[60, 61] and the impulsive extension treated in [58, 37], allowing for measurable time
dependence of the data and (active) state constraints. On the other hand, we relate
nondegeneracy with the conditions for no gap occurence.

Apart from the recent paper [72], which, however, only deals with the relaxed
problem without state constraints, all previous works have addressed, exclusively, ei-
ther fixed end-time optimal control problems (see e.g., [76, 79, 45, 59, 60, 61]) or
free end-time problems with Lipschitz continuous time dependence and control sets
independent of time ([58, 37, 38, 39]). We point out that the Lipschitz case differs
substantially from the case with measurable time dependence of the data, in that
the former can be reduced to a fixed end-time problem by a change of independent
variable. Free end-time problems with measurable time dependence and state con-
straints have received considerable attention since the late ’80s, especially in relation
to the study of optimality conditions (see e.g. [46, 74] and references therein). In
particular, a motivation to investigate situations with active state constraint at the
optimal free end-times came from the observation that a minimizing trajectory evolv-
ing on the boundary of the constraint set and terminating at a discontinuity point
of the dynamics was a frequently encountered phenomenon in a variety of threshold
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problems (associated, for instance, with abrupt changes in a tariff or rate of return
on investment at prespecified times, as described in [31, 67] and references therein).

The question of determining sufficient conditions to avoid the gap in the form
of nondegenerate normality conditions, has been addressed for the first time only
recently, in [37, 38, 40]. In particular, in [37] we introduced, just for the impulsive
extension, sufficient conditions for each set of multipliers to be nondegenerate. These
conditions, however, did not cover the case of fixed initial point, for which we provided
sufficient nondegeneracy conditions in [38, 40].

In the present chapter, we unify and extend all the previous results to the general
free end-time problem with measurable time dependence and with time-dependent
control constraint sets. The results we state are based on those in [40], but with
milder assumptions on the (time-varying) control sets and on the dynamics function.

It is worth mentioning that, although our conditions are partially inspired by well-
known conditions for the nondegeneracy of the Maximum Principle (see for instance
[7, 33, 34, 47, 57] and references therein), the techniques of the proofs utilized in Sec-
tion 3.3 below are original. In particular, by means of perturbation and penalization
techniques and by Ekeland’s variational principle, we construct a sequence of approx-
imating problems with strict sense optimal processes, whose multipliers are shown
to converge to an abnormal nondegenerate multiplier for the given relaxed extended
process Z.

3.1 Sufficient conditions for no gap

Now we explain the assumptions we make on the data and we give the definition of
extremal. Afterwards, we establish a link between the occurrence of gap phenomena
and the presence of abnormal extremals.

3.1.1 Main assumptions

The hypotheses we invoke are of local nature: they relate to a reference feasible relaxed
process (t̄1, t̄2, ω̄, ū, γ̄, x̄) and a parameter η > 0. In particular, we define the η-tube of
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the process (t̄1, t̄2, ω̄, ū, γ̄, x̄) as

Sη := {(t, z) ∈ R× Rn : t ∈ [t̄1 − η, t̄2 + η], |z − x̄(t)| ≤ η} ,

where x̄ is extended by constant extrapolation.

Hypothesis 3.1.1. The set-valued map U : [t̄1 − η, t̄2 + η]  Rq has L × Bq

measurable graph. The set-valued map V : [t̄1 − η, t̄2 + η]  W is measurable and
W ⊆ Rm is a compact set. Moreover, for every i ∈ N there exists a closed set-valued
map with L ×Bm measurable graph Vi : [t̄1−η, t̄2 +η] W such that Vi(t) ⊆ V (t)

for a.e. t ∈ [t̄1 − η, t̄2 + η], and

dH(Vi(t),V (t)) ≤ σi(t) a.e. t ∈ [t̄1 − η, t̄2 + η],

where (σi) ⊂ L1([t̄1− η, t̄2 + η],R≥0)∩L∞([t̄1− η, t̄1 + η]∪ [t̄2− η, t̄2 + η],R≥0) is such
that

‖σi‖L1([t̄1−η,t̄2+η]) → 0, (3.1.1)

‖σi‖L∞([t̄1−η,t̄1+η]∪[t̄2−η,t̄2+η]) → 0. (3.1.2)

Hypothesis 3.1.2. The target C ⊂ R1+n+1+n is closed. The constraint function ψ is
Lipschitz continuous on Sη, i.e. there is some constant L

ψ
> 0 such that

|ψ(t, z)− ψ(t′, z′)| ≤ L
ψ
|(t, z)− (t′, z′)| ∀(t, z), (t′, z′) ∈ Sη.

Hypothesis 3.1.3. (i) For all (z, w) ∈ projRnSη×W the function [t̄1−η, t̄2+η]×Rq 3
(t, v) 7→ F(t, z, w, v) is L ×Bq-measurable8. Moreover, there exists c ∈ L1([t̄1−η, t̄2+

η];R≥0) ∩ L∞([t̄1 − η, t̄1 + η] ∪ [t̄2 − η, t̄2 + η],R≥0) such that

|F(t, z, w, v)| ≤ c(t), |F(t, z′, w, v)− F(t, z, w, v)| ≤ c(t)|z′ − z|,

for all (t, z, w, v), (t, z′, w, v) ∈ Sη ×W × U (t). In particular, we assume that there
exists L

F
> 0 such that c(t) ≤ L

F
for a.e. t ∈ [t̄1 − η, t̄1 + η] ∪ [t̄2 − η, t̄2 + η].

(ii) There exists some continuous increasing function ρ : R≥0 → R≥0 with ρ(0) = 0

8According to Subsection 2.1, projRnSη = {z ∈ Rn : (t, z) ∈ Sη for some t ∈ [t̄1 − η, t̄2 + η]}.
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such that, for any (t, z, v) ∈ Sη ×U (t), we have

|F(t, z, w′, v)− F(t, z, w, v)| ≤ ρ(|w′ − w|) ∀w′, w ∈ W,
DxF(t, z, w′, v) ⊆ DxF(t, z, w, v) + ρ(|w′ − w|)B ∀w′, w ∈ W.

Remark 3.1.4. Some comments on the hypotheses are in order.

(i) By Hypothesis 3.1.1, for any δ > 0 there exists some ιδ ∈ N such that, for every
i ≥ ιδ, one has∫ t̄2+η

t̄1−η
σi(t

′) dt′ ≤ δ, ‖σi‖L∞([t̄1−η,t̄1+η]∪[t̄2−η,t̄2+η]) ≤ δ.

Thus, given an arbitrary measurable function ω(t) ∈ V (t) for a.e. t ∈ [t̄1 − η, t̄2 + η],
from Theorem 2.3.1 (and Proposition 2.3.2) it follows that there is some measurable
selection ωδ(t) ∈ Π

Vιδ (t)
(ω(t)) for a.e. t ∈ [t̄1 − η, t̄2 + η] such that ‖ωδ − ω‖L1([t̄1−η,t̄2+η]) ≤

∫ t̄2+η

t̄1−η
σιδ(t

′) dt′ ≤ δ,

‖ωδ − ω‖L∞([t̄1−η,t̄1+η]∪[t̄2−η,t̄2+η]) ≤ δ.

(3.1.3)

As a consequence, Hypothesis 3.1.1 implies in particular the density of the control set
V([t1, t2]) in W([t1, t2]) in the L1-norm, for every t1, t2 ∈ R such that t̄1 − η ≤ t1 <

t2 ≤ t̄2 + η.

(ii) Hypotheses 3.1.2 and 3.1.3(i) are quite standard assumptions, while Hypothesis
3.1.3(ii), which prescribes additional regularity properties of the dynamics F in the
w-variable, reflects the different roles played by the controls u and ω, as only the set
of w-control values is extended by replacing V (t) with V (t) for a.e. t. Hypothesis
3.1.3(ii) is fulfilled, for instance, when F(t, z, w, v) = F1(t, z, v) + F2(t, z, w, v), where
F1, F2 satisfy Hypothesis 3.1.3(i), F2(t, ·, w, v) is C1, and ∇xF2 is continuous on
the compact set Sη × W × U (t). It is also verified when the dynamics function
has a polynomial dependence on the control variable w, with coefficients satisfying
Hypothesis 3.1.3(i) in the remaining variables, as proved in Theorem 5.2.5 below (see
also Examples 3.2.11, 3.2.12 and 5.3.4).
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3.1.2 Abnormality and local infimum gap

In this subsection we state a theorem relating the existence of a gap and the validity
of a constrained Maximum Principle in abnormal form for a free-time optimal control
problem, in which both end-times are choice variables. From this result we deduce that
normality of multipliers is a sufficient condition for gap-avoidance and a controllability.

Definition 3.1.5. Let Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) be a feasible relaxed process for which
Hypotheses 3.1.1–3.1.3 are verified. Given a function Φ : R1+n+1+n → R which is
Lipschitz continuous on a neighborhood of (t̄1, x̄(t̄1), t̄2, x̄(t̄2)), we say that Z is a Φ-
extremal if there exist a path p ∈ W 1,1([t̄1, t̄2],Rn), numbers h1, h2 ∈ R, λ ≥ 0, β1 ≥ 0,
β2 ≥ 0, a measure µ ∈ C⊕([t̄1, t̄2]), and a Borel measurable and µ-integrable function
m : [t̄1, t̄2]→ Rn, such that:

‖p‖L∞([t̄1,t̄2]) + µ([t̄1, t̄2]) + β1 + β2 + λ 6= 0; (3.1.4)

−ṗ(t) ∈
n∑
j=0

γ̄j(t) co ∂x
(
q(t) · F(t, (x̄, ω̄j, ūj)(t))

)
a.e. t ∈ [t̄1, t̄2]; (3.1.5)

(−h1, p(t̄1), h2,−q(t̄2)) ∈ λ∂Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2))

+NC(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) + β1∂ψ(t̄1, x̄(t̄1))× β2∂ψ(t̄2, x̄(t̄2));
(3.1.6)

hj ∈ ess
t→t̄j

(
max

(w,v)∈V (t)×U (t)
q(t̄j) · F

(
t, x̄(t̄j), w, v

))
for j = 1, 2; (3.1.7)

for every j = 0, . . . , n, for a.e. t ∈ [t̄1, t̄2], one has
q(t) · F

(
t, x̄(t), ω̄j(t), ūj(t)

)
= max

(w,v)∈V (t)×U (t)
q(t) · F

(
t, x̄(t), w, v

)
; (3.1.8)

m(t) ∈ ∂>x ψ (t, x̄(t)) µ-a.e.; (3.1.9)

spt(µ) ⊆ {t ∈ [t̄1, t̄2] : ψ (t, x̄(t)) = 0}, (3.1.10)

where q : [t̄1, t̄2]→ Rn is given by

q(t) :=

p(t) +
∫

[t̄1,t[
m(t′)µ(dt′) t ∈ [t̄1, t̄2[,

p(t̄2) +
∫

[t̄1,t̄2]
m(t′)µ(dt′) t = t̄2.
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Furthermore, for j ∈ {1, 2}, βj = 0 if either ψ(t̄j, x̄(t̄j)) < 0 or the tj-component of
the endpoint constraint set C is the single point {t̄j}.

We will call a Φ-extremal normal if all multipliers (p, h1, h2, β1, β2, λ, µ,m) as above
have λ > 0, and abnormal when it is not normal. Clearly, an abnormal Φ-extremal
is abnormal for every Φ, thus in the following it will be simply called an abnormal
extremal.

Theorem 3.1.6. Let Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) be a feasible relaxed process for which
Hypotheses 3.1.1–3.1.3 are verified. If at Z there is a local infimum gap, then Z is an
abnormal extremal.

We postpone the proof of this result to Section 3.4 below. As corollaries of Theorem
3.1.6, we get the following results.

Theorem 3.1.7. Let Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) be a feasible relaxed process for which
Hypotheses 3.1.1–3.1.3 are verified. Let Φ : R1+n+1+n → R be a Lipschitz continuous
function on a neighborhood of (t̄1, x̄(t̄1), t̄2, x̄(t̄2)). When Z is a local Φ-minimizer for
(P

Σe
) or (P

Σr
) which is a normal Φ-extremal, then

Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) = inf Φ(t1, x(t1), t2, x(t2)),

over all processes (t1, t2, ω, u, x) ∈ Σ with d∞ ((t1, t2, x), (t̄1, t̄2, x̄)) < δ.
Similarly, if Z is Φ-minimizer for (P

Σe
) or (P

Σr
) which is a Φ-normal extremal, then

the above equality holds for the infimum over the whole set Σ.

Proof. Since Σ ⊆ Σe ⊆ Σr, when Z is a local Φ-minimizer for (P
Σe

) or (P
Σr

) there
exists some δ > 0 such that

Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) ≤ inf
{

Φ(t1, x(t1), t2, x(t2)) :

(t1, t2, ω, u, x) ∈ Σ, d∞
(
(t1, t2, x), (t̄1, t̄2, x̄)

)
< δ
}
.

(3.1.11)

At this point, the proof of the first statement is trivial: indeed, if Z satisfies (3.1.11)
as a strict inequality, then at Z there is a local Φ-infimum gap. But in this case Z

could not be a normal Φ-extremal, in view of Theorem 3.1.6. Hence, the inequality in
(3.1.11) is in fact an equality. Let now Z be a Φ-minimizer for (P

Σe
) or (P

Σr
). Then,
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it satisfies the relation

Φ(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) ≤ inf
(t1,t2,ω,u,x)∈Σ

Φ(t1, x(t1), t2, x(t2))

and, if we suppose that the inequality is strict, this implies again that at Z there is a
local infimum gap. Thus, arguing as above we still get a contradiction.

Remark 3.1.8. By the free end-time constrained Maximum Principle (see Theo-
rem 2.5.7), local Φ-minimizers of (P

Σr
) are Φ-extremals in a stronger form than in

Definition 3.1.5, in which the costate differential inclusion (3.1.5) is replaced by

−ṗ(t) ∈ co ∂x

(
n∑
j=0

γ̄j(t) q(t) · F(t, (x̄, ω̄j, ūj)(t))

)
a.e. t ∈ [t̄1, t̄2]. (3.1.12)

The need to consider (3.1.5) derives from the perturbation technique used in the
proof of Theorem 3.1.6 (see also [61, 38]). In fact, (3.1.5) may differ from (3.1.12)
only in case of nonsmooth dynamics. Precisely, if F(t, ·, ω̄j(t), ūj(t)) is continuously
differentiable at x̄(t), for all j = 0, . . . , n and a.e. t ∈ [t̄1, t̄2], then both differential
inclusions reduce to the adjoint equation

−ṗ(t) =
n∑
j=0

γ̄j(t) q(t) · ∇xF(t, (x̄, ω̄j, ūj)(t)) a.e. t ∈ [t̄1, t̄2].

In order to establish sufficient controllability conditions, given a reference process
Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) ∈ Σr for which Hypotheses 3.1.1–3.1.3 are verified, we introduce
the set M (Z) of multipliers (p, h1, h2, β1, β2, µ,m), where p ∈ W 1,1([t̄1, t̄2],Rn), h1,
h2 ∈ R, β1, β2 ≥ 0, µ ∈ C⊕([t̄1, t̄2]), m : [t̄1, t̄2] → Rn is a Borel measurable and µ-
integrable function, that meet conditions (3.1.5), (3.1.7)–(3.1.10) (for q as in Definition
3.1.5), and such that

‖p‖L∞([t̄1,t̄2]) + µ([t̄1, t̄2]) + β1 + β2 6= 0,

(−h1, p(t̄1), h2,−q(t̄2)) ∈ NC(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) + β1∂ψ(t̄1, x̄(t̄1))× β2∂ψ(t̄2, x̄(t̄2)).

Theorem 3.1.9. Let Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) be a feasible relaxed process and assume
that Hypotheses 3.1.1–3.1.3 are verified. If M (Z) = ∅, then the constrained control
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system (3.0.1)-(3.0.2) is controllable to Z.

Proof. Theorem 3.1.9 is simply the contrapositive statement of Theorem 3.1.6. In-
deed, if the constrained control system (3.0.1)-(3.0.2) is not controllable to Z, then Z

is an isolated process, which means that at Z there is a local infimum gap, in view of
Proposition 3.0.6. Now, Theorem 3.1.6 implies that Z is an abnormal extremal, and
this guarantees that M (Z) 6= ∅.

Remark 3.1.10. In order to simplify the exposition, we considered a Mayer problem
with a single state constraint inequality. Actually, from quite standard arguments (see
e.g. [37, 69]) all the results of this thesis could be extended: (i) to a Bolza problem,
with cost of the form

J(t1, t2, ω, u, x) := Φ(t1, x(t1), t2, x(t2)) +

∫ t2

t1

L(t′, x(t′), ω(t′), u(t′)) dt′,

with L : R1+n+m+q → R which satisfies the same regularity assumptions as the
dynamics F; (ii) to N ≥ 1 inequality state constraints ψj(t, x(t)) ≤ 0 for all t ∈
[t1, t2] (j = 1, . . . , N), where each ψj satisfies Hypothesis 3.1.2; (iii) to implicit time-
dependent state constraints of the form x(t) ∈ X(t) for all t ∈ [t1, t2], where x : R 
Rn is a Lipschitz continuous set-valued map.

3.2 The case of initial active state constraint

The normality test to avoid a local infimum gap at some process Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) ∈
Σr established in Theorem 3.1.7 might be useless when the initial point (t̄1, x̄(t̄1)) ∈
∂Q, where Q is the state constraint set, defined by

Q := {(t, z) ∈ R1+n : ψ(t, z) ≤ 0}. (3.2.1)

Indeed, in this case Z is very often an abnormal extremal, since, at least disregarding
the endpoint constraints, there may be degenerate sets (p, h1, h2, β1, β2, λ, µ,m) of
multipliers that meet all the conditions of Definition 3.1.5 with

µ ≡ µ({t̄1}) 6= 0, p ≡ −m(t̄1)µ({t̄1}), λ = β1 = β2 = 0. (3.2.2)
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This section is devoted to provide some sufficient conditions to refine the results of
Section 3.1, in order to exclude degenerate multipliers. We will conclude with some
examples.

Let us point out that we cannot simply consider any of the conditions of nonde-
generacy known in the literature to prove that a process Z at which there is a local
infimum gap is abnormal and nondegenerate. In particular, our strategy to prove that
Z is an abnormal extremal is to apply the Ekeland Principle to a sequence of optimiza-
tion problems over strict sense processes, so that the sequence of Ekeland minimizers
approximate the reference relaxed process Z. By applying the Maximum Principle to
these minimizers we derive, in the limit, a maximum principle in abnormal form for
Z. Hence, on the one hand, we would need a condition of nondegeneracy for each of
these minimizers, which remains so by passing to the limit. On the other hand, for the
approximating problems we cannot invoke, for instance, controllability conditions of
the kind introduced in [3, 2] (see also [7], [69, Sec. 10.6]), since they require Hamilto-
nians which are Lipschitz continuous in time, while the Hamiltonians of our Ekeland
optimization problems are at most measurable in time (see problems (Pi) in the proof
of Theorem 3.2.8 below). Let us recall also [62], where this kind of nondegeneracy
conditions are extended to differential inclusions with bounded variation in time.

3.2.1 Hypotheses for nondegeneracy for general endpoint con-
straints

In the case of general endpoint constraints, we consider the following condition, which
ensures that a multiplier as in (3.2.2) cannot exist.

Hypothesis 3.2.1. A process (t̄1, t̄2, ω̄, ū, γ̄, x̄) ∈ Σr is said to satisfy the condition
for nondegeneracy if

∂>x ψ(t̄1, x̄(t̄1)) ∩
(
−projx1

NC(t̄1, x̄(t̄1), t̄2, x̄(t̄2))
)

= ∅. (3.2.3)

Hypothesis 3.2.1 extends a condition first introduced in [37], for the impulsive
extension with Lipschitz continuous data in the time variable. It is a posteriori re-
quirement, that ensures the nondegeneracy of every (Φ-)extremal, similarly to the
strengthened nontriviality conditions derived in [34, Cor. 3.1].
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Proposition 3.2.2. Let (t̄1, t̄2, ω̄, ū, γ̄, x̄) be a Φ-extremal for which Hypothesis 3.2.1 is
satisfied, for some Φ : R1+n+1+n → R which is Lipschitz continuous on a neighborhood
of (t̄1, x̄(t̄1), t̄2, x̄(t̄2)). Then, any multiplier (p, h1, h2, β1, β2, λ, µ,m) that meets all the
condition of Definition 3.1.5, is a nondegenerate multiplier, that is, it satisfies the
following additional strengthened nontriviality condition

‖q‖L∞([t̄1,t̄2]) + λ+ µ(]t̄1, t̄2]) + β1 + β2 6= 0, (3.2.4)

where q is as in Definition 3.1.5.

Proof. Let (p, h1, h2, β1, β2, λ, µ,m) be a multiplier associated to the relaxed process
(t̄1, t̄2, ω̄, ū, γ̄, x̄), as in Definition 3.1.5. Assume by contradiction that (3.2.4) is not
satisfied. Then by conditions (3.1.4)–(3.1.10), (p, h1, h2, β1, β2, λ, µ,m) satisfies (3.2.2)
and one has

m(t̄1) ∈ ∂>x ψ(t̄1, x̄(t̄1)), p(t̄1) ∈ projx1
NC(t̄1, x̄(t̄1), t̄2, x̄(t̄2)).

Since NC(t̄1, x̄(t̄1), t̄2, x̄(t̄2)) is a cone, this implies

m(t̄1) ∈ ∂>x ψ(t̄1, x̄(t̄1)) ∩
(
−projx1

NC(t̄1, x̄(t̄1), t̄2, x̄(t̄2))
)
,

in contradiction with (3.2.3).

As a consequence of Proposition 3.2.2, when Hypothesis 3.2.1 is valid, in Theorem
3.1.6 we can equivalently consider nondegenerate multipliers only. Precisely, we get
the following result.

Theorem 3.2.3. Let Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) be a feasible relaxed process for which
Hypotheses 3.1.1–3.1.3 and 3.2.1 are verified. If at Z there is a local infimum gap, then
there exists a set of multipliers (p, h1, h2, β1, β2, λ, µ,m) satisfying conditions (3.1.4)–
(3.1.10) and (3.2.2) with λ = 0.

Accordingly, from Theorem 3.2.3 we can deduce strengthened sufficient conditions
for no gap and for controllability of the original constrained control system to a feasible
relaxed process, in the case Hypothesis 3.2.1 is fulfilled.
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Hypothesis 3.2.1 is trivially satisfied when, for instance, (t̄1, x̄(t̄1)) ∈ Int(Q), as in
this case ∂>x ψ(t̄1, x̄(t̄1)) = ∅. For less trivial situations in which Hypothesis 3.2.1 is
met, we refer the readers to Subsection 5.4, and in particular to Remark 5.4.2.

3.2.2 Hypotheses for nondegeneracy for fixed initial point

We now analyze the case with fixed initial point, for which it is immediate to see that
Hypothesis 3.2.1 is never verified if the point lies on ∂Q. Given some value ž0 ∈ Rn

and a closed set C̃ ⊆ R1+n, the endpoint constraint set C takes now the form

C = {(0, ž0)} × C̃. (3.2.5)

Since the initial time is always zero, in this subsection for any T > 0 we simply
write (T, ω, u, x), (T, ω, u, γ, x), V(T ), W(T ), U(T ), Γ(T ) in place of (0, T, ω, u, x),
(0, T, ω, u, γ, x), V([0, T ]), W([0, T ]), U([0, T ]), Γ([0, T ]), respectively. Furthermore,
we imply that all processes satisfy x(0) = ž0.

Definition 3.2.4. Let Z := (T̄ , ω̄, ū, γ̄, x̄) be a feasible relaxed process for which Hy-
potheses 3.1.1–3.1.3 are verified. Given a function Φ : R1+n → R which is Lipschitz
continuous on a neighborhood of (T̄ , x̄(T̄ )), we call nondegenerate multiplier any el-
ement (p, h, β, λ, µ,m) that meets conditions (3.1.5), (3.1.8), (3.1.9) and (3.1.10) of
Definition 3.1.5, obviously with [0, T̄ ] replacing [t̄1, t̄2], and satisfies the strengthened
nontriviality condition

µ(]0, T̄ ]) + ‖q‖L∞([0,T̄ ]) + λ+ β 6= 0, (3.2.6)

the transversality condition

(h,−q(T̄ )) ∈ λ∂Φ(T̄ , x̄(T̄ )) +NC̃(T̄ , x̄(T̄ )) + β ∂ψ(T̄ , x̄(T̄ )), (3.2.7)

and
h ∈ ess

t→T̄

(
max

(w,v)∈V (t)×U (t)
q(T̄ ) · F

(
t, x̄(T̄ ), w, v

))
, (3.2.8)
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where

q(t) :=

p(t) +
∫

[0,t[
m(t′)µ(dt′) if t ∈ [0, T̄ [,

p(T̄ ) +
∫

[0,T̄ ]
m(t′)µ(dt′) if t = T̄ .

(3.2.9)

Moreover, β = 0 if either ψ(T̄ , x̄(T̄ )) < 0 or C̃ ⊆ {T̄}×Rn. We call Z a nondegenerate
Φ-extremal if nondegenerate multipliers exist. Then, we say that Z is nondegenerate
normal if all possible choices of nondegenerate multipliers have λ > 0, and nondegen-
erate abnormal if there is at least one nondegenerate multiplier with λ = 0.

A nondegenerate abnormal extremal is an abnormal extremal and any normal
Φ-extremal is nondegenerate normal. However, we have examples of nondegenerate
normal Φ-extremals that are abnormal (see Example 3.2.12 and Example 5.3.4 below).
In these situations, the nondegenerate normality test established in Theorem 3.2.9
below detects the absence of gap, while Theorem 3.1.7 gives no information.

To introduce sufficient nondegeneracy conditions, we first extend the relaxed con-
trol system by introducing a new variable, ζ. Precisely, with a small abuse of notation,
in the following we call relaxed process any element (T, ω, u, γ, ζ, x) with T > 0 and
(ω, u, γ, ζ, x) ∈W1+n(T )× U1+n(T )× Γ(T )×W 1,1([0, T ],R1+n × Rn), which satisfies
the Cauchy problem (ζ̇ , ẋ)(t) =

(
γ(t),

n∑
j=0

γj(t)F(t, (y, ωj, uj)(t))
)
a.e. t ∈ [0, T ],

(ζ, x)(0) = (0, ž0).

(3.2.10)

Remark 3.2.5. Define the subset Γ1(T ) := M([0, T ],∆1
n) ⊂ Γ(T ), where

∆1
n :=

n⋃
j=0

{ej} (e0, . . . , en canonical basis of R1+n). (3.2.11)

One may observe that a relaxed process (T, ω, u, γ, ζ, x) with γ ∈ Γ1(T ) corresponds
to the extended process (T, ω, u, ζ, x), where 9

(ω, u) :=
n∑
j=0

(ωj, uj)χ{t∈[0,T ]: γ(t)=ej}.

9According to the above convention, we include in the string also the new variable ζ.
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Let (T̄ , ω̄, ū, γ̄, ζ̄, x̄) be the reference feasible relaxed process. We consider the
following hypothesis.

Hypothesis 3.2.6. If (0, ž0) ∈ ∂Q (for Q as in (3.2.1)), there exist δ̃ > 0, C > 1, (εi) ⊆
]0, T̄ ] with εi ↓ 0, (ϕ̃i) ⊆ L1([0, T̄ ],R≥0) with lim

i→+∞
‖ϕ̃i‖L1([0,T̄ ]) → 0, a sequence (Ω̃i)

of Lebesgue measurable subsets of [0, T̄ ] with lim
i→+∞

`(Ω̃i) = T̄ , a sequence of extended

processes (T̄ , ω̃i, ũi, γ̃i, ζ̃i, x̃i) with (ω̃i, ũi, γ̃i) ∈ (W(T̄ )∩V(C 4
√
εi))×U(T̄ )×Γ1(T̄ ) for

every i, and a sequence of extended controls (ω̂i, ûi) ∈W(C 4
√
εi)×U(C 4

√
εi), enjoying

for any i the following properties:

(i) one has
‖(ζ̃i, x̃i)− (ζ̄ , x̄)‖L∞([0,T̄ ]) ≤ εi; (3.2.12)

(ii) one has
ψ(t, x̃i(t)) ≤ 0 ∀t ∈ [0, C 4

√
εi] ; (3.2.13)

(iii) for a.e. t ∈ Ω̃i, one has

(ω̃i, ũi, γ̃i)(t) ∈
n⋃
j=0

{(ω̄j(t), ūj(t), ej)}+ (ϕ̃i(t)Bm)× {0} × {0}; (3.2.14)

(iv) for all (ξ0, ξ) ∈ ∂∗ψ(0, ž0), for a.e. t ∈ [0, C 4
√
εi] one has

ξ ·
[
F(t, ž0, (ω̂i, ûi)(t))− F(t, ž0, (ω̃i, ũi)(t))

]
≤ −δ̃. (3.2.15)

Remark 3.2.7. Some comments on Hypothesis 3.2.6 are in order.

(1) It prescribes additional conditions to Hypotheses 3.1.1–3.1.3 only when the ini-
tial point (0, ž0) lies on the boundary of the constraint set Q. Incidentally, this is
not equivalent to having ψ(0, ž0) = 0, as it may clearly happen that ψ(0, ž0) = 0

but (0, ž0) ∈ Int(Q).

(2) When (0, ž0) ∈ ∂Q, the first part of Hypothesis 3.2.6 substantially requires the
existence of strict sense processes that approximate the reference process and
satisfy the state constraint on some (small) interval, with controls which are close
to controls (ω̄i, ūi, γ̄i) belonging to

⋃n
j=0{(ω̄j(t), ūj(t), ej)} for a.e. t ∈ [0, T̄ ]. Let
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us point out that, disregarding the state constraint (3.2.13), the existence of
approximating controls that satisfy the remaining conditions (3.2.12), (3.2.14)
follows by the Relaxation Theorem 2.3.5 together with Hypothesis 3.1.1, as we
will see in the proof of Theorem 3.1.6 below, in Section 3.4. Relation (3.2.15),
on the other hand, is an adaptation of known constraint qualification conditions
(see e.g. [32, 33]), that will be crucial in order to show that the reference process
is a nondegenerate extremal, as well as abnormal.

(3) Hypothesis 3.2.6 is trivially satisfied when the reference process is in fact a
strict sense process on some interval [0, t̄ ] and satisfies a classical constraint
qualification condition introduced in [33], namely, if there exist t̄, δ̃ > 0, (ω̃, ũ),
(ω̂, û) ∈W(t̄)× U(t̄) such that for a.e. t ∈ [0, t̄ ], ˙̄x = F(t, x̄, ω̃, ũ) and

sup
(ξ0,ξ)∈∂∗ψ(0,ž0)

ξ ·
[
F(t, ž0, (ω̂, û)(t))− F(t, ž0, (ω̃, ũ)(t))

]
≤ −δ̃.

See Section 5.3 (in particular, Lemma 5.3.3) for easy verifiable conditions imply-
ing Hypothesis 3.2.6 in the case of control-polynomial impulsive optimization
problems.

(4) If Hypotheses 3.1.1–3.1.3 with reference to Z are verified, then in Hypothesis
3.2.6 one can assume that the control sequence (ω̂i, ûi) belongs to the strict
sense control set V(C 4

√
εi)×U(C 4

√
εi) rather than W(C 4

√
εi)×U(C 4

√
εi). Indeed,

using the notation of Hypotheses 3.1.1–3.1.3, let us choose some r > 0 such that
L
ψ
L

F
ρ(r) ≤ δ̃

2
, and let j ∈ N verify ‖σj‖L∞([0,η]) ≤ r. Hence, for every i ∈ N

such that C 4
√
εi ≤ η there exists a measurable selection ω̂∗i (t) ∈ projVj(t)(ω̂i(t))

for a.e. t ∈ [0, T ], such that ‖ω̂∗i − ω̂i‖L∞([0,C 4
√
εi]) ≤ r (see also Remark 3.1.4),

and, by adding and subtracting ‘ξ ·F(t, ž0, (ω̂
∗
i , ûi)(t))’ for all (ξ0, ξ) ∈ ∂∗ψ(0, ž0)

one has

ξ ·
[
F(t, ž0, (ω̂

∗
i , ûi)(t))− F(t, ž0, (ω̃i, ũi)(t))

]
≤ − δ̃

2
, a.e. t ∈ [0, C 4

√
εi],

as soon as (ω̂i, ûi) satisfies (3.2.15).

(5) When Hypothesis 3.1.3 is verified, then the upper semicontinuity of the set-
valued map ∂∗ψ(·, ·) and (3.2.15) imply that there exist δ̂ and ε > 0 such that,
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for any (ξ0, ξ) ∈ ∂∗ψ(τ, z) with τ ∈ [0, ε] and z ∈ {ž0} + εB, for any t ≤ C 4
√
εi,

for any continuous path x : [0, t] → {ž0} + εB and for any measurable map
ϑ : [0, t]→ {0, 1}, the following integral condition holds:∫ t

0

ϑ(t′) ξ ·
[
F(t′, x, ω̂i, ûi)(t

′)− F(t′, x, ω̃i, ũi)(t
′)
]
dt′ ≤ −δ̂ `[ϑ](t), (3.2.16)

where
`[ϑ](t) := `({τ ∈ [0, t] : ϑ(τ) = 1}). (3.2.17)

In particular, relation (3.2.16) holds for any (ξ0, ξ) ∈ co ∂∗ψ(τ, z), as the scalar
product is bilinear. Accordingly, (3.2.16) still holds for all ξ ∈ ∂>x ψ(τ, z) since,
by Theorem 2.4.6, for any (τ, z) ∈ R1+n one has

∂>x ψ(τ, z) ⊂ co ∂∗xψ(τ, z) = co ∂xψ(τ, z) ⊂ co {ξ : ∃ξ0 s.t. (ξ0, ξ) ∈ ∂ψ(τ, z)}
⊂ {ξ : ∃ξ0 s.t. (ξ0, ξ) ∈ co ∂ψ(τ, z)} = {ξ : ∃ξ0 s.t. (ξ0, ξ) ∈ co ∂∗ψ(τ, z)}.

Relation (3.2.16) is in fact the condition used in the proof of Theorem 3.2.8
below, in Section 3.3.

In the case with fixed initial point, Theorem 3.1.6 can be refined as follows:

Theorem 3.2.8. Let C be as in (3.2.5). Let Z := (T̄ , ω̄, ū, γ̄, ζ̄, x̄) be a feasible relaxed
process for which Hypotheses 3.1.1–3.1.3 and 3.2.6 are verified. Then, if at Z there is
a local infimum gap, Z is a nondegenerate abnormal extremal.

The proof of this result will be given in Section 3.3. Arguing as in the previous
section, from Theorem 3.2.8 we can derive the following results.

Theorem 3.2.9. Let C be as in (3.2.5). Let Z := (T̄ , ω̄, ū, γ̄, ζ̄, x̄) be a feasible relaxed
process for which Hypotheses 3.1.1–3.1.3 and 3.2.6 are verified. Let Φ : R1+n → R
be a Lipschitz continuous function on a neighborhood of (T̄ , x̄(T̄ )). When Z is a local
Φ-minimizer for (P

Σe
) or (P

Σr
) which is a nondegenerate normal Φ-extremal, then

Φ(T̄ , x̄(T̄ )) = inf Φ(T, x(T ))

over all processes (0, T, ω, u, x) ∈ Σ with d∞
(
(0, T, x), (0, T̄ , x̄)

)
< δ.
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Similarly, if Z is a Φ-minimizer for (P
Σe

) or (P
Σr

) which is a nondegenerate normal
Φ-extremal, then Z realizes the infimum of Φ over Σ.

Let Z := (T̄ , ω̄, ū, γ̄, ζ̄, x̄) be a feasible relaxed process for which Hypotheses 3.1.1–
3.1.3 and 3.2.6 are verified. Define the set M0(Z) of multipliers (p, h, β, µ,m), where
p ∈ W 1,1([0, T̄ ],Rn), h ∈ R, β ≥ 0, µ ∈ C⊕([0, T̄ ]), m : [0, T̄ ] → Rn is a Borel
measurable and µ-integrable function, that meet conditions (3.1.5), (3.1.8), (3.1.9)
and (3.1.10) of Definition 3.1.5 on [0, T̄ ], and (3.2.8) (for q as in Definition 3.1.5), and
such that

‖q‖L∞([0,T̄ ]) + µ(]0, T̄ ]) + β 6= 0, (h,−q(T̄ )) ∈ NC̃(T̄ , x̄(T̄ )) + β∂ψ(T̄ , x̄(T̄ )).

Theorem 3.2.10. Let C be as in (3.2.5). Let Z := (T̄ , ω̄, ū, γ̄, ζ̄, x̄) be a feasible
relaxed process for which Hypotheses 3.1.1–3.1.3 and 3.2.6 are verified. If M0(Z) = ∅,
then the constrained control system (3.0.1)-(3.0.2) is controllable to Z.

3.2.3 Some examples

The following example shows that the minimum of a constrained optimal control
problem, of its extension, and of the relaxed extended problem can all be different from
each other. Accordingly with the results in the previous subsections, the extended
and the relaxed extended minimizer are abnormal extremals (actually, nondegenerate
abnormal extremals, as Hypothesis 3.2.1 is verified).

Example 3.2.11. Consider the optimal control problem

Minimize − x1(T )

over T > 0, (ω, u, x) ∈ V(T )× U(T )×W 1,1([0, T ],R3), satisfying
ẋ(t) = F(t, x(t), ω(t), u(t)) a.e. t ∈ [0, T ],
ψ(x(t)) = x1(t)− 1 ≤ 0 ∀t ∈ [0, T ],

x(0) ∈ R× {0} × {0}, (T, x(T )) ∈
[

3
4
,+∞

[
× R× R× R≤0,

(3.2.18)

where V(T ) := M([0, T ], ]0, 1]), U(T ) := M([0, T ], {−1, 1}), and the function F : R6 →
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R3, F(t, z, w, v) = F(t, z1, z2, z3, w, v), is given by

F(t, z, w, v) :=


(
(z2)2, z1v, (z2)2

)
t ∈
[
0, 1

2

]
,(

0, z1w − z3v, w
)

t ∈
]

1
2
,+∞

[
.

First of all, we note that, adopting the terminology of the previous sections, there
are no feasible strict sense processes for problem (3.2.18), so the infimum cost for
(3.2.18) is +∞. Indeed, if (T, ω, u, x) were a feasible strict sense process, we should
have ω(t) > 0 for a.e. t ∈ [0, T ] and T ≥ 3/4, from which the contradiction follows:

0 ≥ x3(T )− x3(0) =

∫ 1/2

0

(x2(t))2 dt+

∫ T

1/2

ω(t) dt > 0. (3.2.19)

Let us now consider the corresponding extended problem, where for any T > 0 the ex-
tended controls ω belong to the set M([0, T ], [0, 1]). In this case, the feasible extended
process Z = (T̄ , ω̄, ū, x̄) given by

T̄ = 1, ω̄ ≡ 0, ū ≡ 1, x̄ ≡ (0, 0, 0),

is a minimizer of the extended problem, with cost equal to 0. In fact, for any feasible
extended process (T, ω, u, x) arguing similarly to (3.2.19), now we have x2 ≡ 0 on
[0, 1/2] and ω = 0 a.e. on [1/2, T ], so that x1(t) = x1(0) for every t ∈ [0, T ]. Recalling
that u(t) ∈ {−1, 1}, the equalities 0 = ẋ2(t) = u(t)x1(0) for a.e. t ∈ [0, 1/2] imply
that x1 ≡ 0.

Finally, we consider the relaxed extended problem which, given the linearity of
the dynamics in the control variables, is equivalent to considering problem (3.2.18),
with M([0, T ], [0, 1]) and M([0, T ], [−1, 1]) that replace the control sets V(T ), U(T ),
respectively. As it is easy to see, a feasible relaxed minimizer is now given by the
process Z̃ = (T̃ , ω̃, ũ, x̃), where

T̃ = 1, ω̃ ≡ 0, ũ ≡ 0, x̃ ≡ (1, 0, 0).

Observe that, because of the state constraint, any feasible relaxed trajectory must
satisfy x1(t) ≤ 1 for every t ∈ [0, T ]. Thus, the minimum cost of the relaxed problem
is equal to −1. In conclusion, the minimum cost is +∞ on feasible strict sense
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processes, 0 on feasible extended processes, and −1 on feasible relaxed processes.
Note that both the minimizing processes Z and Z̃ are abnormal extremals, ac-

tually, nondegenerate abnormal extremals: just choose in Definition 3.1.5 the set of
nondegenerate multipliers (p, h1, h2, β1, β2, λ, µ,m), where p = (p1, p2, p3) ≡ (0, 0,−1),
h1 = h2 = β1 = β2 = 0, λ = 0, and µ, m ≡ 0. Furthermore, the nondegen-
eracy Hypothesis 3.2.1 is trivially satisfied for Z, as ψ(x̄(0)) = −1 < 0, so that
∂>x ψ(x̄(0)) = ∅, but also for Z̃, since ∂>x ψ(x̃(0)) = (1, 0, 0) and the normal cone
NR×{0}×{0}(x̃(0)) = {0} × R× R, so that ∂>x ψ(x̃(0)) ∩NR×{0}×{0}(x̃(0)) = ∅.

In the following example there is no infimum gap but this fact cannot be deduced
from the normality criterion in Theorem 3.1.7, since the extended minimizer is abnor-
mal. Instead, the absence of gap is detected by Theorem 3.2.9, as Hypothesis 3.2.6 is
satisfied and the minimizer is nondegenerate normal.

Example 3.2.12. Let us consider the constrained optimal control problem

Minimize − x2(T )

over T > 0, (ω, u, x) ∈ V(T )× U(T )×W 1,1([0, T ];R4), satisfying
ẋ(t) = F(t, x(t), ω(t), u(t)) a.e. t ∈ [0, T ],
x(0) = (0, 1, 0, 0)

x(t) ∈ Q ∀t ∈ [0, T ], x(T ) ∈ C,

(3.2.20)

where the function F : R9 → R4, F(t, z, w, v) = F(t, z1, . . . , z4, w1, w2, w3, v), is given
by

F(t, z, w, v) :=


(
w1, w2, (z3 + z4)w3,−w3

)
t ∈ [0, 1[,(

w1, w2, z3z4w1 − w3,−z2w3
)

t ∈ [1, 3[,(
0, 0, z2v, (z3)2

)
t ∈ [3,+∞[,

and Q := R× [−1, 1]3, C := {1}× [−1, 0]× [0, 1]2, V(T ) := M([0, T ], V ) for V := {w =

(w1, w2, w3) ∈ R>0 × R2 : |w| = 1}, and U(T ) := M([0, T ], U) for U := {−1, 1}.
Hence, for any T > 0 the set of strict sense controls is V(T )×U(T ), while the set

of extended controls is W(T )× U(T ), where W(T ) := M([0, T ], V ).
Since for any z ∈ C one has z2 ∈ [−1, 0] and the cost function is Φ(z) = −z2, for the

relaxed extended problem associated to problem (3.2.20) every feasible process such
that x2(T ) = 0 is a minimizer. In particular, the following process Z := (T̄ , ω̄, ū, x̄)
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given by

T̄ = 2, ω̄(t) = (ω̄1, ω̄2, ω̄3)(t) = (1, 0, 0)χ
[0,1]

(t) + (0,−1, 0)χ
]1,2]

(t),

ū ≡ 0, x̄(t) = (x̄1, x̄2, x̄3, x̄4)(t) = (t, 1, 0, 0)χ[0,1](t) + (1, 2− t, 0, 0)χ[1,2](t) ,

is a feasible extended process which is a minimizer of the (relaxed) extended problem.
Notice that Z is not a strict sense process, since ω̄1 ≡ 0 on ]1, 2].

From the free end-time constrained Maximum Principle 2.5.7, Z is a Φ-extremal.
Hence, there exists a set of multipliers (p, h, β, λ, µ,m), that meets the conditions of
Definition 3.1.5 on [0, T̄ ]. In particular, p = (p1, . . . , p4) ∈ W 1,1([0, 2];R4) solves the
adjoint system, so that p ≡ (p̄1, . . . , p̄4) is constant on [0, 2]. Furthermore, β = 0

since x̄(2) ∈ Int(Q), and µ([0, t]) = µ([0, 1]) for every t ∈ [1, 2] as x̄(t) ∈ Int(Q) for
every t ∈]1, 2]. Notice that, for t ∈ [0, 1], x̄(t) ∈ Q is equivalent to ψ(x̄(t)) ≤ 0 for
ψ(z) := z2 − 1. Thus, m(t) ∈ ∂>x ψ(x̄(t)) = (0, 1, 0, 0) µ-a.e. in [0, 2] and the function
q = (q1, . . . , q4) (as in Definition 3.1.5) is given by

q2(t) =

p̄2 + µ([0, t[) if t ∈ [0, 1]

p̄2 + µ([0, 1]) if t ∈]1, 2]
, (q1, q3, q4) ≡ (p̄1, p̄3, p̄4).

From the transversality condition (3.2.7) it follows that h = 0, q1 = p̄1 ∈ R, q2(2) =

p̄2 + µ([0, 1]) = λ − α for some α ≥ 0, q3 = p̄3 ≥ 0, and q4 = p̄4 ≥ 0. The second
transversality condition (3.2.8) implies that

max
(w1,w2,w3)∈V

{
p̄1w

1 + q2(2)w2 − p̄3w
3
}

= h = 0,

from which, considering the controls (1, 0, 0), (0,±1, 0), and (0, 0,±1), it follows that
p̄1 ≤ 0, q2(2) = 0, and p̄3 = 0. Notice that q2(t) = p̄2 + µ([0, t[) ≤ p̄2 + µ([0, 1]) = 0

for every t ∈ [0, 1[. Therefore, the maximality condition in [0, 1[, that reads

max
(w1,w2,w3)∈V

{
p̄1w

1 + q2(t)w2 − p̄4w
3
}

= p̄1 ≤ 0,

implies that p̄1 = 0, q2(t) = p̄2 + µ([0, t[) = 0 for a.e. t ∈ [0, 1[, and p̄4 = 0. In
particular, q(t) = 0 for a.e. t ∈ [0, 2], µ([0, t[) = −p̄2 for a.e. t ∈ [0, 1], so that
µ([0, t[) = µ({0}) = −p̄2 for all t ∈ [0, 2], and λ = α.
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At this point, by choosing λ = α = 0 and µ = δ{0} we obtain a set of degenerate
multipliers that meets all the conditions of the maximum principle, so proving that Z
is an abnormal extremal.

However, from the above analysis we can deduce that Z is nondegenerate normal.
Indeed, for each choice of admissible multipliers one has β = h = 0, ‖q‖L∞([0,2]) = 0,
and µ(]0, 2]) = 0, so that λ 6= 0 as soon as they verify the strengthened nontriviality
condition (3.2.6). Furthermore, as it is easy to check, Hypothesis 3.2.6 is verified if we
set ω̃i := ω̄ and ω̂i :≡ (0,−1, 0) for every i (see also Remark 3.2.7,(3)). Consequently,
Theorem 3.2.9 guarantees that at Z there is no infimum gap.

3.3 Proof of Theorem 3.2.8

Since the proofs involve only processes with trajectories close to the reference trajec-
tory, using standard cut-off techniques we can assume without loss of generality that
Hypotheses 3.1.2-3.1.3 are satisfied in the whole space R1+n in place of Sη.

In view of the above remark, for any T > 0 and any (ω, u, γ) ∈ W1+n(T ) ×
U1+n(T )× Γ(T ) there exists a unique solution (ζ, x) to the Cauchy problem (3.2.10),
and this solution is defined on the whole interval [0, T ] (see Theorem 2.5.2). In the
following, such solution will be denoted by (ζ, x)[ω, u, γ]. Similarly, for any (ω, u) ∈
W(T )×U(T ), we will write x[ω, u] to denote the corresponding solution to (3.0.1) on
[0, T ], with initial condition x(0) = ž0.

Step 1. Define the function Ψ : R1+n+1 → R, given by Ψ (t, z, k) := dC̃(t, z) ∨ k,
and for any T > 0 and x ∈ W 1,1([0, T ];Rn), introduce the payoff

J(T, x) := Ψ
(
T, x(T ), max

t∈[0,T ]

ψ(t, x(t))

1 ∨ L
ψ

)
.

Let (εi), C > 1, and (ω̃i, ũi, γ̃i, ζ̃i, x̃i) be as in Hypothesis 3.2.6, so that (3.2.12) holds.
For every i, let ri ≥ 0 satisfy

r4
i = sup

{
J(T, x) : (T, ω, u, ζ, x) ∈ Σ, d∞((0, T, (ζ, x)), (0, T̄ , (ζ̄ , x̄))) ≤ C4εi

}
,

By the Lipschitz continuity of Ψ and since Z is an isolated process by Proposition
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3.0.6, for δ > 0 as in Definition 3.0.5, for i large enough, we have

0 < ri ≤ C 4
√
εi <

4
√
δ, lim

i→+∞
ri = 0. (3.3.1)

Since Theorem 2.5.2 implies that for any u ∈ U(T ) the input-output map ω 7→ x[ω, u]

is continuous, for every εi there exists δi > 0 such that for any ω ∈ M([0, T̄ ];W )

with ‖ω − ω̃i‖L1([0,T̄ ]) ≤ δi, one has ‖x[ω, ũi]− x̃i‖L∞([0,T̄ ]) ≤ (C4 − 1)εi. According to
Remark 3.1.4,(i), for any i let us choose a measurable control ω̊i(t) ∈ Vιδi (t) for a.e.
t ∈ [0, T̄ ], such that ‖ω̊i − ω̃i‖L1([0,T̄ ]) ≤ δi.

For every i, set

Vδi(T̄ ) := {ω ∈M([0, T̄ ];W ) : ω(t) ∈ Vιδi (t) a.e. t ∈ [0, T̄ ]}, (3.3.2)

and consider the optimal control problem

(P̂i)



Minimize J(T, x)

over T > 0, (ω, u, γ, ϑ) ∈ Vδi(T )× U(T )× Γ1(T )×M([0, T ]; {0, 1}),

and trajectories (ζ, x) ∈ W 1,1([0, T ];R1+n × Rn), satisfying

ζ̇(t) = γ(t) a.e. t ∈ [0, T ]

ẋ(t) = F(t, y, ω̃i, ũi) + ϑ(t)[F(t, y, ω̂i, ûi)− F(t, y, ω̃i, ũi)] a.e. t ∈ [0, ri]

ẋ(t) = F(t, x(t), ω(t), u(t)) a.e. t ∈]ri, T ]

(ζ, x)(0) = (0, ž0), d∞((0, T, x), (0, T̄ , x̄)) ≤ δ,

where (ω̂i, ûi) is as in Hypothesis 3.2.6 and is assumed to belong to V(C 4
√
εi)×U(C 4

√
εi)

in view of Remark 3.2.7,(4). We call an element (T, ω, u, γ, ϑ, ζ, x) verifying the con-
straints in (P̂i) a process for problem (P̂i) and use Λi to denote the set of such processes.
By introducing, for every (T ′, ω′, u′, γ′, ϑ′, ζ ′, y′), (T, ω, u, γ, ϑ, ζ, x) ∈ Λi, the distance

d((T ′, ω′, u′, γ′, ϑ′, ζ ′, y′), (T, ω, u, γ, ϑ, ζ, x)) := |T − T ′|+ ‖ω′ − ω‖L1([0,T∧T ′])

+` ({t ∈ [0, T ∧ T ′] : (u′, γ′, ϑ′)(t) 6= (u, γ, ϑ)(t)}) ,
(3.3.3)

we can make (Λi,d) a complete metric space. Notice that, by the very definition of ri,
the process Ži := (T̄ , ω̌i, ǔi, γ̌i, ϑ̌i, ζ̌i, x̌i) with ω̌i := ω̊i, ǔi := ũi, γ̌i := γ̃i, ϑ̌i ≡ 0, and
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(ζ̌i, x̌i) the corresponding trajectory in (P̂i) (belongs to Λi and), is an r4
i -minimizer

for problem (P̂i).10 In particular, ζ̌i = ζ̃i and one has ‖(ζ̌i, x̌i) − (ζ̃i, x̃i)‖L∞([0,T̄ ]) ≤
(C4 − 1)εi. Hence, from (3.2.12) it follows that

d∞
(
(0, T̄ , (ζ̌i, x̌i)), (0, T̄ , (ζ̄ , x̄))

)
= ‖(ζ̌i, x̌i)− (ζ̄ , x̄)‖L∞([0,T̄ ]) ≤ C4εi. (3.3.4)

Then, from Ekeland’s Principle one can deduce that there exists a process Zi :=

(Ti, ωi, ui, γi, ϑi, ζi, xi) ∈ Λi which is a minimizer of the optimization problem

(Pi)

Minimize J(T, x) + r2
i

[
|T − Ti|+

∫ T
0
%i(t, ω(t), u(t), γ(t), ϑ(t)) dt

]
over (T, ω, u, γ, ϑ, ζ, x) ∈ Λi,

where the function %i : [0, T̄ + δ]×W × Rq ×∆1
n × {0, 1} → R is defined as

%i(t, w, v, γ, ϑ) :=

|w − ωi(t)|+ χ{(a,γ,ϑ)6=(ui(t),γi(t),ϑi(t))}
(t, v, γ, ϑ), t ∈ [0, Ti],

0 t ∈]Ti, T̄ + δ].

Furthermore, Zi satisfies

d
(
(Ti, ωi, ui, γi, ϑi, ζi, xi), (T̄ , ω̌i, ǔi, γ̌i, ϑ̌i, ζ̌i, x̌i)

)
≤ r2

i . (3.3.5)

In order to apply Ekeland’s variational principle, the domain of minimization must be
a complete metric space. For this reason, unlike usual, we apply Ekeland’s principle
to the sequence of problems (P̂i) on different domains, in each of which strict sense
controls ω must belong to a closed subset Vδi(T ) of the set of strict sense controls
V(T ), which is generally not closed, and consequently not complete, in the L1-norm:
it is in fact dense in the set of extended controls, W(T ). By (3.3.4), (3.3.5), and the
continuity of the input-output map associated to (3.2.10), it follows that, possibly for
a subsequence, on [0, T̄ + δ] one has∥∥(ζi, xi)−

(
ζ̄ , x̄
)∥∥

L∞
→ 0,

(
ζ̇i, ẋi

)
⇀
( ˙̄ζ, ˙̄x

)
weakly in L1. (3.3.6)

10Notice that, for any T > 0 and any control, the Cauchy problem in (P̂i
)
is a special case of

(3.2.10), hence it admits a unique solution, which is defined on [0, T ]. In particular, all processes in
Λi are strict sense processes.
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Here (we do not rename) the functions ζi, xi, ζ̄, x̄ are extended to [0, T̄ + δ] by
constant extrapolation and the derivatives are set equal to 0 accordingly. Furthermore,
Hypothesis 3.2.6 and (3.3.5) imply that there exist a sequence of measurable subsets
Ωi ⊆ [0, T̄ ] ∩ [ri, Ti] and (ϕi) ⊂ L1([0, T̄ ];R≥0) such that `(Ωi)→ T̄ , ‖ϕi‖L1([0,T̄ ]) → 0

as i→ +∞, and, for every i and for a.e. t ∈ Ωi:

(ωi, ui, γi)(t) ∈
n⋃
j=0

{(ω̄j(t), ūj(t), ej)}+ (ϕi(t)Bm)× {0} × {0}. (3.3.7)

Step 2. For each i ∈ N, set

ki := max
t∈[0,Ti]

ψ(t, xi(t)), ψ̃(t, z, k) := ψ(t, z)− k ∀(t, z, k) ∈ R1+n+1.

As it is easy to verify, the process (Zi, ki) = (Ti, ωi, ui, γi, ϑi, ζi, xi, ki) turns out to be
a minimizer for the optimization problem

(Qi)


MinimizeΨ

(
T, x(T ), k(T )

1∨L
ψ

)
+ r2

i

[
|T − Ti|+

∫ T
0
%i(t, ω(t), u(t), γ(t), ϑ(t)) dt

]
over (T, ω, u, γ, ϑ, ζ, x) ∈ Λi, k ∈ W 1,1([0, T ];R), verifying

k̇(t) = 0, ψ̃(t, x(t), k(t)) ≤ 0 ∀t ∈ [0, T ].

Since Z is isolated, from (3.3.6) it follows that Ψ
(
Ti, xi(Ti),

ki
1∨L

ψ

)
> 0 for all i,

namely, at least one of the following inequalities holds true:

dC̃(Ti, xi(Ti)) > 0, ki > 0. (3.3.8)

Possibly passing to a subsequence, we may suppose ki > 0 for every i. Indeed, if
this is not the case, condition (3.3.8) implies dC(Ti, xi(Ti)) > 0. Thus, the process
(Ti, ωi, ui, γi, ζi, xi, ki) can be replaced by (Ti, ωi, ui, γi, ζi, xi, k̂i), which is still a mini-
mizer of problem (Qi) provided k̂i := dC̃(Ti, xi(Ti))/2 > 0.

Now we claim that

ψ(t, xi(t)) ≤ 0 < ki ∀t ∈ [0, ri], (3.3.9)

namely, the constraint is inactive on [0, ri]. Indeed, for i large enough c(t) ≤ L
F
a.e.
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t ∈ [0, ri], so that we can compute

|xi(t)− x̃i(t)| ≤
∫ t

0

|F(t′, xi, ω̃i, ũi)− F(t′, x̃i, ω̃i, ũi)|dt′

+

∫ t

0

ϑi|F(t′, xi, ω̂i, ûi)− F(t′, xi, ω̃i, ũi)|dt′

≤
∫ t

0

L
F
|xi(t′)− x̃i(t′)|dt′ + 2L

F
`[ϑi](t),

where the nondecreasing map `[·](·) is as in (3.2.17). By the Gronwall’s Lemma 2.2.3
one can deduce that there is C̄ > 0 such that, for every i, one has

|xi(t)− x̃i(t)| ≤ C̄ `[ϑi](t) ∀t ∈]0, ri], (3.3.10)

Fix now i ∈ N. By the Lebourg Mean Value Theorem 2.4.7 (see also Theorem 2.4.6),
for every t ∈ [0, ri] there exists (ξt0i , ξ

t
i
) ∈ co∂∗ψ(t, yi(t)) for some yi(t) belonging to

the segment {sxi(t) + (1− s)x̃i(t) : s ∈ [0, 1]} such that 11

ψ(t, xi(t))− ψ(t, x̃i(t)) = ξti · (xi(t)− x̃i(t))

=

∫ t

0

ξti · [F(t′, xi, ω̃i, ũi)− F(t′, x̃i, ω̃i, ũi)] dt
′

+

∫ t

0

ϑi(t
′)ξti · [F(t′, xi, ω̂i, ûi)− F(t′, xi, ω̃i, ũi)] dt

′

≤
∫ t

0

C̄L
ψ
L

F
`[ϑi](t

′)dt′ − δ̂ `[ϑi](t) ≤ `[ϑi](t)
(
−δ̂ + C̄L

ψ
L

F
t
)
≤ 0,

where the last relations follow from (3.2.16), (3.3.10), and the fact that t ≤ ri ↓ 0.
Finally, condition (3.2.13) confirms our claim.

Our aim is now to apply a free end-time constrained Pontryagin Maximum Prin-
ciple to problem (Qi) with reference to the minimizer (Zi, ki). By the properties of
subdifferentials (see Subsection 2.4.2) and the conditions in (3.3.8), we deduce that
∂
>

t,x,cψ̃(t, xi(t), ki) = ∂
>

t,xψ(t, xi(t)) × {−1} and that (ξi, ξki) ∈ ∂Ψ
(
Ti, xi(Ti),

ki
1∨L

ψ

)

11Notice that by the boundedness of the dynamics near 0, both x̃i(t) and xi(t) lay on ž0 + tL
F
B.

Hence, for i sufficiently large, t ∈ [0, ε] and yi(t) ∈ ž0 + εB, where ε > 0 is as in Remark 3.2.7,(4).
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implies the existence of some ς1
i , ς

2
i ≥ 0 with ς1

i + ς2
i = 1, verifying

ξi = (ξti , ξxi) ∈ ς1
i (∂dC̃(Ti, xi(Ti)) ∩ ∂B1+n) , ξki =

ς2
i

1 ∨ L
ψ

.

Furthermore, ςji = 0 for j ∈ {1, 2}, when the maximum in dC̃(Ti, xi(Ti)) ∨ ki
1∨L

ψ
is

strictly greater than the j-th term in the maximization. Thus, the Maximum Principle
2.5.7 yield the existence of a path (pi, πi) ∈ W 1,1([0, Ti];Rn+1), numbers hi ∈ R,
λi ≥ 0, βi ≥ 0, ς1

i ≥ 0, ς2
i ≥ 0 with

∑2
j=1 ς

j
i = 1 (see Proposition 2.4.4), a measure

µi ∈ C⊕([0, Ti]), and a Borel measurable and µi-integrable function mi : [0, Ti]→ Rn,
verifying the following conditions12:

(i)′ λi + ‖pi‖L∞([0,Ti]) + ‖πi‖L∞([0,Ti]) + µi([0, Ti]) + βi = 1;

(ii)′ −ṗi(t) ∈ co ∂x

(
qi(t) · F(t, (xi, ωi, ui)(t))

)
for a.e. t ∈ [0, Ti],

and π̇i(t) = 0 for a.e. t ∈ [0, Ti];

(iii)′ (hi,−qi(Ti)) ∈ (λir
2
i B1 × {0n}) + βi∂ψ(Ti, xi(Ti)) + λiς

1
i (∂dC̃(Ti, xi(Ti)) ∩ ∂B),

πi(0) = 0, −πi(Ti) +

∫
[0,Ti]

µi(dt
′) = λi

ς2
i

1 ∨ L
ψ

− βi;

(iv)′ hi ∈ ess
t→Ti

(
max

(w,v)∈Vιδi
(t)×U (t)

qi(Ti) · F
(
t, xi(Ti), w, v

))
+Mλir

2
i B1;

(v)′ mi(t) ∈ ∂
>

x ψ (t, xi(t)), µi-a.e. t ∈ [0, Ti],

(vi)′ spt(µi) ⊆ {t ∈ [0, Ti] : ψ (t, xi(t))− ki = 0} ⊂ [ri, Ti]
13,

(vii)′1
∫ ri

0
ϑi pi · [F(t, xi, ω̂i, ûi)− F(t, xi, ω̃i, ũi)] ds

≥
∫ ri

0

{
(1− ϑi) pi · [F(t, xi, ω̂i, ûi)− F(t, xi, ω̃i, ũi)] −Mλir

2
i

}
dt;14

(vii)′2
∫ Ti
ri
qi · F(t, xi, ωi, ui)dt ≥

∫ Ti
ri

[qi · F(t, xi, w, u)−Mλir
2
i ] dt

for all (ω, u, γ) ∈ Vιδi (Ti)× U(Ti)× Γ1(Ti),

12The costate path associated to the state component ζi is the zero function, hence it does not
appear in the Maximum Principle’s conditions.

13The last inclusion follows by (3.3.9).
14By (vi)′ it follows that qi ≡ pi on [0, ri]. Notice also that (vii)′1 holds in a more general form, in

fact we can replace 1− ϑi in the right hand side with any measurable function ϑ : [0, ri]→ {0, 1}.
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for some M > 1 depending on the diameter of the bounded set W , where

qi(t) :=

pi(t) +
∫

[0,t[
mi(t

′)µi(dt
′) t ∈ [0, Ti[,

pi(Ti) +
∫

[0,Ti]
mi(t

′)µi(dt
′) t = Ti

and βi = 0 if ψ(Ti, xi(Ti)) < ki. Notice that, in view of (i)′ and Hypothesis 3.1.2

‖qi‖L∞(0,Ti) ≤ 1 + L
ψ
. (3.3.11)

Observe that, for each i, by (ii)′ and (iii)′ we derive

µi([0, Ti]) =

∫
[0,Ti]

µi(dt) = λi
ς2
i

1 ∨ L
ψ

− βi and πi ≡ 0. (3.3.12)

Furthermore, by (iv)′ we deduce that

hi ≤ L
F
‖qi‖L∞([0,Ti]) +Mλir

2
i .

Accordingly, since ‖mi‖L∞([0,Ti]) ≤ L
ψ
and ∂ψ(·, ·) ⊆ L

ψ
B1+n, by (iii)′,

λiς
1
i −Lψβi−λir2

i ≤ |(hi,−qi(Ti))| ≤ (L
F
+1)‖pi‖L∞([0,Ti])+Lψ(L

F
+1)µi([0, Ti])+Mλir

2
i .

(3.3.13)
By adding up the non-triviality condition (i)′, (3.3.12) and (3.3.13), for i sufficiently
large we get

(L
F

+ 2)‖pi‖L∞([0,Ti]) + (1 + 1 ∨ L
ψ

+ L
ψ
(1 + L

F
))µi([0, Ti])

+ (1 + L
ψ

+ 1 ∨ L
ψ
)βi ≥ 1− λi + λi(ς

1
i + ς2

i )− (M + 1)λir
2
i ≥

1

2
,

since ri ↓ 0 and ς1
i + ς2

i = 1. Hence, scaling the multipliers, we obtain

‖pi‖L∞([0,Ti]) + µi([0, Ti]) + βi = 1, λi ≤ L̃, (3.3.14)

where L̃ := 2[(L
F

+ 2) ∨ (1 + 1 ∨ L
ψ

+ L
ψ
(1 + L

F
))].

Step 3. Now, we pass to the limit in the relations obtained in Step 2. As for the
trajectories, consider the functions pi extended to [0, T̄ + δ] by constant extrapolation
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to the left and to the right. Extend also the measures µi and the functions mi

to [0, T̄ + δ] by setting them identically zero outside [0, Ti]. Then, there exist a
subsequence of (µi), µ ∈ C⊕([0, T̄ + δ]), m : [0, T̄ + δ] → Rn Borel measurable and
µ-integrable, such that (we do not relabel) µi ⇀∗ µ weakly* and mi(t)µi(dt) ⇀∗

m(t)µ(dt) (see Theorem 2.2.8). Furthermore, for any i, |ṗi(t)| ≤ (1 + L
ψ
)c(t) by

(3.3.11) and Hypothesis 3.1.3, and |pi(T̄ + δ)| ≤ 2L
ψ

+ 1 by (iii)′ and (i)′, so that
Theorem 2.3.4 implies that there is some path p ∈ W 1,1([0, T̄ + δ];Rn) such that,
along a suitable subsequence, on [0, T̄ + δ] one has

pi → p in L∞, ṗi ⇀ ṗ weakly in L1, qi → q in L1, qi(Ti)→ q(T̄ ),

(3.3.15)
where

q(t) :=

p(t) +
∫

[0,t[
m(t′)µ(dt′) t ∈ [0, T̄ + δ[,

p(T̄ + δ) +
∫

[0,T̄+δ]
m(t′)µ(dt′) t = T̄ + δ.

(3.3.16)

In particular, qi → q a.e. in view of (2.2.2) (that implies also qi(Ti)→ q(T̄ )), so that
(3.3.11) allows the application of the Dominated Convergence Theorem 2.2.4, that
implies qi → q in L1.

By (i)′ and (iii)′, the real sequences (hi), (βi) are bounded. Hence, possibly for a
further subsequence, there exist h ∈ R and β ≥ 0 such that hi → h and βi → β, as
i→ +∞. In the limit, condition (3.3.14) yields

‖p‖L∞([0,T̄ ]) + µ([0, T̄ ]) + β = 1, (3.3.17)

while (iii)′, (v)′, and (vi)′ (see also Proposition 2.4.8) imply the transversality condi-
tions (3.2.7), and the properties (3.1.9), (3.1.10) of m and µ, respectively. We point
out that, since Ti → T̄ , pi → p in L∞, and in view of (3.1.10), we get that (3.3.16) is
the extension by constant extrapolation to [0, T̄ + δ] of q given by (3.2.9).

Notice that if ψ(T̄ , x̄(T̄ )) < 0, then ψ(Ti, xi(Ti)) < 0 < ki for i sufficiently large
by (3.3.5) and (3.3.6), hence βi = 0 for any i large, so that β = 0. Similarly, if
C̃ ⊂ {T̄} × Rn, then Ti ≡ T̄ , hence βi ≡ 0 and consequently β = 0.

Condition (3.2.8) on h follows from Proposition 2.5.6 (together with (3.3.6) and
the last condition in (3.3.15)), once we observe that Hypothesis 3.1.1 (see Remark
3.1.4,(i)) and Hypothesis 3.1.3,(ii) imply that, possibly reducing δ and for i large
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enough, for a.e. t ∈ [Ti − δ, Ti + δ] one has

0 ≤ max
(w,v)∈V (t)×U (t)

qi(Ti) · F
(
t, xi(Ti), w, v

)
− max

(w,v)∈Vιδi
(t)×U (t)

qi(Ti) · F
(
t, xi(Ti), w, v

)
≤ qi(Ti) · F(t, xi(Ti), w̄(t), v̄(t))− qi(Ti) · F

(
t, xi(Ti),ΠVιδi

(t)(w̄(t)), v̄(t)
)

≤ (1 + L
ψ
)ρ(δi),

(3.3.18)

where ΠVιδi
(·)(·) is as in Theorem 2.3.1 and, for a.e. t ∈ [Ti − δ, Ti + δ], (w̄(t), v̄(t)) is

such that

qi(t) · F(t, xi(Ti), w̄(t), v̄(t)) = max
(w,v)∈V (t)×U (t)

qi(Ti) · F
(
t, xi(Ti), w, v

)
.

Now we obtain the adjoint equation (3.1.5) from (ii)′. By adding and subtracting
‘q(t)’, using Proposition 2.4.4, (2.2.1) and (2.4.3), for a.e. t ∈ [0, Ti] one has

ṗi(t) ∈ co ∂x
(
q(t) · F(t, (xi, ωi, ui)(t))

)
+ co ∂x

(
(qi(t)− q(t)) · F(t, (xi, ωi, ui)(t))

)
⊂ co ∂x

(
q(t) · F(t, (xi, ωi, ui)(t))

)
+ (qi(t)− q(t)) ·DxF(t, (xi, ωi, ui)(t))

⊂ co ∂x
(
q(t) · F(t, (xi, ωi, ui)(t))

)
+ L

F
|qi(t)− q(t)|Bn.

Now, using 3.1.3,(ii) and (3.3.7) we deduce that, for a.e. t ∈ Ωi one has

(
− ṗi, ζ̇i, ẋi

)
(t) ∈

n⋃
j=0

(
co ∂x

(
q(t) · F(t, (xi, ω̄

j, ūj)(t))
)
, ej,F(t, (xi, ω̄

j, ūj)(t))
)

+
(
[(1 + L

ψ
)ρ(ϕi(t)) + L

F
|qi(t)− q(t)|]Bn

)
× {0} ×

(
ρ(ϕi(t))Bn

)
.

Taking account of (3.3.6) and (3.3.15), we can appeal to the Compactness of Trajec-
tories Theorem 2.3.4 15 to obtain

(
− ṗ, ˙̄ζ, ˙̄x

)
(t) ∈ co

(
n⋃
j=0

(
co ∂x

(
q(t) · F(t, (x̄, ω̄j, ūj)(t))

)
, ej,F(t, (x̄, ω̄j, ūj)(t))

))

15In particular, co(q · F) is a closed multifunction in view of Theorem 2.4.6 and Theorem 2.2.1;
ρ(ϕi) → 0 in L1 by the Dominated Convergence Theorem 2.2.4 since, up to subsequence, ϕi → 0
a.e. and (ϕi) is uniformly bounded by a constant that depends on the diameter of W .
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for a.e. t ∈ [0, T̄ ]. Thanks to Proposition 2.2.2 we get

(
− ṗ, ˙̄ζ, ˙̄x

)
(t) ∈

n∑
j=0

γj(t)
(

co ∂x
(
q(t) · F(t, (x̄, ω̄j, ūj)(t))

)
, ej,F(t, (x̄, ω̄j, ūj)(t))

)
,

for a.e. t ∈ [0, T̄ ] and for some function γ ∈ Γ(T̄ ). This implies that p satisfies (3.1.5),
since γ = ˙̄ζ = γ̄ almost everywhere.

To obtain the maximality condition (3.1.8), take an arbitrary (ω, u) ∈W(T̄ + δ)×
U(T̄ + δ). In view of Remark 3.1.4,(i), Hypothesis 3.1.1 implies that, for any i, there
exists some vi ∈ Vδi(T̄ + δ) such that ‖ω − vi‖L1 ≤ δi ↓ 0. By (vii)′, we deduce that,
for any i, one has∫ T̄+δ

0

qi · ẋiχ[ri,Ti]
dt ≥

∫ T̄+δ

0

{
qi · F(t, xi, vi, u)−Mλir

2
i

}
χ

[ri,Ti]
dt.

In the left hand side we add and subtract the quantities ‘q · ẋi’ and ‘q · ˙̄x’ and, recalling
that |ẋi(t)| ≤ c(t) and |qi| ≤ 1 + Lψ for any i, we use (3.3.6) and (3.3.15) in order
to pass to the limit (in particular,

∫
(qi − q) ˙̄xi → 0 by the Dominated Convergence

Theorem 2.2.4). Observing that, up to a subsequence, vi → ω a.e., in the right hand
side we utilize the Dominated Convergence Theorem 2.2.4, so that to obtain∫ T̄

0

q(t) · ˙̄x(t) dt ≥
∫ T̄

0

q(t) · F(t, (x̄, ω, u)(t)) dt.

Since this is true for any control (ω, u) as above, we conclude that

q(t) · ˙̄x(t) = max
(w,v)∈V (t)×U (t)

q(t) · F(t, x̄(t), w, v) a.e. t ∈ [0, T̄ ],

which implies (3.1.8). Thus Z is an abnormal extremal. To prove that it is in fact
a nondegenerate abnormal extremal, it remains to show that the above multipliers
fulfill the strengthened non-triviality condition

‖q‖L∞([0,T̄ ]) + µ(]0, T̄ ]) + β 6= 0. (3.3.19)

Indeed, assume by contradiction that ‖q‖L∞([0,T̄ ]) + µ(]0, T̄ ]) + β = 0. Then, the
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non-triviality condition (3.3.17) yields that µ({0}) 6= 0 and p ≡ −µ({0})ξ for some
ξ ∈ ∂>x ψ(0, ž0). For every i, by the maximality condition (vii)′1 and relation (3.2.16)
(recalling that ri ≤ C 4

√
εi by (3.3.1)) it follows that

0 ≥
∫ ri

0

(1− 2ϑi) p · [F(t, xi, ω̂i, ûi)− F(t, xi, ω̃i, ũi)] dt

+

∫ ri

0

{
(1− 2ϑi) (pi − p) · [F(t, xi, ω̂i, ûi)− F(t, xi, ω̃i, ũi)]−Mλir

2
i

}
dt

≥
∫ ri

0

p · [F(t, xi, ω̂i, ûi)− F(t, xi, ω̃i, ũi)]χ{t′: ϑi(t′)=0}(t) dt

−
∫ ri

0

p · [F(t, xi, ω̂i, ûi)− F(t, xi, ω̃i, ũi)]χ{t′: ϑi(t′)=1}(t) dt

− ri(2LF
‖pi − p‖L∞ +ML̃r2

i )

≥ µ({0}) δ̂ `[1− ϑi](ri)− 2L
F
L
ψ
`[ϑi](ri)− ri(2LF

‖pi − p‖L∞ +ML̃r2
i )

≥ ri
[
µ({0}) δ̂ − µ({0}) δ̂ ri − 2L

F
L
ψ
ri − 2L

F
‖pi − p‖L∞ −ML̃r2

i

]
> 0,

where we use the facts that `[ϑi](ri) ≤ r2
i and, as a straightforward consequence, that

`[1 − ϑi](ri) ≥ ri − r2
i , which follow from (3.3.5). Thus, we get a contradiction and

the proof is complete.

3.4 Proof of Theorem 3.1.6

For any t1 < t2, set Γ1([t1, t2]) := M([t1, t2]; ∆1
n), where ∆1

n is as in (3.2.11). Pre-
liminarily, notice that Theorem 2.5.2 implies that for any initial condition ž0 ∈ Rn

the input-output map W([t1, t2])× U([t1, t2])× Γ1([t1, t2]) 3 (ω, u, γ) 7→ (ζ, x), where
(ζ, x) = (ζ, x)[t1, t2, ž0, ω, u, γ] denotes the unique solution to

(ζ̇ , ẋ)(t) = (γ(t),F(t, x(t), ω(t), u(t))) for a.e. t ∈ [t1, t2] (3.4.1)

with initial condition (ζ, x)(t1) = (0, ž0), is well defined and has a continuous depen-
dence with respect to ω. Let Z := (t̄1, t̄2, ω̄, ū, γ̄, x̄) be as in the theorem’s statement,
set ζ̄(t) :=

∫ t
t̄1
γ̄(t′) dt′ for all t ∈ [t̄1, t̄2] and observe that (ζ̄ , x̄) solves the differential
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inclusion

(
ζ̇ , ẋ
)
(t) ∈ co

n⋃
j=0

{
(
ej,F(t, x(t), ω̄j(t), ūj(t))

)
} a.e. t ∈ [t̄1, t̄2].

Since Z is isolated in view of Proposition 3.0.6, there is some δ > 0 as in Definition
3.0.5. Fixed a sequence εi ↓ 0, εi < δ/2, by the Relaxation Theorem 2.3.5 for every i
there is a measurable control (ω̄i, ūi, γ̄i)(t) ∈

⋃n
j=0{(ω̄j(t), ūj(t), ej)} for a.e. t ∈ [t̄1, t̄2],

such that the pair (ζ̄i, x̄i), where (ζ̄i, x̄i) := (ζ, x)[t̄1, t̄2, x̄(t̄1), ω̄i, ūi, γ̄i], satisfies

‖(ζ̄i, x̄i)− (ζ̄ , x̄)‖L∞([t̄1,t̄2]) ≤ εi. (3.4.2)

Choose δi ∈]0, εi[ such that, for any ω ∈W([t̄1, t̄2]), ‖ω − ω̄i‖L1([t̄1,t̄2]) ≤ δi, one has

‖(ζ, x)[t̄1, t̄2, x̄(t̄1), ω, ūi, γ̄i]− (ζ̄i, x̄i)‖L∞([t̄1,t̄2]) ≤ εi.

Let ω̌i(t) ∈ Vιδi (t) for a.e. t ∈ [t̄1, t̄2] (Vιδi (t) as in Remark 3.1.4,(i)) be a strict
sense control satisfying ‖ω̌i− ω̄i‖L1([t̄1,t̄2]) ≤ δi, which exists owing to Hypothesis 3.1.1.
Hence, setting ǔi := ūi, γ̌i := γ̄i, and (ζ̌i, x̌i) := (ζ, x)[t̄1, t̄2, x̄(t̄1), ω̌i, ǔi, γ̌i], we get a
strict sense process (t̄1, t̄2, ω̌i, ǔi, γ̌i, ζ̌i, x̌i)

16 enjoying the properties

‖(ζ̌i, x̌i)− (ζ̄i, x̄i)‖L∞([t̄1,t̄2]) ≤ εi, (3.4.3)

and, for some sequence (ϕ̌i) ⊂ L1([t̄1, t̄2];R≥0) converging to 0 in L1,

(ω̌i, ǔi, γ̌i)(t) ∈
n⋃
j=0

{(ω̄j(t), ūj(t), ej)}+ (ϕ̌i(t)Bm)× {0} × {0} a.e. t ∈ [t̄1, t̄2].

Now, set Ψ (t1, z1, t2, z2, k) := dC(t1, z1, t2, z2)∨ k for all (t1, z1, t2, z2, k) in R1+n+1+n+1

and, for any t1 < t2, x ∈ W 1,1([t1, t2];Rn), consider the payoff

J(t1, t2, x) := Ψ
(
t1, x(t1), t2, x(t2), max

t∈[t1,t2]
ψ(t, x(t))

)
.

16As in the proof of Theorem 3.2.8, with a small abuse of notation we call process also an originally
defined process, where the variable ζ is added.
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For every i, let ri ≥ 0 satisfy

r4
i = sup

{
J(t1, t2, x) : (t1, t2, w, u, x) ∈ Σ, d∞

(
(t1, t2, x), (t̄1, t̄2, x̄)

)
≤ 2εi

}
and introduce the set Λi of processes (t1, t2, ω, u, γ, ζ, x), where t1 < t2, the control
(ω, u, γ) ∈ Vδi([t1, t2])×U([t1, t2])×Γ1([t1, t2]) with Vδi([t1, t2]) := {ω ∈M([t1, t2];W ) :

ω(t) ∈ Vιδi a.e. t ∈ [t1, t2]}, and (ζ, x) satisfies (3.4.1) and has

d∞
(
(t1, t2, x), (t̄1, t̄2, x̄)

)
≤ δ.

This set is a complete metric space if endowed with the distance

d((t′1, t
′
2, ω

′, u′, γ′, ζ ′, y′), (t1, t2, ω, u, γ, ζ, x)) := |t′1 − t1|+ |t′2 − t2|
+ |y′(t′1)− x(t1)|+ ‖ω′ − ω‖L1(I) + `{t ∈ I : (u′, γ′)(t) 6= (u, γ)(t)},

(3.4.4)

where I := [t′1 ∨ t1, t′2 ∧ t2]. Notice that by (3.4.2), (3.4.3) it follows that

d∞((t̄1, t̄2, x̌i), (t̄1, t̄2, x̄)) ≤ 2εi,

so that the process (t̄1, t̄2, ω̌i, ǔi, γ̌i, ζ̌i, x̌i) is an r4
i -minimizer for the optimal control

problem  Minimize J(t1, t2, x)

over processes (t1, t2, ω, u, γ, ζ, x) ∈ Λi.

From now on, except for minor obvious changes, the proof proceeds similarly to the
proof of Theorem 3.2.8 and is actually simpler, since we disregard the nondegeneracy
issue. Hence, we omit it.
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Chapter 4

Fixed end-time problems

In this chapter we deal with fixed end-time optimization problems with prescribed
initial position and constant control sets. Despite this might appear as a mere special
case of what we investigated in Chapter 3, the reasons for giving space to this subject
is twofold. On the one hand, fixed end-time optimization problems are the most
studied in the literature, both in the derivation of necessary conditions of optimality
and in the deduction of sufficient conditions for no gap [59, 60, 61, 63, 76, 79], so
that to deserve separate attention. On the other hand, a detailed analysis of the
fixed end-time case is preparatory in order to look for sufficient conditions for no
gap for free end-time problems with Lipschitz continuous time dependence. Indeed,
as we will better explain in Chapter 5, for these latter problems one can provide
additional conditions satisfied by the extremals – as, for instance, the constancy of
the Hamiltonian in the autonomous case –, that can not be deduced from those of
Definition 3.1.5 in any way.

In particular, in Section 4.1 we adapt the definitions and the results of Chapter
3 to the setting of fixed end-time problems with fixed initial position and constant
control sets. Afterwards, in Section 4.2, we study the converse problem of wether a
minimizer for the original problem is still a minimizer for the extended or the relaxed
auxiliary problem. The present chapter is based on [38, 39].
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4.1 Gap and controllability theorems for fixed end-
time

First of all we have to appropriately modify the notions of (feasible) strict sense,
extended and relaxed processes.

Definition 4.1.1. Let U ⊂ Rq, V ⊂ Rm, and let W = V . We refer to (ω, u, x)

as extended process if ω ∈ W(T ) := M([0, T ],W ), u ∈ U(T ) := M([0, T ], U), and
x ∈ W 1,1([0, T ],Rn) satisfies

ẋ(t) = F(t, x(t), ω(t), u(t)) a.e. t ∈ [0, T ]. (4.1.1)

An extended process is called a strict sense process if ω ∈ V(T ) := M([0, T ], V ). A
strict sense or extended process is feasible if it satisfies the following endpoint and
state constraints

ψ(t, x(t)) ≤ 0 ∀t ∈ [0, T ], (x(0), x(T )) ∈ {ž0} × Č. (4.1.2)

With a small abuse of notation, we refer to (ω, u, γ, ζ, x) as relaxed process if ω ∈
W1+n(T ), u ∈ U1+n(T ), γ ∈ Γ(T ) = M([0, T ],∆n) and (ζ, x) ∈ W 1,1([0, T ],R1+n×Rn)

satisfies

(ζ̇(t), ẋ(t)) =

(
γ(t),

n∑
j=0

γj(t)F(t, x(t), ωj(t), uj(t))

)
a.e. t ∈ [0, T ]. (4.1.3)

A relaxed process is feasible when it satisfies (4.1.2). We write Σ̌, Σ̌e, Σ̌r, to denote the
sets of strict sense, extended, and relaxed processes which are feasible, respectively.

As observed in Remark 3.0.2, we have Σ̌ ⊂ Σ̌e ⊂ Σ̌r. We can now adapt the
concepts of local minimizer, local infimum gap, and isolated process to fixed end-time
problems, by noticing that the distance d∞ defined in (3.0.4) turns into the L∞-norm
over the interval [0, T ], namely ‖ · ‖L∞([0,T ]).

For instance, if Z := (ω̄, ū, γ̄, ζ̄, x̄) ∈ Σ̌r, at Z there is a local infimum gap if for
any continuous function Φ : Rn → R there is some δ > 0 such that

Φ(x̄(T )) < inf
{

Φ(x(T )) : (ω, u, x) ∈ Σ̌, ‖x̄− x‖L∞([0,T ]) < δ
}
.
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We say that Z is an isolated process if, for some δ > 0, it holds{
(ω, u, x) ∈ Σ̌ : ‖x̄− x‖L∞([0,T ]) < δ

}
= ∅,

while we say that the constrained control system (4.1.1)-(4.1.2) is controllable to Z if Z
is not isolated. As in previous chapter, it is true that at Z there is a local infimum gap
if and only if Z is isolated. Finally, given Σ̃ ∈ {Σ̌, Σ̌e, Σ̌r} and a continuous function
Φ : Rn → R we say that Z := (ω̄, ū, γ̄, ζ̄, x̄) ∈ Σ̃ is a local Φ-minimizer for problem
(P

Σ̃
) if, for some δ > 0, one has 17

Φ(x̄(T )) = min
{

Φ(x(T )) : (ω, u, γ, ζ, x) ∈ Σ̃ s.t. ‖x− x̄‖L∞([0,T ]) < δ
}
.

The process Z is a (global) Φ-minimizer for problem (P
Σ̃
) if Φ(x̄(T )) = minΣ̃ Φ(x(T )).

We shall consider the following hypotheses, in which the relaxed reference pro-
cess (ω̄, ū, γ̄, ζ̄, x̄) ∈ Σ̌r and η > 0 are given. In particular we defint the η-tube of
(ω̄, ū, γ̄, ζ̄, x̄) by

Šη := {(t, z) ∈ R× Rn : t ∈ [0, T ], z ∈ x̄(t) + η B} .

Hypothesis 4.1.2. The Borel set U ⊂ Rq is compact, and the Borel set V ⊂ Rm

is bounded. Moreover, there exists a sequence (Vi) of closed subsets of V such that
Vi ⊆ Vi+1 for every i and

⋃+∞
i=1 Vi = V .

Hypothesis 4.1.3. The target Č ⊂ Rn is closed. The constraint function ψ is upper
semicontinuous and there exists L

ψ
> 0 such that |ψ(t, z)− ψ(t, z′)| ≤ L

ψ
|z − z′| for

any (t, z), (t, z′) ∈ Šη.

Hypothesis 4.1.4. (i) For all (z, w) ∈ projRn Šη × W , the function [0, T ] × U 3
(t, v) 7→ F(t, z, w, v) is L ×Bq-measurable. Moreover, there exists c ∈ L1([0, T ],R≥0)

such that, for all (t, z, w, v), (t, z′, w, v) ∈ Šη ×W × U , we have

|F(t, z, w, v)| ≤ c(t), |F(t, z′, w, v)− F(t, z, w, v)| ≤ c(t) |z′ − z|.

(ii) There exists some continuous increasing function ρ : R≥0 → R≥0 with ρ(0) = 0

17If Σ̃ ∈ {Σ̌, Σ̌e}, the presence of the state arc ζ has to be interpreted in view of Remark 3.2.5.
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such that for any (t, z, v) ∈ Šη × U , we have

|F(t, z, w′, v)− F(t, z, w, v)| ≤ ρ(|w′ − w|) ∀w′, w ∈ W,
DxF(t, z, w′, v) ⊆ DxF(t, z, w, v) + ρ(|w′ − w|)B ∀w′, w ∈ W.

In order to deal with the nondegeneracy issue, we shall consider the following
additional assumption, that will be discussed in Remark 4.1.10.

Hypothesis 4.1.5. Let c ∈ L1 as in Hypothesis 4.1.4. We assume that there exist η̂,
L

F
> 0 such that c(t) ≤ L

F
for a.e. t ∈ [0, η̂].

We now introduce a notion of normal and abnormal extremal for the relaxed
optimization problem with fixed endtime, which follows straightforward by Definition
3.1.5.

Definition 4.1.6. Let Z := (ω̄, ū, γ̄, ζ̄, x̄) ∈ Σ̌r. Given a function Φ : Rn → R which
is Lipschitz continuous on a neighborhood of x̄(T ), we say that Z is a Φ-extremal if
there exist a path p ∈ W 1,1([0, T ],Rn), λ ≥ 0, µ ∈ C⊕([0, T ]), m : [0, T ] → Rn Borel
measurable and µ-integrable function, verifying the following conditions:

‖p‖L∞ + µ([0, T ]) + λ 6= 0; (4.1.4)

−ṗ(t) ∈
n∑
j=0

γ̄j(t) co ∂x
(
q(t) · F(t, x̄(t), ω̄j(t), ūj(t))

)
a.e. t ∈ [0, T ]; (4.1.5)

−q(T ) ∈ λ∂Φ (x̄(T )) +NČ(x̄(T )); (4.1.6)

for every j = 0, . . . , n, for a.e. t ∈ [0, T ], one has
q(t) · F

(
t, x̄(t), ω̄j(t), ūj(t)

)
= max

(w,v)∈W×U
q(t) · F

(
t, x̄(t), w, v

)
;

(4.1.7)

m(t) ∈ ∂>x ψ (t, x̄(t)) µ-a.e.; (4.1.8)

spt(µ) ⊆ {t ∈ [0, T ] : ψ (t, x̄(t)) = 0}, (4.1.9)

where q : [0, T ]→ Rn is defined as

q(t) :=

p(t) +
∫

[0,t[
m(t′)µ(dt′) t ∈ [0, T [,

p(T ) +
∫

[0,T ]
m(t′)µ(dt′) t = T.

(4.1.10)
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We will call a Φ-extremal normal if all possible choices of (p, λ, µ,m) as above have
λ > 0, and abnormal when it is not normal. We will call nondegenerate multiplier
any set of multipliers (p, λ, µ,m) that meets conditions (4.1.4)–(4.1.10) above, and
satisfies the strenghtened nontriviality condition

µ(]0, T ]) + ‖q‖L∞ + λ 6= 0. (4.1.11)

A Φ-extremal is nondegenerate normal if all choices of nondegenerate multipliers have
λ > 0, and it is nondegenerate abnormal when there exists a nondegenerate multiplier
with λ = 0. In the following, abnormal [nondegenerate abnormal] Φ-extremals will
be simply called abnormal [nondegenerate abnormal] extremals.

We are now ready to state the gap results to fixed end-time optimization problems.
We omit the proofs of the theorems because they are very similar to those you may
find in Sections 3.3, 3.4. For more details, see [38].

Theorem 4.1.7. Let Z := (ω̄, ū, γ̄, ζ̄, x̄) ∈ Σ̌r and suppose that at Z there is a local
infimum gap.

(i) If Hypotheses 4.1.2–4.1.4 are verified, then Z is an abnormal extremal.

(ii) If, in addition, also Hypothesis 3.2.6 (for T̄ = T ) and Hypothesis 4.1.5 are
satisfied, then Z is a nondegenerate abnormal extremal.

Theorem 4.1.7 implies sufficient conditions for the absence of infimum gap.

Theorem 4.1.8. Let Z := (ω̄, ū, γ̄, ζ̄, x̄) ∈ Σ̌r be such that Hypotheses 4.1.2–4.1.4 are
satisifed and let Φ : Rn → R be Lipschitz continuous in a neighborhood of x̄(T ).

(i) If Z is a local Φ-minimizer for (P
Σ̌r

) or (P
Σ̌e

) which is a normal Φ-extremal,
then at Z there is no local Φ-infimum gap. Similarly, if Z is a Φ-minimizer for
(P

Σ̌r
) or (P

Σ̌e
) which is a normal Φ-extremal, then it realizes the infimum of Φ

over Σ̌.

(ii) Assume in addition that also Hypothesis 3.2.6 (for T̄ = T ) and Hypothesis
4.1.5 are fulfilled. If Z is a local Φ-minimizer for (P

Σ̌r
) or (P

Σ̌e
) which is a

nondegenerate normal Φ-extremal, then at Z there is no local Φ-infimum gap.
Similarly, if Z is a Φ-minimizer for (P

Σ̌r
) or (P

Σ̌e
) which is a nondegenerate

normal Φ-extremal, then it realizes the infimum of Φ over Σ̌.
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In order to state the controllability result, given a relaxed reference process Z :=

(ω̄, ū, γ̄, x̄) ∈ Σ̌r for which Hypotheses 4.1.2–4.1.4 are verified, we define M̌ (Z) to
be the set of multipliers (p, µ,m) where p ∈ W 1,1([0, T ],Rn), µ ∈ C⊕([0, T ]), m :

[0, T ]→ Rn is a Borel measurable and µ-integrable map, that meet conditions (4.1.5),
(4.1.7)–(4.1.10) and such that

‖p‖L∞ + µ([0, T ]) 6= 0,

− q(T ) ∈ NČ(x̄(T )).

Moreover, we denote by M̌0(Z) the subset of M̌ (Z) containing multipliers (p, µ,m)

that satisfy the additional strengthened nontriviality condition

‖q‖L∞ + µ(]0, T ]) 6= 0.

Theorem 4.1.9. Let Z := (ω̄, ū, γ̄, ζ̄, x̄) ∈ Σ̌r and assume that Hypotheses 4.1.2–4.1.4
are fulfilled.

(i) If M̌ (Z) = ∅, then the constrained control system (4.1.1)-(4.1.2) is controllable
to Z.

(ii) If, in addition, also Hypothesis 3.2.6 (for T̄ = T ) and Hypothesis 4.1.5 are
satisfied and M̌0(Z) = ∅, then the constrained control system (4.1.1)-(4.1.2) is
controllable to Z.

Remark 4.1.10. We collect some remarks about the assumptions made and the
results obtained.

(1) In the case V (·) ≡ V and V is bounded, if Hypothesis 4.1.2 is satisfied, then
also Hypothesis 3.1.1 is fulfilled. In particular, when V ⊂ W is such that
Int(W ) ⊆ V ⊆ W and W = Int(W ), the validity of Hypothesis 4.1.2 follows by
elementary properties of closed and open subsets of Rn.

(2) As one can easily deduce from the proof in Section 3.3, Hypothesis 4.1.2 could
be replaced by the hypothesis that there exists a subset V ⊂W := L1([0, T ];W )

which is closed by finite concatenation and verifies:
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(i) there exists an increasing sequence of closed subsets (Vi) ⊆ V such that
∪iVi = V and, for any ω ∈ W and δ > 0, there are iδ and ωδ ∈ Viδ , such
that ‖ωδ − ω‖L1 ≤ δ;

(ii) for every i, for the optimization problem obtained from (P
Σ̌
) by replacing

V with Vi, a nonsmooth constrained maximum principle is valid.

For example, from [44] a condition sufficient for (ii) to hold true is the C0-closure
of the set of the solutions to (4.1.1) as (ω, u) ∈ Vi × U, for every i.

(3) Surveying the proof of Theorem 3.2.8 in Section 3.3 it can be noticed that con-
dition (3.1.2) of Hypothesis 3.1.1 is needed only to prove relation (3.2.8) (see in
particular the calculations in (3.3.18)) and to justify the claim of Remark 3.2.7,
(4). Since condition (3.2.8) does not appear in the Maximum Principle of fixed
end-time optimization problems, we deduce that, in case of set-valued control
sets as in Chapter 3, we could assume the only relation (3.1.1) in Hypothesis
3.1.1, together with the requirement that the sequence (ω̂i) of Hypothesis 3.2.6
is strict sense.

(4) We do observe that in Hypothesis 4.1.3 the constraint function ψ is required
to be Lipschitz continuous only in the state variable, while Hypothesis 3.1.2 of
Section 3.1 the constraint function ψ is required to be Lipschitz continuous in
all its variables. This difference is due to the additional multipliers β1, β2 ≥ 0

in the definition of Φ-extremal when the dynamics function has a measurable
dependence in the time variable (cfr. Definition 3.1.5 and Definition 4.1.6, in
particular (3.1.6) and (4.1.6)). Therefore, this leads to estimations that involve
the limiting subdifferential of ψ in both its variables (see (3.3.13) in the proof
of Theorem 3.2.8). Conversely, these estimations involve the only partial hybrid
subdifferential of ψ in the state variable in the case of fixed endtime (see [38, Sec.
6]), and this justifies Hypothesis 4.1.3. For the same reasons in Hypothesis 4.1.4
we do not require the function c to be essentially bounded in a neighborhood of
T̄ (cfr. Hypothesis 3.1.3). We only need a bound for c near 0 when we deal with
the nondegeneracy issue, and this is precisely the reason why we have introduced
the additional Hypothesis 4.1.5.

Remark 4.1.11. Since an extended process is a special case of a relaxed process,
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implicit in the definition of relaxed extremal is the definition of extended extremal.
In particular, if Z = (ω̄, ū, x̄) ∈ Σ̌e, clearly the costate differential inclusion (3.1.5)
and the maximality condition (3.1.8) in the above definition read, for a.e. t ∈ [0, T ],

−ṗ(t) ∈ co ∂x

(
q(t) · F(t, x̄(t), ω̄(t), ū(t))

)
, (4.1.12)

q(t) · F
(
t, x̄(t), ω̄(t), ū(t)

)
= max

(w,v)∈W×U
q(t) · F

(
t, x̄(t), w, v

)
, (4.1.13)

respectively.

4.2 Stability of minimizers

In the literature, two kinds of relationship between occurrence of an infimum gap and
abnormality of associated necessary conditions of optimality have been investigated:

Type S relation: a strict sense local minimizer satisfies the Pontryagin Maximum
Principle in abnormal form if it is not also a relaxed local minimizer;

Type R relation: a relaxed local minimizer satisfies the relaxed Pontryagin Maximum
Principle in abnormal form if its cost is strictly less than the infimum of the costs of
d∞-neighboring feasible strict sense trajectories.18

Differently from Type R relations, which have been widely investigated since the
seminal works byWarga [78, 79] until the more recent papers [60, 61, 58, 37, 38, 40, 59],
Type S relations have been announced by Warga for state constraint-free optimal
control problems with smooth data in [76] and then developed, for the first time,
by Palladino and Vinter in [60, 61] (see also [72]), only in the case of the classical
extension by convex relaxation.

On the one hand, we aim to extend the properties established in [60, 61] to the more
general framework introduced in this thesis, which includes extensions very different
from the convex relaxation. On the other hand, this section is complementary to the
results of the previous one, where Type R relations have been obtained. The present
section is based on [39].

18In [62], these two relations are referred to as ‘Type A’ and ‘Type B’ relation, respectively.
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Theorem 4.2.1. Assume that Hypotheses 4.1.2–4.1.4 are verified, let Z = (ω̄, ū, x̄) ∈
Σ̌ and let Φ : Rn → R be a Lipschitz continuous function on a neighborhood of x̄(T ).
Suppose that Z is a local Φ-minimizer for problem (P

Σ̌
), then the following properties

are valid.

(i) The process Z is an extremal. In particular, there exists a set of multipli-
ers (p, λ, µ,m) that meets conditions (4.1.4), (4.1.6), (4.1.8), (4.1.9), (4.1.10),
(4.1.12), and (4.1.13);

(ii) if Z is not a Φ-local minimizer for problem (P
Σ̌r

), namely, for every ε > 0 there
exists (ω, u, γ, ζ, x) ∈ Σ̌r such that

Φ(x(T )) < Φ(x̄(T )), ‖x− x̄‖L∞ < ε,

there exists a choice of multipliers (p, λ, µ,m) as in part (i), except that (4.1.12)
is replaced by

−ṗ(t) ∈ co

( ⋃
(w,v)∈W×U

∂x

(
q(t) · F(t, x̄(t), w, v)

))
a.e. t ∈ [0, T ], (4.2.1)

for which λ = 0.

Proof. We first prove (i). From Hypothesis 4.1.2 it follows that V is Bm-measurable.
Hence, part (i) is a well-known version of the nonsmooth constrained Pontryagin
Maximum Principle for the original problem (see Theorem 2.5.7).

Now we prove (ii). Assume that Z is a Φ-local minimizer for (P
Σ̌
) which is not a

Φ-local minimizer for (P
Σ̌r

). Let δ > 0 satisfy

Φ(x̄(T )) ≤ Φ(x(T )), ∀(ω, u, x) ∈ Σ̌ such that ‖x− x̄‖L∞ ≤ δ. (4.2.2)

By definition, given any sequence (εi) ⊂]0, δ
2
[, εi ↓ 0, for every i there exists a feasible

relaxed process Zi := (ωi, ui, γi, ζi, xi) ∈ Σ̌r, such that

Φ(xi(T )) < Φ(x̄(T )), ‖xi − x̄‖L∞ < εi. (4.2.3)

For any feasible strict sense process (ω, u, x) ∈ Σ̌ such that ‖x−xi‖L∞ ≤ δ
2
, by (4.2.3)
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one has
‖x− x̄‖L∞ ≤ ‖x− xi‖L∞ + ‖xi − x̄‖L∞ ≤

δ

2
+ εi ≤ δ.

From the last relations, we derive that, for every i one has

Φ(xi(T )) < inf

{
Φ(x(T )) : (w, u, x) ∈ Σ̌, ‖x− xi‖L∞ ≤

δ

2

}
,

namely, at Zi there is a Φ-local infimum gap. Thus, from Theorem 4.1.7, (i) applied
to any feasible relaxed process Zi, we derive that Zi is an abnormal extremal. In
particular, for every i there exist multipliers pi ∈ W 1,1([0, T ];Rn), µi ∈ C⊕([0, T ]),
mi : [0, T ] → Rn, with mi Borel measurable and µi-integrable function (and λi = 0),
verifying:

‖pi‖L∞ + µi([0, T ]) = 1 19;

−ṗi(t) ∈
n∑
j=0

γji (t) co ∂x

(
qi(t) · F(t, xi(t), ω

j
i (t), u

j
i (t))

)
a.e. t ∈ [0, T ]; (4.2.4)

−qi(T ) ∈ NC(xi(T ));

for every j = 0, . . . , n and a.e. t ∈ [0, T ],

qi(t) · F
(
t, xi(t), ω

j
i (t), u

j
i (t)
)

= max(w,v)∈W×U qi(t) · F
(
t, xi(t), w, v

)
;

mi(t) ∈ ∂>x ψ (t, xi(t)) µi-a.e.;
spt(µi) ⊆ {t ∈ [0, T ] : ψ (t, xi(t)) = 0},

where

qi(t) :=

pi(t) +
∫

[0,t[
mi(t

′)µi(dt
′) t ∈ [0, T [,

pi(T ) +
∫

[0,T ]
mi(t

′)µi(dt
′) t = T.

Notice that condition (4.2.4) implies that, for a.e. t ∈ [0, T ],

−ṗi(t) ∈
n∑
j=0

γji (t) co ∂x

(
qi(t) · F(t, xi(t), ω

j
i (t), u

j
i (t))

)

19As it is always possible, we normalize the multipliers in the nontriviality condition.
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⊆
n∑
j=0

γji (t)
⋃

(w,v)∈W×U

co ∂x

(
qi(t) · F(t, xi(t), w, v)

)
=

⋃
(w,v)∈W×U

co ∂x

(
qi(t) · F(t, xi(t), w, v)

)

⊆ co

( ⋃
(w,v)∈W×U

∂x

(
qi(t) · F(t, xi(t), w, v)

))
.

By Theorem 2.2.8, there exist some subsequence of (µi), a measure µ ∈ C⊕([0, T ]), a
functionm : [0, T ]→ Rn Borel measurable and µ-integrable, such that µi

∗
⇀ µ weakly*

in C∗([0, T ]) and mi(t)µi(dt)
∗
⇀ m(t)µ(dt). Moreover, reasoning as in Section 3.3, one

can deuce that there is some p ∈ W 1,1([0, T ];Rn) such that, possibly for a further
subsequence, pi → p in L∞, and dpi

dt
⇀ dp

dt
weakly in L1. Similarly, xi → x̄ in L∞,

dxi
dt
⇀ dx̄

dt
weakly in L1, qi → q in L1 for q as in (4.1.10) and qi(T ) → q(T ). At this

point, passing to the limit in the previous relations as in the proof of Theorem 3.2.8,
one finally obtains that (p, µ,m) fulfills conditions (4.2.1), (4.1.8), (4.1.13), (4.1.9)
together with

‖p‖L∞ + µ([0, T ]) = 1, −q(T ) ∈ NC(x̄(T )).

Surveying these conditions we see that the proof of part (b) is complete.

Remark 4.2.2. We point out that condition (4.2.1) is weaker than the expected
costate differential inclusion (4.1.12). This averaged version of the adjoint equation
for Type S relations does not occur in the case the dynamics constraint takes the form
of a differential inclusion and, consequently, the set of necessary condition involved
is Clarke’s Hamiltonian inclusion (see [61]). Moreover, in [62] it has been shown that
the two adjoint relations are the same when the dynamics are affine with respect to
the control variable. Nevertheless, it remains an open question whether in general a
sharper Type S relation is valid, involving the original costate differential inclusion
(4.1.12) instead of (4.2.1).

From Theorem 4.2.1, (ii), one immediately derives the following result as corollary,
that can be seen as a stability result for minimizers of problem (P

Σ̌
) when small

perturbations of the dynamics occur.

Theorem 4.2.3. Assume that Hypotheses 4.1.2–4.1.4 are verified, let Z = (ω̄, ū, x̄) ∈
Σ̌ and let Φ : Rn → R be a Lipschitz continuous function in a neighborhood of x̄(T ).

87



CHAPTER 4. FIXED END-TIME PROBLEMS

Suppose that Z is a local Φ-minimizer for problem (P
Σ̌
). If, given any set of multipliers

(p, λ, µ,m) satisfying conditions (4.1.4), (4.1.6), (4.1.8), (4.1.9), (4.1.10), (4.1.13),
and (4.2.1) we have λ 6= 0, then Z is also a Φ-local minimizer for problem (P

Σ̌r
).
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Chapter 5

Control-polynomial impulsive
optimization problems

This chapter is devoted to the analysis of nonlinear optimization problems with
control-polynomial dynamics and unbounded control set. We refer to this kind of
problems as impulsive, as the lack of growth conditions allows minimizing sequences
to have larger and larger velocities, so that to converge to discontinuous paths. How-
ever, by means of a standard ‘change of independent variable’ technique, it is possible
to reduce an impulsive problem to an extended conventional one, where the right
end-time is free, the dynamics function is autonomous and the control set is bounded.

At this point, one might hastily apply the results of Chapter 3 to the extended
problem, so that to establish sufficient conditions for no gap between the original
impulsive problem and its extension. However, it is well known that, in the case
the dynamics function does not depend on time, minimizers satisfy an additional
‘constancy of the Hamiltonian’ condition that can not be deduced by means of the
approach utilized to prove Theorem 2.5.7, as explained very well in [69, Ch. 8].

Instead, this crucial additional relation can be obtained by the analysis of general
free end-time optimization problems with Lipschitz continuous time dependence, that
have a completely different nature with respect to those with measurable time depen-
dence (see also [46, 67, 74]). In fact, adopting a classic reparameterization procedure
employed to derive necessary conditions of optimality for this kind of problems, we
convert the free end-time problem under consideration into a fixed end-time one, so
that to deduce enhanced gap-abnormality relations, thanks to the results of Chapter

89



CHAPTER 5. CONTROL-POLYNOMIAL IMPULSIVE OPTIMIZATION
PROBLEMS

4. In particular, we treat the time variable as a further state variable to which we
associate an additional costate arc, that turns out to be almost everywhere equal to
the Hamiltonian function, and equal to a constant in case of autonomous dynamics.

In Section 5.1 we study the gap issue for free end-time optimal control problems
with Lipschitz continuous time dependence. Then, in Section 5.2, we introduce the
impulsive (relaxed) extension of a control-polynomial system with unbounded controls
and we prove sufficient conditions for no gap for this type of problems. Afterwards,
in Section 5.3, we show that, for impulsive optimization problems, it is possible to
replace Hypothesis 3.2.6 with simpler nondegeneracy assumptions. Finally, in Section
5.4, we establish easily verifiable conditions for the normality of extremals of linear
impulsive problems.

The present chapter is based on [37, 38].

5.1 Free end-time problems with Lipschitz continu-
ous time dependence

First of all, we have to adjust the definitions of (feasible) strict sense, extended and
relaxed processes.

Definition 5.1.1. Let U ⊂ Rq, V ⊂ Rm, and let W = V . We refer to (T, ω, u, x) as
extended process if T > 0, ω ∈W(T ) := M([0, T ],W ), u ∈ U(T ) := M([0, T ], U), and
x ∈ W 1,1([0, T ],Rn) satisfies

ẋ(t) = F(t, x(t), ω(t), u(t)) a.e. t ∈ [0, T ]. (5.1.1)

An extended process is called a strict sense process if ω ∈ V(T ) := M([0, T ], V ). A
strict sense or extended process is feasible if it satisfies the following endpoint and
state constraints

ψ(t, x(t)) ≤ 0 ∀t ∈ [0, T ], (x(0), T, x(T )) ∈ {ž0} × C∗. (5.1.2)

With a small abuse of notation, we refer to (T, ω, u, γ, ζ, x) as relaxed process if
T > 0, ω ∈ W1+n(T ), u ∈ U1+n(T ), γ ∈ Γ(T ) = M([0, T ],∆n) and (ζ, x) ∈
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W 1,1([0, T ],R1+n × Rn) satisfies

(ζ̇(t), ẋ(t)) =

(
γ(t),

n∑
j=0

γj(t)F(t, x(t), ωj(t), uj(t))

)
a.e. t ∈ [0, T ]. (5.1.3)

A relaxed process is feasible when it satisfies (5.1.2). We write Σ∗, Σ∗e, Σ∗r, to denote
the sets of strict sense, extended, and relaxed processes which are feasible, respectively.

Identify a continuous function x : [0, τ ]→ Rk with its extension to x̃ : R→ Rk by
constant extrapolation of the left and right endpoint values. Then, for all τ1, τ2 > 0,
and (x̃1, x̃2) ∈ C0([0, τ1],Rk)× C0([0, τ2],Rk), we notice that the distance d∞ defined
in (3.0.4) can be write as

d∞
(
(τ1, x̃1), (τ2, x̃2)

)
:= |τ2 − τ1|+ ‖x̃2 − x̃1‖L∞(R). (5.1.4)

Therefore, we can modify the concepts of local infimum gap and isolated process to
free end-time problems with Lipschitz continuous time dependence.

Definition 5.1.2. Let Z := (T̄ , ω̄, ū, γ̄, x̄) be a feasible relaxed process, at Z there is
a local infimum gap if for any continuous function Φ : R1+n → R there is some δ > 0

such that

Φ(T̄ , x̄(T )) < inf
{

Φ(T, x(T )) : (T, ω, u, x) ∈ Σ∗, d∞
(
(T, x), (T̄ , x̄)

)
< δ
}
,

while Z is an isolated process if, for some δ > 0, one has{
(T, ω, u, x) ∈ Σ∗ : d∞

(
(T, x), (T̄ , x̄)

)
< δ
}

= ∅.

We say that the constrained control system (5.1.1)-(5.1.2) is controllable to Z when Z

is not isolated.

As in Chapter 3, at Z there is a local infimum gap if and only if Z is isolated.

Throughout this section, we strengthen Hypotheses 4.1.3-4.1.4 treating time as a
state variable. We shall consider the following hypotheses, in which (T̄ , ω̄, ū, γ̄, ζ̄, x̄)

is a given feasible relaxed process and, for some η > 0, we set

S∗η :=
{

(t, z) ∈ R× Rn : (t, z) ∈ (t, x̄(t)) + η B1+n, t ∈ [0, T̄ ]
}
.
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Hypothesis 5.1.3. The target C∗ ⊂ R1+n is closed and the constraint function ψ is
L
ψ
-Lipschitz continuous on S∗η.

Hypothesis 5.1.4. (i) For any (t, z, w) ∈ S∗η ×W the function U 3 v 7→ F(t, z, v, w)

is Bq-measurable. Furthermore, there is some c ∈ L1([0, T̄ + η],R≥0) such that, for
all (t′, z′), (t′′, z′′) ∈ {(t, x̄(t))}+ ηB1+n and any (w, v) ∈ W × U one has:

|F(t′, z′, w, v)− F(t′′, z′′, w, v)| ≤ c(t)|(t′, z′)− (t′′, z′′)|.

(ii) There exists some continuous increasing function ρ : R≥0 → R≥0 with ρ(0) = 0

such that for any (t, z, v) ∈ S∗η × U , we have

|F(t, x, w′, v)− F(t, x, w, v)| ≤ ρ(|w′ − w|) ∀w′, w ∈ W,
Dt,xF(t, z, w′, v) ⊆ Dt,xF(t, z, w, v) + ρ(|w′ − w|)B ∀w′, w ∈ W.

Definition 5.1.5. Let Z := (T̄ , ω̄, ū, γ̄, x̄) be a feasible relaxed process and assume
that Hypotheses 5.1.3- 5.1.4 are verified. Given a function Φ : R1+n → R which is
Lipschitz continuous on a neighborhood of (T̄ , x̄(T̄ )), we say that Z is a Φ-extremal
if there exist a pair of paths (p∗, p) ∈ W 1,1([0, T̄ ],R1+n), λ ≥ 0, µ ∈ C⊕([0, T̄ ]),
(m∗,m) : [0, T̄ ] → R1+n Borel measurable and µ-integrable functions, verifying the
following conditions:

‖p‖L∞ + µ([0, T̄ ]) + λ 6= 0;

(
ṗ∗,−ṗ

)
(t) ∈

n∑
j=0

γ̄j(t) co ∂t,x
(
q(t) · F(t, x̄(t), ω̄j(t), ūj(t))

)
a.e. t ∈ [0, T̄ ]; (5.1.5)

(
q∗(T̄ ),−q(T̄ )

)
∈ λ∂Φ (T, x̄(T )) +NC(T̄ , x̄(T̄ ));

for every j = 0, . . . , n, for a.e. t ∈ [0, T̄ ], one has

q(t) · F
(
t, x̄(t), ω̄j(t), ūj(t)

)
= max

(w,v)∈W×U
q(t) · F

(
t, x̄(t), w, v

)
;

(5.1.6)

n∑
j=0

γ̄j(t)q(t) · F(t, x̄(t), ω̄j(t), ūj(t)) = q∗(t) a.e. t ∈ [0, T̄ ]; (5.1.7)

(m∗,m)(t) ∈ ∂>t,x ψ (t, x̄(t)) µ-a.e. t ∈ [0, T̄ ]; (5.1.8)
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spt(µ) ⊆ {t ∈ [0, T̄ ] : ψ (t, x̄(t)) = 0}, (5.1.9)

where (q∗, q) : [0, T̄ ]→ R1+n is defined by

(q∗, q)(t) :=

(p∗, p)(t) +
∫

[0,t[
(m∗,m)(t′)µ(dt′) t ∈ [0, T̄ [,

(p∗, p)(T̄ ) +
∫

[0,T̄ ]
(m∗,m)(t′)µ(dt′) t = T̄ .

(5.1.10)

A Φ-extremal is normal if all possible choices of (p∗, p, λ, µ,m∗,m) as above have λ > 0,
and abnormal when it is not normal. Given a Φ-extremal Z, we call nondegenerate
multiplier any set of multipliers (p∗, p, λ, µ,m∗,m) and (q∗, q) as above, that also verify

µ(]0, T ]) + ‖q‖L∞ + λ 6= 0.

A Φ-extremal is nondegenerate normal if all choices of nondegenerate multipliers have
λ > 0, and it is nondegenerate abnormal when there exists a nondegenerate multiplier
with λ = 0. In the following, abnormal [nondegenerate abnormal] Φ-extremals will
be simply called abnormal [nondegenerate abnormal] extremals.

5.1.1 An useful time rescaling

Theorem 4.1.7 extends to free end-time optimization problems as follows.

Theorem 5.1.6. Let Z := (T̄ , ω̄, ū, γ̄, ζ̄, x̄) ∈ Σ∗r and suppose that at Z there is a local
infimum gap.

(i) If Hypotheses 4.1.2, 5.1.3, 5.1.4 hold, then Z is an abnormal extremal.

(ii) If, in addition, also Hypotheses 3.2.6 and 4.1.5 are verified, then Z is a nonde-
generate abnormal extremal.

Proof. Let Z := (T̄ , ω̄, ū, γ̄, ζ̄, x̄) be a feasible relaxed process at which there is a local
infimum gap. By the above considerations, this is equivalent to suppose that Z is an
isolated process. Adapting a standard time-rescaling procedure (see for instance [69,
Thm. 8.7.1]), we embed the extended control system (5.1.1)-(5.1.2) and the relaxed
control system (5.1.3)-(5.1.2) into higher dimensional fixed end-time rescaled control
systems, and we show that Z is a process for the (fixed end-time) relaxed rescaled
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control system, which is also isolated with respect to feasible strict sense rescaled
processes. At this point, the thesis follows by applying Theorem 4.1.7.

From the fact that Z is isolated, it follows that there exists some δ > 0 (we can
take δ ≤ η) such that{

(T, ω, u, x) ∈ Σ∗ : d∞
(
(T, x), (T̄ , x̄)

)
< 3δ

}
= ∅. (5.1.11)

Hence, let δ̂ > 0 be such that
∫
I

2 c(t)dt ≤ δ for any interval I such that `(I) ≤ 3T̄ δ̂

and set
δ̄ := min

{
δ̂,

1

2

}
. (5.1.12)

We say that (ω, u, α, x∗, x) is an extended rescaled process if ω ∈ W(T̄ ), u ∈ U(T̄ ),
α ∈M([0, T̄ ], [−δ̄, δ̄]), (x∗, x) ∈ W 1,1([0, T̄ ],R× Rn) and it satisfies

(ẋ∗, ẋ)(t) = (1 + α(t))
(
1,F(x∗(t), x(t), ω(t), u(t))

)
a.e. t ∈ [0, T̄ ], (5.1.13)

and we call it feasible if it satisfies the constraints

ψ(x∗(t), x(t)) ≤ 0 ∀t ∈ [0, T̄ ], (x∗(0), x(0), x∗(T̄ ), x(T̄ )) ∈ {(0, ž0)} × C∗.

(5.1.14)
We say that (ω, u, α, x∗, x) is strict sense if ω ∈ V(T̄ ). Moreover, we say that
(ω, u, α, γ, ζ, x∗, x) is a relaxed rescaled process if ω ∈ W2+n(T̄ ), u ∈ U2+n(T̄ ), α ∈
M2+n([0, T̄ ], [−δ̄, δ̄]), γ ∈ Γn+1(T̄ ) and (ζ, x∗, x) ∈ W 1,1([0, T̄ ],R2+n × R× Rn) and it
satisfies

ζ̇(t) = γ(t) a.e. t ∈ [0, T̄ ],

ẋ∗(t) =
∑n+1

j=0 γ
j(t)(1 + αj(t)) a.e. t ∈ [0, T̄ ],

ẋ(t) =
∑n+1

j=0 γ
j(t)(1 + αj(t))F(x∗(t), x(t), ωj(t), uj(t)) a.e. t ∈ [0, T̄ ],

(5.1.15)
and we say that it is feasible if it satisfies the constraints in (5.1.14). Finally, we denote
by Σ̂∗, Σ̂∗e and Σ̂∗r the set of strict sense, extended and relaxed rescaled processes which
are feasible, respectively. We point out that we can identify Z = (T̄ , ω̄, ū, γ̄, ζ̄, x̄) ∈ Σ∗r
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with Ž := (ω̌, ǔ, α̌, γ̌, ζ̌, x̌∗, x̌) ∈ Σ̂∗r by setting

ω̌ := (w, ω̄), ǔ := (v, ū), α̌ := 0,

γ̌ := (0, γ̄), ζ̌ = (0, ζ̄), x̌∗ := id, x̌ := x̄,
(5.1.16)

for arbitrary w ∈ W and v ∈ U . Since Z is isolated, then Ž is isolated in Σ̂∗. In
particular, we claim that{

(ω, u, α, x∗, x) ∈ Σ̂∗ : ‖(x∗, x)− (x̌∗, x̌)‖L∞([0,T̄ ]) < δ
}

= ∅. (5.1.17)

Indeed, let (ω, u, α, x∗, x) ∈ Σ̂∗ verify

‖(x∗, x)− (x̌∗, x̌)‖L∞([0,T̄ ]) < δ (5.1.18)

and consider the time-transformation x∗ : [0, T̄ ] → [0, T ], where T := x∗(T̄ ). Ob-
serve that x∗ is a strictly increasing, Lipschitz continuous function, with Lipschitz
continuous inverse, (x∗)−1. It can be deduced that (T, ω̂, û, x̂) ∈ Σ∗, where

(ω̂, û, x̂) := (ω, u, x) ◦ (x∗)−1 in [0, T ], (5.1.19)

Now we show that20

θ := sup
t∈[0,T∨T̄ ]

|x̌((x∗)−1(t ∧ T ))− x̌(t ∧ T̄ )| ≤ δ. (5.1.20)

Let us first suppose T̄ ≤ T , so that

θ = max

{
sup
t∈[0,T̄ ]

|x̌((x∗)−1(t))− x̌(t)|, sup
t∈[T̄ ,T ]

|x̌((x∗)−1(t))− x̌((x∗)−1(T ))|

}
.

Now, using (5.1.12), we get

|(x∗)−1(t)− t| =
∣∣∣ ∫ t

0

[ 1

1 + α((x∗)−1(t′))
− 1
]
dt′
∣∣∣ ≤ ∫ t

0

∣∣∣ α((x∗)−1(t′))

1 + α((x∗)−1(t′))

∣∣∣
20By definition, x̂ and x̌ are replaced with their constant, continuous extensions to R.
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≤ 2δ̂T = 2δ̂

∫ T̄

0

(1 + α(t′))dt′ ≤ 3δ̂T̄ .

In view of the very definition of δ̂, this implies

sup
t∈[0,T̄ ]

|x̌((x∗)−1(t))− x̌(t)| ≤ sup
t∈[0,T̄ ]

∣∣∣ ∫ (x∗)−1(t)

t

2 c(t′)dt′
∣∣∣ ≤ δ.

Similarly, for t ∈ [T̄ , T ] we have

|(x∗)−1(t)− (x∗)−1(T )| ≤
∫ T

t

∣∣∣ 1

1 + α((x∗)−1(t′))

∣∣∣dt′ ≤ 2(T − T̄ ) ≤ 2T̄ δ̂

and, consequently

sup
t∈[T̄ ,T ]

|x̌((x∗)−1(t))− x̌((x∗)−1(T ))| ≤ sup
t∈[T̄ ,T ]

∫ (x∗)−1(T )

(x∗)−1(t)

2 c(t′)dt′ ≤ δ.

Reasoning in the same way for the case T ≤ T̄ , we deduce the validity of (5.1.20).
Therefore, taking account of (5.1.16) and (5.1.19), in view of (5.1.18) and (5.1.20),
by adding and subtracting ‘x̌((x∗)−1(t ∧ T ))’ we can compute

d∞
(
(T, x̂), (T̄ , x̄)

)
= |T − T̄ |+ ‖x̂− x̄‖∞ ≤ |x∗(T̄ )− x̌∗(T̄ )|

+ sup
t∈[0,T∨T̄ ]

[
|x((x∗)−1(t ∧ T ))− x̌((x∗)−1(t ∧ T ))|+ |x̌((x∗)−1(t ∧ T ))− x̌(t ∧ T̄ )|

]
≤ ‖x∗ − x̌∗‖L∞([0,T̄ ]) + ‖x− x̌‖L∞([0,T̄ ]) + δ < 3δ,

Therefore, (5.1.11) yields (5.1.17), and the feasible rescaled relaxed process Ž is iso-
lated in Σ̂∗, as claimed. In order to apply the results of Theorem 4.1.7 with reference
to the constrained control system (5.1.15)-(5.1.14) and to the process Ž, it remains to
show that, if we consider (w, v, γ, α) as control variables and z̃ := (t, z) as the state
variable for the (now, time-independent) control system (5.1.13)-(5.1.14), all the hy-
potheses assumed in its statement are fulfilled. To this aim, observe that Hypothesis
4.1.3 trivially follows from Hypothesis 5.1.3, while Hypothesis 5.1.4 easily implies Hy-
pothesis 4.1.4. Finally, recalling that α̌ ≡ 0 and x̌∗(t) = t for all t ∈ [0, T̄ ], Hypothesis
3.2.6 can be reformulated as an hypothesis on the rescaled process Ž. At this point,
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we can apply Theorem 4.1.7 to the rescaled relaxed process Ž and, taking account of
(5.1.16), we deduce the existence of (p∗, p) ∈ W 1,1, µ ∈ C⊕ and Borel-measurable and
µ-integrable functions (m∗,m) satisfying conditions (5.1.5), (5.1.8), (5.1.9) and

‖p∗‖L∞ + ‖p‖L∞ + µ([0, T̄ ]) 6= 0; (5.1.21)(
q∗(T̄ ),−q(T̄ )

)
∈ NC(T̄ , x̄(T̄ ));

for any j = 0, . . . , n, for a.e. t ∈ [0, T̄ ] one has for all
q(t) · F

(
t, x̄(t), ω̄j(t), ūj(t)

)
− q∗(t)

= max
(w,v,b)∈W×U×[−δ̄,δ̄]

(
(1 + b)

(
q(t) · F(t, x̄(t), w, v)− q∗(t)

))
,

(5.1.22)

where (q∗, q) is as in (5.1.10). Moreover, when Hypothesis 3.2.6 is fulfilled, then it
also holds

‖q∗‖L∞ + ‖q‖L∞ + µ(]0, T̄ ]) 6= 0. (5.1.23)

Of course one has

max
(w,v,b)∈W×U×[−δ̄,δ̄]

(
(1 + b)

(
q(t) · F(t, x̄(t), w, v)− q∗(t)

))
≥ max

(w,v)∈W×U

(
q(t) · F(t, x̄(t), w, v)− q∗(t)

)
,

thus (5.1.22) immediately implies (5.1.6). Moreover, since the maximum of the right
hand side of (5.1.22) is obtained at (w̄, v̄, b̄) = (ω̄j(t), ūj(t), 0) and 0 ∈ Int([−δ̄, δ̄]),
then the partial derivative with respect to b evaluated at (w̄, v̄, b̄) is equal to 0, so that
to obtain

q∗(t) = q(t) · F
(
t, x̄(t), ω̄j(t), ūj(t)

)
for any j = 0, . . . , n and for a.e. t ∈ [0, T̄ ]. Since

∑n
j=0 γ̄

j(t) = 1 a.e. t ∈ [0, T̄ ], we
get (5.1.7). In order to conclude, it remains to prove

‖p‖L∞ + µ([0, T̄ ]) 6= 0.

If we assumed by contradiction ‖p‖L∞ + µ([0, T̄ ]) = 0, then (5.1.7) would imply
‖p∗‖L∞ = ‖q∗‖L∞ = 0, so that to contradict (5.1.21). In the case Hypothesis 3.2.6 is
fulfilled, similar arguments and (5.1.23) yield ‖q‖L∞ + µ(]0, T̄ ]) 6= 0.
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Again, from Theorem 5.1.6 we can get normality tests for gap avoidance and
sufficient controllability conditions for the free end-time problem with Lipschitz con-
tinuous time dependence completely analogous to Theorem 4.1.8 and Theorem 4.1.9,
respectively.

5.2 Impulsive extension of control-polynomial sys-
tems

In this section we focus on nonlinear control-polynomial systems where the controls
belong to an unbounded cone. Among applications for which the polynomial de-
pendence is relevant let us mention Lagrangian mechanical systems, possibly with
friction forces, in which inputs are identified with the derivatives of some Lagrangian
coordinates (see [17, 25]).

We first consider an original problem and we embed it into an extended one where
we allow discontinuous trajectories with jumps. Afterwards, since the set of the
velocities of the extended problem is in general not convex, so that the existence of
minimizers is not guaranteed, we also introduce the relaxed impulsive extension of
the original problem.

For some integer κ ≥ 1, we consider the free end-time optimal control problem:

(P)



Minimize Φ(S, y(S), v(S))

over S > 0,w ∈ Lκ([0, S],W), u ∈M([0, S], U), (y, v) ∈ W 1,1([0, S],Rn+1) s.t.

(ẏ, v̇)(s) =

(
f(s, y, u) +

κ∑
l=1

( ∑
1≤j1≤···≤jl≤m

glj1,...,jl(t, y) wj1 · · ·wjl

)
, |w|κ

)
a.e. s,

(5.2.1)

(y(0), v(0), S, y(S), v(S)) ∈ {(ž0, 0)} × C∗×]−∞, K], (5.2.2)

ψ(s, y(s)) ≤ 0 for all s ∈ [0, S]. (5.2.3)

Here, W ⊆ Rm is a closed cone, U ⊆ Rq is a compact subset, K > 0 is a fixed
constant, possibly equal to +∞, and the target set C∗ ⊆ R1+n is closed. Notice that
v(s) is simply the Lκ-norm to the power κ of the control function w on [0, s[. The
variable v is sometimes called fuel or energy and v 7→ Φ(s, z, v) is usually assumed
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monotone nondecreasing for every (s, z) ∈ R1+n (see e.g. [53, 54]). The integer κ ≥ 1

will be called the degree of the control system. Problem (P) is referred to as the original
problem and we call (S,w, u, y, v) an original process if S > 0, w ∈ Lκ([0, S],W),
u ∈ M([0, S], U), and (y, v) ∈ W 1,1([0, S],Rn × R) fulfills (5.2.1), and we say that it
is feasible if it satisfies the constraints (5.2.2) and (5.2.3).

We do not assume customary coercivity hypotheses on the cost, so that minimizing
sequences of original trajectories may have larger and larger velocities and converge
to discontinuous paths. Accordingly, minimizers for problem (P) do not exist in
general. As a consequence, following the so called graph completion approach, we
reformulate problem (P) into a free end-time extended problem (Pe) with bounded
controls, where the graphs of absolutely continuous maps are embedded in a larger
set of space-time trajectories. The new state variables of problem (Pe) are time,
original state, and energy, and extended trajectories are (reparameterized) L∞-limits
of graphs of original trajectories. This compactification procedure, usually adopted to
obtain an impulsive extension of control-affine systems with unbounded controls (see
[22, 48, 51, 65, 75]), has been generalized to control-polynomial systems (see [64, 54]).

Let us choose

W :=
{

(w0, w) ∈ R≥0 ×W : (w0)κ + |w|κ = 1
}
,

V :=
{

(w0, w) ∈ W : w0 > 0
}
.

(5.2.4)

For every T > 0, we set W(T ) := L1([0, T ],W ),21 V(T ) := L1([0, T ], V ), and U(T ) :=

L1([0, T ], U), and introduce the space-time or extended problem: 22

(Pe)



Minimize Φ(x0(T ), x(T ), ν(T ))

over T > 0, (ω0, ω) ∈W(T ), u ∈ U(T ), (x0, x, ν) ∈ W 1,1([0, T ],R1+n+1) s.t.

(ẋ0, ẋ, ν̇)(t) =
(

(ω0)κ(t), F (x0(t), x(t), ω0(t), ω(t), u(t)), |ω(t)|κ
)

a.e. t ∈ [0, T ],

(5.2.5)

(x0(0), x(0), ν(0), x0(T ), x(T ), ν(T )) = {(0, ž0, 0)} × C∗×]−∞, K], (5.2.6)

ψ(x0(t), x(t)) ≤ 0 for all t ∈ [0, T ] (5.2.7)

21The controls (ω0, ω) ∈W(T ) actually belong to L∞ ∩ L1, since W is compact.
22The original time s coincides with the state arc x0, while t is the new ‘pseudo-time’ variable.
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where, for any (s, z, w0, w, v) ∈ R× Rn × R≥0 ×W× U , we have set

F (s, z, w0, w, v) := f(s, z, v)(w0)κ +

κ∑
l=1

( ∑
1≤j1≤···≤jl≤m

glj1,...,jl(s, z) w
j1 · . . . · wjl (w0)κ−l

)
.

(5.2.8)

We say that (T, ω0, ω, u, x0, x, ν) is an extended process if T > 0, (ω0, ω) ∈ W(T ),
u ∈ U(T ), (x0, x, ν) ∈ W 1,1([0, T ],R × Rn × R) and it fulfills (5.2.5), and we say
that it is feasible if it satisfies the constraints (5.2.6) and (5.2.7). When ω0 > 0

almost everywhere, namely (ω0, ω) ∈ V(T ), (T, ω0, ω, u, x0, x, ν) is called a strict sense
process. The problem of minimizing Φ(x0(T ), x(T ), ν(T )) over feasible strict sense
processes is denoted by (P ).

The associated relaxed problem is

(Pr)



Minimize Φ(x0(T ), x(T ), ν(T ))

over T > 0, (ω0, ω) ∈W3+n(T ), u ∈ U3+n(T ), γ ∈ Γ2+n(T ),

(x0, x, ν) ∈ W 1,1([0, T ],R1+n+1) s.t.

(ẋ0, ẋ, ν̇)(t) =
2+n∑
j=0

γj(t)
(

(ω0,j(t))κ, F ((x0, x, ω0,j, ωj, uj)(t)),
∣∣ωj(t)∣∣κ) a.e. t,

(5.2.9)

(x0(0), x(0), ν(0), x0(T ), x(T ), ν(T )) = {(0, ž0, 0)} × C∗×]−∞, K],

ψ(t, x(t)) ≤ 0 ∀t ∈ [0, T ],

We say that (T, ω0, ω, u, γ, x0, x, ν) is a relaxed process if T > 0, (ω0, ω) ∈W3+n(T ),
u ∈ U3+n(T ), γ ∈ Γ2+n(T ), (x0, x, ν) ∈ W 1,1([0, T ],R×Rn ×R) and it fulfills (5.2.9),
and we say that it is feasible if it satisfies (5.2.6) and (5.2.7). We will use Σ∗, Σ∗e, Σ∗r
to denote the sets of strict sense, extended, and relaxed processes which are feasible,
respectively.

The control-polynomial extension described in this section allows us to treat higher
order, not only first order, impulse inputs, which occur, for instance, in some appli-
cations to Lagrangian Mechanics (see e.g. [17, 25]). In particular, the results we will
state include and extend those obtained in [37, 58], where just control-affine impulsive
problems and no convex relaxation are considered. The need to consider the relaxed
impulsive problem (Pr) relies on the fact that the set of velocities of the extended
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problem (Pe) is in general not convex, so that the existence of minimizers is not
guaranteed.

Throughout this section, we shall consider the following structural hypotheses:

Hypothesis 5.2.1. We assume K > 0, U ⊂ Rq compact, W ⊂ Rm closed convex
cone, C∗ ⊂ R1+n+1+n closed. The functions f : R1+n × U → Rn, glj1...jl : R1+n → Rn

are continuous, all glj1,...,jl are locally Lipschitz continuous, and f(·, ·, v) is locally
Lipschitz continuous uniformly w.r.t. v ∈ U . Furthermore, the constraint function
ψ : R1+n → R is locally Lipschitz continuous.

The original problem (P) can be identified with problem (P ), as established by
the following lemma, immediate consequence of the chain rule.

Lemma 5.2.2 (Embedding). Assume Hypothesis 5.2.1. Then the map

I : {(S,w, u, y, v), original processes} → {(T, ω0, ω, u, x0, x, ν), extended processes}

defined as
I(S,w, u, y, v) := (T, ω0, ω, u, x0, x, ν),

where, setting τ(s) := s+ v(s) for all s ∈ [0, S],

T := τ(S), (x0, x, ν)(t) := (id, y, v) ◦ τ−1(t) ∀t ∈ [0, T ],

(ω0, ω)(t) := (1 + |w|κ)−
1
κ (1,w) ◦ τ−1(t), u(t) := u ◦ τ−1(t) a.e. t ∈ [0, T ],23

is injective and has as image the subset of strict sense processes. Moreover, I maps
any feasible original process into a feasible strict sense process, with the same cost.
Conversely, if (T, ω0, ω, u, x0, x, ν) is a (feasible) strict sense process, the absolutely
continuous, increasing and surjective inverse τ : [0, S] → [0, T ] of x0, allows us to
define the (feasible, with same cost) original process (S,w, u, y, v) as

(S,w, u, y, v) :=
(
x0(T ), (ω ◦ τ) · (ω0 ◦ τ)−1, u ◦ τ, x ◦ τ, ν ◦ τ

)
.

The extended problem (Pe) consists in considering processes (T, ω0, ω, u, x0, x, ν),
where ω0 may be zero on nondegenerate subintervals of [0, T ]. On these intervals, the

23Since every Lκ-equivalence class contains Borel measurable representatives, we are tacitly as-
suming that all Lκ-maps we are considering are Borel measurable.
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time variable s = x0 is constant – i.e. the time stops –, while the state variable x
evolves instantaneously, according to

F (t, x, 0, ω, u) =
∑

1≤j1≤···≤jκ≤m

gκj1,...,jκ(t, x) ωj1 · · ·ωjκ ,

which can be called fast dynamics. For this reason, problem (Pe) is often referred
to as the impulsive extension of the original problem (P), although it is a conven-
tional optimization problem with bounded controls. In fact, it is well-known that the
extended problem (Pe) is equivalent to an impulsive problem (Pim) where the con-
trol w is replaced by a measure ϑ of bounded variation combined with a family of
ordinary controls (usually called attached controls) that come into play at the discon-
tinuity points of ϑ, and the trajectory is a discontinuous map of bounded variation
[6, 9, 10, 43, 56, 57].

Let us introduce the unmaximized Hamiltonian, defined by

H(s, z, p0, p, π, ω
0, ω, v) := p0(ω0)κ + p · F (s, z, w0, w, v) + π|ω|κ,

for all (s, z, p0, p, π, ω
0, ω, v) ∈ R1+n+1+n+1 ×W × U .

The concepts of extremal and nondegenerate extremal read now as follows:

Definition 5.2.3. Assume Hypothesis 5.2.1 and let Z := (T̄ , ω̄0, ω̄, ū, γ̄, x̄0, x̄, ν̄) be a
feasible relaxed process. Given a cost function Φ which is Lipschitz continuous on a
neighborhood of (x̄0(T̄ ), x̄(T ), ν̄(T̄ )), we say that Z is a Φ-extremal if there exist a path
(p0, p) ∈ W 1,1([0, T̄ ],R × Rn), λ ≥ 0, π ≤ 0, µ ∈ C⊕([0, T̄ ]), (m0,m) : [0, T̄ ] → R1+n

Borel measurable and µ-integrable functions, verifying the following conditions:

‖p0‖L∞ + ‖p‖L∞ + µ([0, T̄ ]) + λ 6= 0; (5.2.10)

(−ṗ0,−ṗ)(t) ∈
2+n∑
j=0

γ̄j(t) co ∂t,xH
(
x̄0(t), x̄(t), q0(t), q(t), π, ω̄0,j(t), ω̄j(t), ūj(t)

)
a.e. t;

(5.2.11)(
−q0(T̄ ),−q(T̄ ),−π

)
∈ λ∂Φ

(
x̄0(T̄ ), x̄(T̄ ), ν̄(T̄ )

)
+NC∗×]−∞,K]

(
x̄0(T̄ ), x̄(T̄ ), ν̄(T̄ )

)
;

(5.2.12)
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for every j = 0, . . . 2 + n, for a.e. t ∈ [0, T ], one has

H
(
x̄0(t), x̄(t), q0(t), q(t), π, ω̄0,j(t), ω̄j(t), ūj(t)

)
= max(w0,w,v)∈W×U H

(
x̄0(t), x̄(t), q0(t), q(t), π, w0, w, v

)
= 0;

(5.2.13)

(m0,m)(t) ∈ ∂>t,x ψ
(
x̄0(t), x̄(t)

)
µ-a.e.; (5.2.14)

spt(µ) ⊆ {t ∈ [0, T̄ ] : ψ
(
x̄0(t), x̄(t)

)
= 0}, (5.2.15)

where (q0, q) : [0, T̄ ]→ R1+n is defined by

(q0, q)(t) :=

(p0, p)(t) +
∫

[0,t[
(m0,m)(t′)µ(dt′) t ∈ [0, T̄ [,

(p0, p)(T̄ ) +
∫

[0,T̄ ]
(m0,m)(t′)µ(dt′) t = T̄ .

(5.2.16)

We will call a Φ-extremal normal if all (p0, p, π, λ, µ,m0,m) as above have λ > 0,
and abnormal when it is not normal. Given a Φ-extremal Z we call nondegenerate
multipliers all (p0, p, π, λ, µ,m0,m) and (q0, q) as above, that also verify

µ(]0, T̄ ]) + ‖q0‖L∞ + ‖q‖L∞ + λ 6= 0. (5.2.17)

If λ∂νΦ
(
x̄0(T̄ ), x̄(T̄ ), ν̄(T̄ )

)
= 0 and ν̄(T̄ ) < K, then π = 0. Furthermore, if x̄0(0) <

x̄0(T̄ ), (5.2.10) [resp. (5.2.17)] can be strengthened to

‖p‖L∞ + µ([0, T̄ ]) + λ 6= 0 [resp. µ(]0, T̄ ]) + ‖q‖L∞ + λ 6= 0]. (5.2.18)

We will call a Φ-extremal nondegenerate normal if all (p0, p, π, λ, µ,m0,m) and (q0, q)

as above and verifying (5.2.17), have λ > 0, and nondegenerate abnormal when it is
not nondegenerate normal.

The notions of isolation, controllability, and infimum gap for the processes in Σ∗r
can be promptly deduced by Definition 5.1.2. We explicitly write it because it is
slightly different from that considered in [37].

Definition 5.2.4. Let Z := (T̄ , ω̄0, ω̄, ū, γ̄, x̄0, x̄, ν̄) be a feasible relaxed process, at Z
there is a local infimum gap if for any continuous function Φ : R1+n+1 → R there is
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some δ > 0 such that

Φ(x̄0(T̄ ), x̄(T ), ν̄(T̄ )) < inf
{

Φ(x0(T ), x(T ), ν(T )) : (T, ω0, ω, u, x0, x, ν) ∈ Σ∗

such that d∞
(
(T, (x0, x, ν)), (T̄ , (x̄0, x̄, ν̄))

)
< δ
}
,

while Z is an isolated process if, for some δ > 0, one has{
(T, ω0, ω, u, x0, x, ν) ∈ Σ∗ : d∞

(
(T, (x0, x, ν)), (T̄ , (x̄0, x̄, ν̄))

)
< δ
}

= ∅.

We say that the constrained control system (5.2.5)-(5.2.6)-(5.2.7) is controllable to Z

when Z is not isolated.

We are now ready to establish a gap-abnormality relation.

Theorem 5.2.5. Let Z := (T̄ , ω̄0, ω̄, ū, γ̄, x̄0, x̄, ν̄) be a feasible process for the relaxed
impulsive extension (Pr), and suppose that at Z there is a local infimum gap. If
Hypothesis 5.2.1 is verified, then Z is an abnormal extremal. If, in addition, also
Hypothesis 3.2.6 is satisfied, then Z is a nondegenerate abnormal extremal.

Proof. First of all we show that Hypothesis 5.2.1 allows the application of Theorem
5.1.6. To this aim, we observe that Hypothesis 4.1.2 is trivially verified, by choosing,
e.g., Vi := {(w0, w) ∈ V : w0 ≥ 1

i+1
} for every i ∈ N, while Hypothesis 5.2.1 yields

Hypothesis 5.1.3 directly.
Finally, Hypothesis 5.1.4 easily follows from Hypothesis 5.2.1, taking into account

the control-polynomial structure of the dynamics. In particular, we show the validity
of the first condition in Hypothesis 5.1.4,(ii), as the second one can be deduced in a
similar way.

First of all we notice that, given aj, bj ∈ [0, 1] for j = 1, . . . , κ, then one has

|a1 · . . . · aκ − b1 · . . . · bκ|
= |a2 · . . . · aκ(a1 − b1) + b1a3 · . . . · aκ(a2 − b2) + · · ·+ b1 · . . . · bκ−1(aκ − bκ)|

≤
κ∑
j=1

|aj − bj| ≤ |(a1, . . . , aκ)− (b1, . . . , bκ)|.

(5.2.19)

Now fix and arbitrary r > 0 and, in view of Hypothesis 5.2.1, let L
F
> 0 be a
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common bound for f in rB1+n × U and all the glj1,...,jl in rB1+n. Hence, for any
(s, z, v) ∈ rB1+n × U and any (w0, w), (w̃0, w̃) ∈ W one has

|F (s, z, w0, w, v)− F (s, z, w̃0, w̃, v)| ≤ |f(s, z, u)||(w0)κ − (w̃0)κ|

+
κ∑
l=1

∑
1≤j1≤···≤jl≤m

|glj1,...,jl(s, z)||w
j1 · . . . · wjl (w0)κ−l − w̃j1 · . . . · w̃jl (w̃0)κ−l|

≤ L
F
K̃(|w0 − w̃0|+ |w − w̃|),

(5.2.20)

where K̃ is an integer depending only on κ and m. Indeed, notice that by (5.2.19) we
can estimate

|wj1 · . . . · wjl (w0)κ−l − w̃j1 · . . . · w̃jl (w̃0)κ−l| ≤
l∑

h=1

|wjh − w̃jh|+ (κ− l)|w0 − w̃0|

≤ l|w − w̃|+ (κ− l)|w0 − w̃0|.

In order to conclude, it remains to prove that Z is an abnormal extremal, nonde-
generate abnormal if also Hypothesis 3.2.6 is satisfied, as in Definition 5.2.3.

In view of the above arguments, we can apply Theorem 5.1.6 with reference to Z.
Primarily, we observe that the costate arc associated with the time variable t (namely,
p∗ of Definition 5.1.5) is constantly equal to 0 because the final time is unconstrained
and neither the dynamics, nor the state constraint depend explicitly on t. Accordingly,
from (5.1.7) we deduce the ‘constancy of the Hamiltonian’ condition (5.2.13).

Therefore, from Theorem 5.1.6 we deduce the existence of absolutely continuous
functions p0, p, π (associated with the state variable x0, x, ν, respectively), of a
measure µ ∈ C⊕ and suitable functions (m0,m) satisfying conditions (5.2.11)–(5.2.15)
and, in addition, the nontriviality condition

‖p0‖L∞ + ‖p‖L∞ + µ([0, T̄ ]) + |π| 6= 0 (5.2.21)

and the transversality condition(
−q0(T̄ ),−q(T̄ ),−π

)
∈ NC∗×]−∞,K]

(
x̄0(T̄ ), x̄(T̄ ), ν̄(T̄ )

)
, (5.2.22)

105



CHAPTER 5. CONTROL-POLYNOMIAL IMPULSIVE OPTIMIZATION
PROBLEMS

for (q0, q) as in (5.2.16) 24. Moreover, if Hypothesis 3.2.6 is verified, it also holds

µ(]0, T̄ ]) + ‖q0‖L∞ + ‖q‖L∞ + |π| 6= 0. (5.2.23)

From (5.2.22), it is straightforward to deduce that, if ν̄(T̄ ) < 0, then π = 0. Now we
prove that it holds

‖p0‖L∞ + ‖p‖L∞ + µ([0, T̄ ]) 6= 0. (5.2.24)

Suppose by contradiction that (5.2.24) is not true. Then q0 ≡ 0, q ≡ 0 a.e., and by
(5.2.21) we deduce that π 6= 0, which in turn implies ν̄(T̄ ) = K > 0. Thanks to these
information and integrating (5.2.13) in [0, T̄ ] we find that

0 =

∫ T̄

0

π |ω̄(t)|κdt = π ν̄(T̄ ) = πK 6= 0.

Hence, (5.2.24) holds. With similar arguments one can deduce that, if Hypothesis
3.2.6 is verified, then (5.2.23) implies

µ(]0, T̄ ]) + ‖q0‖L∞ + ‖q‖L∞ 6= 0. (5.2.25)

It remains to prove that, if x̄0(T̄ ) > x̄0(0), then (5.2.24) can be replaced by

‖p‖L∞ + µ([0, T̄ ]) 6= 0. (5.2.26)

Indeed, if we suppose by contradiction that (5.2.26) is not true, then by (5.2.11) and
(5.2.13) one obtains that 0 6= q0 = p0 is constant and

max
(w0,w)∈W

{p0(w0)κ+π|w|κ} = 0, p0(ω̄0(t))κ+π|ω̄(t)|k = 0 a.e. t ∈ [0, T̄ ]. (5.2.27)

If π < 0, then by choosing w0 = 1 in the first one in (5.2.27) one deduces p0 ≤ 0,
while from the second one in (5.2.21) one gets p0 = − π|ω̄(t)|k

(ω̄0(t))κ
≥ 0 25. Hence, it follows

p0 = 0, but this contradicts (5.2.24).
24Notice that π is constant because the dynamics does not depend on ν. In particular, π ≤ 0 is a

consequence of the transversality condition (5.2.12), together with the fact that the state constraint
function does not depend on ν.

25Of course, ω̄0 > 0 a.e., otherwise |ω̄| = 1 on a subset of [0, T̄ ] of positive measure, and from the
second one in (5.2.27) one gets π = 0, in contradiction with the assumption π < 0.
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However, if π = 0, then the second one in (5.2.27) implies that ω̄0(t) = 0 for
a.e. t ∈ [0, T̄ ] (recall p0 6= 0 by (5.2.24)). But this contradicts the assumption
x̄0(T̄ ) > x̄0(0).

With similar one gets that, if Hypothesis 3.2.6 is verified and x̄0(T̄ ) > x̄0(0), then
(5.2.25) can be strengthened with

µ(]0, T̄ ]) + ‖q‖L∞ 6= 0.

This concludes the proof.

As corollaries, we have:

Theorem 5.2.6. Assume Hypothesis 5.2.1 and let Φ be locally Lipschitz continuous.

(i) Let Z be a local Φ-minimizer for (Pe) or (Pr) which is a normal Φ-extremal.
Then, at Z there is no local infimum gap. If in addition Z minimizes Φ over Σ∗r
or Σ∗e, then it realizes the infimum of Φ over Σ∗.

(ii) Let Z be a local Φ-minimizer for (Pe) or (Pr), at which Hypothesis 3.2.6 is
verified and which is a nondegenerate normal Φ-extremal. Then, at Z there is
no local infimum gap. If in addition Z minimizes Φ over Σ∗r or Σ∗e, then it
realizes the infimum of Φ over Σ∗.

Theorem 5.2.7. Assume Hypothesis 5.2.1. Then, either control system (5.2.5)-
(5.2.6)-(5.2.7) is controllable to Z, or Z is an abnormal extremal. If in addition
also Hypothesis 3.2.6 is verified then either control system (5.2.5)-(5.2.6)-(5.2.7) is
controllable to Z, or Z is a nondegenerate abnormal extremal.

5.3 Simplified hypotheses for nondegeneracy

It is worth to point out that, when the feasible reference process Z belongs to the
subclass of extended processes, namely Z := (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) ∈ Σ∗e, in the previous
theorems Hypothesis 3.2.6 can be replaced by the following, simpler assumption.

Hypothesis 5.3.1. If (0, ž0) ∈ ∂Q (Q as in (3.2.1)), there exist δ̃ > 0, t̄ ∈]0, T̄ ],
some sequence (t̄, ω̃0

i , ω̃i, ũi, x̃
0
i , x̃i, ν̃i) of strict sense processes (i.e. (ω̃0

i , ω̃i) ∈ V(t̄ )), a
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sequence of Lebesgue measurable subsets Ω̃i ⊂ [0, t̄ ] with `(Ω̃i) → t̄, some sequences
(ω̂0

i , ω̂i, ûi) ⊂W(t̄ )×U(t̄ ), and (ϕ̃i) ⊂ L1([0, t̄ ],R≥0) with lim
i→+∞

‖ϕ̃i‖L1([0,t̄ ]) = 0, such
that for any i the following properties are fulfilled:

(i) one has
ψ(x̃0

i (t), x̃i(t)) ≤ 0 ∀t ∈ [0, t̄ ];

(ii) for a.e. t ∈ Ω̃i one has

(ω̃0
i , ω̃i)(t) ∈ (ω̄0, ω̄)(t) + ϕ̃i(t)B, ũi(t) = ū(t), a.e. t ∈ Ω̃i;

(iii) for all (ξ0, ξ) ∈ ∂∗ψ(0, ž0), and for a.e. t ∈ [0, t̄ ], one has

ξ0 · [(ω̂0
i (t))

κ − (ω̃0
i (t))

κ]

+ ξ ·
[
F (0, ž0, (ω̂

0
i , ω̂i, ûi)(t))− F (0, ž0, (ω̃

0
i , ω̃i, ũi)(t))

]
≤ −δ̃.

Lemma 5.3.2. Assume Hypothesis 5.2.1 and let Z := (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) ∈ Σ∗e.
Then, Hypothesis 5.3.1 implies Hypothesis 3.2.6.

Proof. Consider a sequence (δi) ⊂ R>0 such that δi ↓ 0 and, for every i, define the
strict sense control

(ω̌0
i , ω̌i, ǔi)(t) :=


(ω̃0

i , ω̃i, ũi)(t) if t ∈ [0, t̄ ],

(ω̄0, ω̄, ū)(t) if t ∈]t̄, T̄ ] and ω̄0(t) > 0,

(δi, κ
√

1− δκi ω̄(t), ū(t)) if t ∈]t̄, T̄ ] and ω̄0(t) = 0,

where (ω̃0
i , ω̃i, ũi) is as in Hypothesis 5.3.1. Consider the sequence of strict sense

processes Zi := (T̄ , ω̌0
i , ω̌i, ǔi, x̌

0
i , x̌i, ν̌i) of (Pe) corresponding to (ω̌0

i , ω̌i, ǔi) and define
Ω̌i := Ω̃i∪]t̄, T̄ ]. Of course, (x̌0

i , x̌i, ν̌i) ≡ (x̃0
i , x̃i, ν̃i) in [0, t̄ ]. We have just observed

in the proof of Theorem 5.2.5 that the control-polynomial structure of the dynamics
together with Hypothesis 5.2.1 imply the validity of Hypothesis 5.1.4, so that from
Hypothesis 5.3.1,(ii) and Theorem 2.5.2 (see also Remark 2.5.3), one has

‖(x̌0
i , x̌i, ν̌i)− (x̄0, x̄, ν̄)‖L∞(0,T̄ ) → 0.
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Therefore, for i large, it is possible to consider a sequence (εi)i decreasing to 0 such
that 2 4

√
εi ≤ t̄ and ‖(x̌0

i , x̌i, ν̌i)− (x̄0, x̄, ν̄)‖L∞(0,T̄ ) ≤ εi for any i. Since (Zi)i ⊂ Σ∗e and
Z ∈ Σ∗e we can take γ̌i ≡ γ̄ ≡ (1, 0, . . . , 0), so that ζ̌i ≡ ζ̄. In view of this observations,
Hypothesis 3.2.6 follows straightforward from the conditions in Hypothesis 5.3.1.

In some situations, Hypothesis 5.3.1 simplifies considerably.

Lemma 5.3.3. Assume Hypothesis 5.2.1. Let (0, ž0) ∈ ∂Q and fix a feasible extended
process Z := (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄). If there are some δ̃ > 0, t̄ ∈]0, T̄ ], and an extend
control (ω̂0, ω̂, û) ∈ W(t̄ ) × U(t̄ ) such that, for all (ξ0, ξ) ∈ ∂∗ψ(0, ž0) and for a.e.
t ∈ [0, t̄ ],

ξ0 · [(ω̂0(t))κ − (ω̄0(t))κ] + ξ ·
[
F (0, ž0, (ω̂

0, ω̂, û)(t))− F (0, ž0, (ω̄
0, ω̄, ū)(t))

]
≤ −δ̃.
(5.3.1)

and either ω̄0 > 0 a.e. in [0, t̄ ], or there is some δ̃1 > 0 such that, for a.e. t ∈ [0, t̄ ],

sup
(ξ0,ξ)∈∂∗ψ(0,ž0)

[
ξ0(ω̄0(t))κ + ξ · F (0, ž0, (ω̄

0, ω̄, ū)(t))
]
≤ −δ̃1, (5.3.2)

then Hypothesis 5.3.1 is satisfied.

Proof. First of all we make the following observation. Reasoning as in Remark 3.2.7,
(5), we deduce that if condition (5.3.2) holds, then there exist δ̄, ε̄ > 0 such that
for any (ξ0, ξ) ∈ co ∂∗ψ(τ, z) with (τ, z) ∈ {(0, ž0)} + ε̄B1+n, for any t ≤ t̄, for any
continuous path (x0, x) : [0, t]→ {(0, ž0)}+ ε̄B1+n one has∫ t

0

[
ξ0(ω̄0(t′))κ + ξ · F ((x0, x, ω̄0, ω̄, ū)(t′))

]
dt′ ≤ −δ̄t. (5.3.3)

Now, let us first suppose that ω̄0 > 0 a.e. in [0, t̄ ]. Then, Hypothesis 5.3.1,(i),(ii)
are verified by choosing, for every i, (ω̃0

i , ω̃i, ũi) = (ω̄0, ω̄, ū), while Hypothesis 5.3.1,(iii)
follows directly from (5.3.1), taking (ω̂0

i , ω̂i, ûi) ≡ (ω̂0, ω̂, û) for any i.
If instead (5.3.2) is assumed, let us consider a sequence δi ↓ 0 and for every i and

set

(ω̃0
i , ω̃i, ũi)(t) :=

(ω̄0, ω̄, ū)(t) if ω̄0(t) > 0,

(δi, κ
√

1− δκi ω̄(t), ū(t)) if ω̄0(t) = 0,
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for a.e. t ∈ [0, t̄ ]. Then, (ω̃0
i , ω̃i, ũi) ∈ V(t̄ )×U(t̄ ) and it verifies Hypothesis 5.3.1,(ii)

with Ω̃i = [0, t̄ ] and ϕ̃i ≡ 2δi. Indeed, by construction, for any t we get

|ω̃0
i (t)− ω̄0(t)|+ |ω̃i(t)− ω̄(t)| ≤ δi + 1− κ

√
1− δκi ≤ 2δi. (5.3.4)

Let (x̃0
i , x̃i, ν̃i) be the solution in [0, t̄ ] of the extended control system (Pe) asso-

ciated with (ω̃0
i , ω̃i, ũi) and with initial condition (x̃0

i , x̃i, ν̃i)(0) = (0, ž0, 0). By the
Lebourg Mean Value Theorem 2.4.7 and (2.4.1) we deduce that for any t ∈ [0, t̄ ]

there exists (ξt0i , ξ
t
i) ∈ co ∂∗ψ(y0

i (t), yi(t)) for some (y0
i (t), yi(t)) belonging to the seg-

ment {s(x̃0
i (t), x̃i(t)) + (1− s)(0, ž0) : s ∈ [0, 1]} such that

ψ(x̃0
i (t), x̃i(t))− ψ(0, ž0) = 〈(ξt0i , ξ

t
i), (x̃

0
i (t), x̃i(t)− ž0)〉. (5.3.5)

Possibly reducing t̄, Hypothesis 5.2.1 implies that (y0
i (t), yi(t)) ∈ {(0, ž0)} + ε̄B1+n

and (x̃0
i (t), x̃i(t)) ∈ {(0, ž0)}+ ε̄B1+n for any t ∈ [0, t̄ ] (ε̄ > 0 as above). Accordingly,

from (5.2.20), (5.3.3), (5.3.4) and (5.3.5), we get that for any t ∈ [0, t̄ ] it holds

ψ(x̃0
i (t), x̃i(t)) = ψ(x̃0

i (t), x̃i(t))− ψ(0, ž0)

=

∫ t

0

ξt0iω̃
0
i (t
′) dt′ +

∫ t

0

ξti · F ((x̃0
i , x̃i, ω̃

0
i , ω̃i, ũi)(t

′)) dt′

≤ −δ̄t+

∫ t

0

ξt0i(ω̃
0
i (t
′)− ω̄0(t)) dt′

+

∫ t

0

ξti ·
[
F ((x̃0

i , x̃i, ω̃
0
i , ω̃i, ũi)(t

′))− F ((x̃0
i , x̃i, ω̄

0, ω̄, ū)(t′))
]
dt′

≤ t(−δ̄ + 2Lψδi + 2LψLF K̃δi) ≤ 0

for i large enough, where Lψ is the Lipschitz constant of ψ in ε̄B1+n and L
F
and K̃ are

as in (5.2.20) (in particular, L
F
is referred to the compact ε̄B1+n × U). This proves

the validity of Hypothesis 5.3.1,(i).
Finally, by taking (ω̂0

i , ω̂i, ûi) ≡ (ω̂0, ω̂, û), adding and subtracting ‘ξ0 · (ω̄0(t))κ +

ξ ·F (0, ž0, (ω̄
0, ω̄, ū)(t))’, and using (5.2.20), (5.3.1) and (5.3.4), similarly as above we

get Hypothesis 5.3.1,(iii), possibly reducing δ̃, for all i large enough.

The following example illustrates how Theorem 5.2.6,(ii), in which the normality
hypothesis is understood in its nondegenerate form, can be used to exclude the oc-
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curence of an infimum gap. Of course, Theorem 5.2.6, (i) is of no use here, because
for problems of this nature, in which the initial state lies in the boundary of the state
constraint set, extremals are never normal in the sense of Definition 5.2.3.

Example 5.3.4. Consider the problem

Minimize − y(1)

over (w, y, v) ∈ L1([0, 1],R2)×W 1,1([0, 1],R3 × R) satisfying

(ẏ, v̇)(t) =
(
f(y(t)) + g1(y(t))w1(t) + g2(y(t))w2(t), |w(t)|

)
(y, v)(0) = ((1, 0, 0), 0),

y(t) ∈ Q ∀t ∈ [0, 1], v(1) ≤ 2, y(1) ∈ C,

(5.3.6)

in which Q := [−1, 1]3, C := [−1, 0]× [0, 1]2, and

g1(z) :=

 1

0

0

 , g2(z) :=

 0

−1

−z1

 , f(z) :=

 0

z2z3

0

 ∀z ∈ R3 .

Here, W = {(ω0, w) ∈ R≥0×R2 : w0 + |w| = 1}, V = {(ω0, w) ∈ W : w0 > 0}, and
the associated extended problem is

Minimize − x1(T )

over T > 0, (ω0, ω1, ω2, x0, x, ν) ∈W(T )×W 1,1([0, T ],R× R3 × R) satisfying

(ẋ0, ẋ, ν̇)(t) =
(
ω0(t), f(x(t))ω0(t) + g1(x(t))ω1(t) + g2(x(t))ω2(t), |ω(t)|

)
(x0, x, ν)(0) = (0, (1, 0, 0), 0)

x(t) ∈ Q ∀t ∈ [0, T ], (x0(T ), x(T ), ν(T )) ∈ {1} × C×]−∞, 2].

As it is easy to see, an extended minimizer is given by the following feasible extended
process Z := (T̄ , ω̄0, ω̄, x̄0, x̄, ν̄), where

T̄ = 2, (ω̄0, ω̄) = (ω̄0, ω̄1, ω̄2) = (1, 0, 0)χ
[0,1]

+ (0,−1, 0)χ
]1,2]
,

(x̄0, x̄, ν̄) = (x̄0, x̄1, x̄2, x̄3, ν̄) = (t, 1, 0, 0, 0)χ[0,1] + (1, 2− t, 0, 0, t− 1)χ[1,2] .

From the maximum principle [37, Thm. 1.1], Z is a Φ-extremal accordingly to Defini-
tion 5.2.3. Hence, there exist a set of multipliers (p0, p, π, λ, µ) and functions (m0,m)

with π = 0, since ∇νΦ ≡ 0 and ν̄(2) = 1 < 2, m0 ≡ 0, as the state constraint does
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not depend on time, and µ([0, 2]) = µ([0, 1]). Moreover, for every t ∈ [0, 1] the fact
that x̄(t) ∈ Q is equivalent to ψ(x̄(t)) ≤ 0, with ψ(z1, z2, z3) := z1 − 1, so that the
condition m(t) ∈ ∂>x ψ(x̄(0)) µ-a.e. yields m(t) = (1, 0, 0) µ-a.e. in [0, 1]. By the
adjoint equation, it follows that the path (p0, p) = (p0, p1, p2, p3) ≡ (p̄0, p̄1, p̄2, p̄3) is
constant. From the transversality condition

−(q0, q1, q2, q3)(2) ∈ λ{(0,−1, 0, 0)}+ R×NC(0, 0, 0),

where q0 ≡ p̄0, and q(t) = (p̄1 + µ([0, 1]), p̄2, p̄3) for all t ∈]1, 2], we derive that p̄0,
p̄1 ∈ R, p̄2, p̄3 ≥ 0, and q1(2) = p̄1 + µ([0, 1]) = λ − α with α ≥ 0. The maximality
condition in ]1, 2] implies that p̄2 = p̄3 = 0. In particular, from the relations

max
w1∈[−1,1]

{
q1(t)w1

}
χ[0,1](t) = p̄0χ[0,1](t) = 0, −q1(t)χ]1,2](t) = 0,

we also deduce that p̄0 = 0, q1(t) = p̄1 + µ([0, t[) = 0 for a.e. t ∈ [0, 1[, and q1(t) =

p̄1 + µ([0, 1]) = λ− α = 0 for every t ∈]1, 2]. In particular, q(t) = 0 for a.e. t ∈ [0, 2],
µ([0, t[) = −p̄1 for a.e. t ∈ [0, 1] implies that (p̄1 ≤ 0 and) µ = −p̄1µ({0}), while the
last relation yields that λ = α.

It is immediate to see that the set of degenerate multipliers (p0, p, λ, µ) with p0 =

p2 = p3 = 0, p1 = −1, µ = δ{0}, and λ = 0 meets all the conditions of the maximum
principle. So, Z is an abnormal extremal. However, since ω̄0 > 0 for a.e. t ∈ [0, 1]

and the control (ω̂0, ω̂) = (ω̂0, ω̂1, ω̂2) ≡ (0,−1, 0) verifies (5.3.1), from Lemma 5.3.3
it follows that Hypothesis 5.3.1 is satisfied. Therefore, in view of Lemma 5.3.2 and
Theorem 5.2.6, (ii), to deduce that there is no infimum gap it is enough to observe
that Z is nondegenerate normal, namely, that λ 6= 0 for all sets of multipliers as above,
which in addition verify

µ(]0, 2]) + ‖q‖L∞ + λ 6= 0.

This is true, since the previous calculations imply that ‖q‖L∞ = 0 and µ(]0, 2]) = 0.

5.4 Verifiable conditions for normality

Some sufficient conditions for the absence of an infimum gap that have been stated in
this chapter rely on the normality of the extremals. However, the normality criterium
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for the absence of an infimum gap has some disadvantages. First of all, it requires
to know a priori a minimizer, information that is not always available. Then, it is
necessary to verify that all sets of multipliers associated to the minimizer that meet
the conditions of the Maximum Principle have λ > 0. In addition, in the presence of
state constraints, the normality condition may never be met, making the criterium in
fact useless, as observed in Section 3.2.

In the literature on conventional, non-impulsive problems with state constraints, a
variety of constraint qualifications to avoid degeneracy as well as to ensure normality
are known (see e.g. [1, 2, 11, 12, 32, 33, 34, 35, 47, 62, 66] and the references therein).
In impulsive control, instead, some nondegenerate Maximum Principles have been
obtained in [8, 10, 41, 57], while a Maximum Principle in normal form has only
recently been introduced in [57].

Based on the above considerations, in this subsection we introduce some sufficient
conditions for nondegenerate normality in the special case of control-affine systems,
i.e. when κ = 1 in problem (Pe). The results of this subsection are base on [37].

In particular, from now on we shall consider the following optimal control problem

(Pe)



Minimize Φ(x0(0), x(0), x0(T ), x(T ), ν(T ))

over T > 0, (ω0, ω) ∈W(T ), u ∈ U(T ), (x0, x, ν) ∈ W 1,1([0, T ],R1+n+1) s.t.

(ẋ0, ẋ, ν̇)(t) = (ω0, F ((x0, x, ω0, ω, u)(t)), |ω(t)|) a.e. t ∈ [0, T ],

(ν(0), ν(T )) ∈ {0}×]−∞, K], (x0(0), x(0), x0(T ), x(T )) ∈ C,

ψ(x0(t), x(t)) ≤ 0 for all t ∈ [0, T ],

where C ⊂ R1+n+1+n is closed and, for any (s, z, w0, w, v) ∈ R1+n+1+m+q we set

F (s, z, w0, w, v) := f(s, z, v)w0 +
m∑
j=1

gj(s, z)w
j. (5.4.1)

In particular, U(T ) and W(T ) are as in the previous section with κ = 1.
We omit to specify what we mean by feasible process and extremal for (Pe), since

these notions can be trivially inferred by the analogous ones given in Section 5.2
taking account that κ = 1 and that feasible processes for (Pe) actually are feasible
relaxed processes (i.e. feasible process for (Pr)) with γ ≡ 1

n+3
(1, . . . , 1). The only
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remarkable modification regards the transversality condition (5.2.12), that from now
will be replaced by(

p0(T̄ ), p(T̄ ),−q0(T̄ ),−q(T̄ ),−π
)
∈ λ∂Φ

(
x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ ), ν̄(T̄ )

)
+NC×]−∞,K]

(
x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ ), ν̄(T̄ )

)
,

(5.4.2)

in view of the new endpoint constraint which is not a singleton at x(0). Accordingly,
when in the following we will refer to Hypothesis 5.2.1 we will implicitly assume κ = 1.

Hypothesis 5.4.1. We say that a feasible process (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) satisfies the
condition for nondegeneracy if

∂>h(x̄0(0), x̄(0)) ∩
(
−proj(t1,x1)(NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )))

)
= ∅. (5.4.3)

Remark 5.4.2. To clarify the geometrical meaning of Hypothesis 5.4.1, let us notice
that, if (x̄0(0), x̄(0)) ∈ Int(Q), condition (5.4.3) is trivially satisfied, since

∂>h(x̄0(0), x̄(0)) = ∅.

When instead (x̄0(0), x̄(0)) ∈ ∂Q, (5.4.3) implies that 0 /∈ ∂>h(x̄0(0), x̄(0)). If h ∈ C2

in a neighborhood of (x̄0(0), x̄(0)) ∈ ∂Q, (5.4.3) simply reads (∇h(x̄0(0), x̄(0)) 6= 0

and)
∇h(x̄0(0), x̄(0)) /∈ −proj(t1,x1)(NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ ))). (5.4.4)

Condition (5.4.4) is satisfied at a point (x̄0(0), x̄(0)) such that ψ(x̄0(0), x̄(0)) = 0 and
∇h(x̄0(0), x̄(0)) 6= 0, when, for instance, C = C1 × C2 with C1, C2 closed subsets of
R1+n, C1 ⊆ Q, and NC1(x̄0(0), x̄(0)) is pointed (see Subsection 2.4.1). In this case,
indeed, (5.4.4) can be derived by the following relations

∂>ψ(x̄0(0), x̄(0)) = {∇ψ(x̄0(0), x̄(0))} ⊆ NP
Q (x̄0(0), x̄(0))

⊆ NP
C1

(x̄0(0), x̄(0)) ⊆ NC1(x̄0(0), x̄(0)).

If we consider the quite customary situation where initial and final time are fixed and
the state constraint is time independent, namely C = {t̄1} × C1 × C2 with C1 ⊆ Rn,
C2 ⊆ R1+n closed subsets, and ψ(s, z) = ψ̄(z). In this case, ∂>ψ(s, z) = {0}× ∂>ψ̄(z)

and N{t̄1}×C1
(s, z) = R×NC1(z) for all (s, z) ∈ R1+n. Hence, condition (5.4.3) reduces
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to
∂>ψ̄(x̄(0)) ∩ (−NC1(x̄(0))) = ∅. (5.4.5)

Proposition 5.4.3. Assume Hypothesis 5.2.1 and let Z := (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) be a
feasible process which is an extremal for (Pe). If Z satisfies Hypothesis 5.4.1, then
any set of multipliers (p0, p, π, λ, µ,m0,m) that meets the conditions of Definition 5.2.3
satisfies the following strengthened non-triviality condition

‖q0‖L∞ + ‖q‖L∞ + µ(]0, T̄ ]) + λ 6= 0 if x̄0(T̄ ) = x̄0(0),

‖q‖L∞ + µ(]0, T̄ ]) + λ 6= 0 if x̄0(T̄ ) > x̄0(0),
(5.4.6)

for (q0, q) as in (5.2.16).

We omit the proof of Proposition 5.4.3, as it is very similar to that of Proposition
3.2.2.

5.4.1 Constraint qualification for normality

We now provide some sufficient conditions in the form of constraint and endpoint
qualifications to guarantee normality. Given a feasible process (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄),
from now on we set

F̄ (t) := F (x̄0(t), x̄(t), ω̄0(t), ω̄(t), ū(t)) ∀t ∈ [0, T̄ ]. (5.4.7)

Hypothesis 5.4.4. We say that a feasible process (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) satisfies the
first constraint qualification for normality if for every t ∈]0, T̄ ] such that
ψ(x̄0(t), x̄(t)) = 0 there exist ε, δ > 0 and a measurable control (ω̃t, ût) := (ω̃, û)

taking values in (W ∩ ∂B)× U , satisfying

max
(ξ0,ξ)∈∂∗ψ(x̄0(t),x̄(t))

ξ ·
[
F ((x̄0, x̄)(t), (ω̄0, ω̂, û)(t′))− F ((x̄0, x̄)(t), (ω̄0, ω̄, ū)(t′))

]
< −δ,

(5.4.8)
where ω̂ := (1− ω̄0)ω̃, for a.e. t′ ∈ E(t, ε) defined as follows

E(t, ε) :=
{
t′ ∈ [t− ε, t] ∩ [0, T̄ ] : max

(ξ0,ξ)∈∂∗ψ(x̄0(t′),x̄(t′))
[ξ0ω̄

0(t′) + ξ · F̄ (t′)] ≥ 0
}
.
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Hypothesis 5.4.5. We say that a feasible process (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) satisfies the
second constraint qualification for normality if for any t ∈ [0, T̄ [ such that
ψ(x̄0(t), x̄(t)) = 0 there exist ε, δ > 0 and a measurable control (ω̃, û) := (ω̃t, ût)

taking values in (W ∩ ∂B)× U , satisfying

min
(ξ0,ξ)∈∂∗ψ(x̄0(t),x̄(t))

ξ ·
[
F ((x̄0, x̄)(t), (ω̄0, ω̂, û)(t′))− F ((x̄0, x̄)(t), (ω̄0, ω̄, ū)(t′))

]
> δ,

(5.4.9)
where ω̂ := (1− ω̄0)ω̃, for a.e. t′ ∈ E(t, ε) defined as as follows

E(t, ε) :=
{
t′ ∈ [t, t+ ε] ∩ [0, T̄ ] : min

(ξ0,ξ)∈∂∗ψ(x̄0(t′),x̄(t′))
[ξ0ω̄

0(t′) + ξ · F̄ (t′)] ≤ 0
}
.

Hypothesis 5.4.5 is at our knowledge new, while a version of Hypothesis 5.4.4 was
first introduced in [57], as an adaptation to impulsive optimal control of a condition
due to [34]. The first and the second constraint qualifications for normality are re-
spectively inward/outward pointing conditions at the boundary of the state constraint
which involve the minimizer but have to be satisfied just on a subset of instants at
which the optimal trajectory has an outward/inward pointing velocity.

We can now establish a first sufficient condition for the normality of the extremals.

Theorem 5.4.6. Assume Hypothesis 5.2.1, let Z := (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) be a feasible
process which is an extremal for (Pe), and let (p0, p, λ, π, µ,m0,m) be a multiplier that
meets the conditions of Definition 5.2.3 and the strengthened nontriviality condition
(5.4.6). Then,

(i) if Z satisfies Hypothesis 5.4.4, one has

|q0(T̄ )|+ |q(T̄ )|+ λ 6= 0 if x̄0(T̄ ) = x̄0(0),

|q(T̄ )|+ λ 6= 0 if x̄0(T̄ ) > x̄0(0)
(5.4.10)

In particular, if proj(t2,x2)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) = {(ξt2 , 0)} and ξt2 = 0

whenever x̄0(T̄ ) = x̄0(0), then λ 6= 0;

(ii) if Z satisfies Hypothesis 5.4.5, one has

|q0(0)|+ |q(0)|+ λ 6= 0 if x̄0(T̄ ) = x̄0(0),

|q(0)|+ λ 6= 0 if x̄0(T̄ ) > x̄0(0).
(5.4.11)
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In particular, if proj(t1,x1)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) = {(ξt1 , 0)} and ξt1 = 0

whenever x̄0(T̄ ) = x̄0(0), then λ 6= 0.

Proof. We limit ourselves to give the proof of Theorem 5.4.6,(ii), as the proof of
Theorem 5.4.6,(i) can be deduced by making obvious changes. First of all we observe
that for a feasible process Z = (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) with ψ(x̄0(t̄ ), x̄(t̄ )) = 0 for some
t̄ ∈]0, T̄ ], we can assume that there exists some ε̄1 > 0 sufficiently small such that
`(E(t̄, ε)) > 0 for all ε ∈]0, ε̄1]. Indeed, if `(E(t̄, ε)) = 0 for some small ε > 0, then

min
(ξ0,ξ)∈∂∗ψ(x̄0(t′),x̄(t′))

[
ξ0ω̄

0(t′) + ξ · F̄ (t′)
]
> 0 for a.e. t′ ∈ [ t̄, t̄ + ε]. But then, the

function G := ψ ◦ (x̄0, x̄) is differentiable a.e. t ∈ [ t̄, t̄+ ε] and verifies

dG

dt
(t) ≥ min

(ξ0,ξ)∈∂Cψ(x̄0(t),x̄(t))

[
ξ0
dx̄0

dt
(t) + ξ · dx̄

dt
(t)

]
= min

(ξ0,ξ)∈∂∗ψ(x̄0(t),x̄(t))

[
ξ0ω̄

0(t) + ξ · F̄ (t)
]
> 0,

since the scalar product is bilinear. Thus, for all t ∈]t̄, t̄+ ε] one has

ψ(x̄0(t), x̄(t)) = ψ(x̄0(t), x̄(t))− ψ(x̄0(t̄ ), x̄(t̄ )) =

∫ t

t̄

dG

dt
(t′) dt′ > 0,

in contradiction with the feasibility of Z. Furthermore, by the bilinearity of the scalar
product, in Hypothesis 5.4.5 one can replace ∂∗ψ(x̄0(t), x̄(t)) with ∂Cψ(x̄0(t), x̄(t)).
In particular, all the conditions in it are satisfied by any (ξ0, ξ) ∈ ∂>ψ(x̄0(t), x̄(t)),
since ∂>ψ(x̄0(t), x̄(t)) ⊆ ∂Cψ(x̄0(t), x̄(t)).

By standard truncation and mollification arguments, we can assume that ψ is Lipschitz
continuous, with Lipschitz constant L

ψ
> 0, and that F and its limiting subdifferen-

tials are bounded by some constant L
F
> 0.

By assumption, (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) has a set of multipliers (p0, p, π, λ, µ,m0,m) ver-
ifying the strengthened non-triviality condition (5.4.6). Let us first assume that
x̄0(T̄ ) > x̄0(0) and suppose by contradiction that

q(0) = 0, λ = 0. (5.4.12)

Set
t̄ := sup{t ∈ [0, T̄ ] : µ(]0, t]) = 0}.
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Obviously, one has ψ(x̄0(t̄ ), x̄(t̄ )) = 0. Observe that t̄ < T̄ . Indeed, if not, µ(]0, T̄ ]) =

0. But in this case q(t) = p(t) + µ({0})m(0), so that it is absolutely continuous and
by the adjoint equation with initial condition q(0) = 0 it follows that q ≡ 0. Precisely,
by (2.4.3), we have

|q(t)| ≤
∫ t

0

|q̇(t′)| dt′ =
∫ t

0

|ṗ(t′)| dt′ ≤ L
F

∫ t

0

|q(t′)| dt′, q(0) = 0,

which implies that q ≡ 0 by Gronwall’s Lemma 2.2.3. Since λ = 0 by (5.4.12), this is
in contradiction with the first relation in (5.4.6). When x̄0(T̄ ) = x̄0(0) and we assume
by contradiction that

q0(0) = 0, q(0) = 0, λ = 0, (5.4.13)

the value t̄ defined as above is still strictly smaller than T̄ , since otherwise µ(]0, T̄ ]) =

0, so that (q0, q) ≡ 0, again by the adjoint equation. In view of (5.4.13), this yields
contradiction with the second relation in (5.4.6).

From now on, the proof is the same for both cases. Introduce

(y0, y)(t) :=
(
p0(t) +m0(0)µ({0}), p(t) +m(0)µ({0})

)
,

so that, for any t ∈ [0, T̄ [,

(q0(t), q(t)) =
(
p0(t) +

∫
[0,t[

m0(t′)µ(dt′) , p(t) +

∫
[0,t[

m(t′)µ(dt′)
)

=
(
y0(t) +

∫
]0,t[

m0(t′)µ(dt′) , y(t) +

∫
]0,t[

m(t′)µ(dt′)
)
.

(5.4.14)

By the adjoint equation, (y0, y) verifies
−(ẏ0(t), ẏ(t)) ∈ co ∂t,x(q(t) · F̄ (t)) = co ∂t,x

(
y(t) · F̄ (t) +

∫
]0,t[

m(t′)µ(dt′) · F̄ (t)
)

y(0) = 0, (and y0(0) = 0, if x̄0(T̄ ) = x̄0(0)).

(5.4.15)
Since the integral on the right hand side is identically zero in ]0, t̄ [, arguing as above we
derive that y(t) = 0 and therefore q(t) = 0 for all t ∈ [0, t̄[, by continuity. Moreover,
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Gronwall’s Lemma 2.2.3 implies that |y(t)| ≤ C µ([t̄, t[) for all t ∈ [t̄, T̄ [, for some
C > 0, so that

|q(t)| ≤ |y(t)|+ L
ψ
µ([t̄, t[) ≤ (C + L

ψ
)µ([t̄, t[) ∀t ∈ [t̄, T̄ [. (5.4.16)

As a consequence of (5.4.14), for every t ∈ [t̄, T̄ ] one gets q(t) = y(t)+
∫

[t̄,t[
m(t′)µ(dt′),

and (5.4.15), (5.4.16) imply

∣∣∣q(t)− ∫
[t̄,t[

m(t′)µ(dt′)
∣∣∣ ≤ L

F

∫ t

t̄

|q(t′)| dt′ ≤ C̄ µ([t̄, t[)(t− t̄ ), (5.4.17)

where C̄ := L
F

(L
ψ

+ C). By the upper semicontinuity of ∂∗ψ(·, ·) and Hypothesis
5.2.1, if we add and subtract ‘F ((x̄0, x̄, ω̂0, ω̂, û)(t′))’ and ‘F̄ (t′)’ in (5.4.9), we deduce
that Hypothesis 5.4.5 implies that there exist ε̄, δ̄ > 0 and a measurable control
(ω̃, û) : [0, T̄ ] → (W ∩ ∂B) × W , verifying for all (ξ0, ξ) ∈ ∂∗ψ(x̄0(t), x̄(t)) with
t ∈]t̄, t̄+ ε̄[∩[0, T̄ ]:

ξ ·
[
F ((x̄0, x̄, ω̂0, ω̂, û)(t′))− F̄ (t′)

]
> δ̄, for a.e. t′ ∈ E(t̄, ε̄), (5.4.18)

where (ω̂0(t), ω̂(t), û(t)) := (ω̄0(t), (1− ω̄0(t))ω̃(t), û(t)) for a.e. t ∈ [0, T̄ ]. Observe
that, being ω̂0 ≡ ω̄0, one has |ω̂| = 1− ω̄0 = |ω̄| a.e. As observed at the beginning of
the proof, `(E(t̄, ε̄)) > 0 for any ε̄ > 0 sufficiently small, and (5.4.18) is valid for any
(ξ0, ξ) ∈ ∂>ψ(x̄0(t), x̄(t)). On the other hand, by the maximality condition (5.2.13) it
follows that, for a.e. t ∈]t̄, t̄+ ε̄[∩[0, T̄ ], it holds

q0(t)
(
ω̂0(t)− ω̄0(t)

)
+ π(|ω̂(t)| − |ω̄(t)|) + q(t)

[
F ((x̄0, x̄, ω̂0, ω̂, û)(t))− F̄ (t)

]
= q(t)

[
F ((x̄0, x̄, ω̂0, ω̂, û)(t))− F̄ (t)

]
≤ 0.

(5.4.19)

Putting together (5.4.17), (5.4.18), and (5.4.19) we get the desired contradiction.
Indeed, for ε̄ > 0 small enough, for any t′ ∈ E(t̄, ε̄), one has

0 ≥ q(t′)
[
F ((x̄0, x̄, ω̂0, ω̂, û)(t′))− F̄ (t′)

]
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=
(
q(t′)−

∫
[t̄,t′[

m(τ)µ(dτ) +

∫
[t̄,t′[

m(τ)µ(dτ)
) [
F ((x̄0, x̄, ω̂0, ω̂, û)(t′))− F̄ (t′)

]
≥
∫

[t̄,t′[

m(τ)
[
F ((x̄0, x̄, ω̂0, ω̂, û)(t′))− F̄ (t′)

]
µ(dτ)− 2L

F
C̄ µ([t̄, t′[)(t′ − t̄ )

≥ µ([t̄, t′[)
[
δ̄ − 2L

F
C̄ (t′ − t̄ )

]
> 0

for ε̄ > 0 sufficiently small. This concludes the proof.

Remark 5.4.7. As discussed in [57, Remark 4.4], the statement of Theorem 5.4.6
holds true even if Hypotheses 5.4.4 and 5.4.5 are replaced, respectively, with the
following simpler conditions:

(IPFCn)b for every t ∈]0, T̄ ] such that (x̄0(t), x̄(t)) ∈ ∂Ω, one has ψ ∈ C1 on a
neighborhood of (x̄0(t), x̄(t)) and there exists δ > 0 satisfying

inf
v∈U
∇xψ(x̄0(t), x̄(t)) · f(x̄0(t), x̄(t), v) < −δ,

inf
w∈W∩∂B

∇xψ(x̄0(t), x̄(t)) ·
m∑
i=1

gi(x̄
0(t), x̄(t))wi < −δ;

(IPFCn)f for every t ∈ [0, T̄ [ such that (x̄0(t), x̄(t)) ∈ ∂Ω, one has ψ ∈ C1 on
a neighborhood of (x̄0(t), x̄(t)) and there exists δ > 0 satisfying

sup
v∈U
∇xψ(x̄0(t), x̄(t)) · f(x̄0(t), x̄(t), v) > δ,

sup
w∈W∩∂B

∇xψ(x̄0(t), x̄(t)) ·
m∑
i=1

gi(x̄
0(t), x̄(t))wi > δ.

Remark 5.4.8. It is clear from the proof that Theorem 5.4.6 still holds in the special
case the cost function Φ does not depend on ν(T ), ν̄(T̄ ) < K (so that π = 0 for
any set of multiplier (p0, p, λ, π, µ,m0,m) for the extremal Z) and Hypothesis 5.4.4
[resp. Hypothesis 5.4.5] is replaced by the following condition: for every t ∈]0, T̄ ]

[resp. t ∈ [0, T̄ [ ] such that ψ(x̄0(t), x̄(t)) = 0 there exist ε, δ > 0 and controls
(ω̂0

t , ω̂t, ût) := (ω̂0, ω̂, û) ∈ W(T̄ ) × U(T̄ ) such that, for any (ξ0, ξ) ∈ ∂∗ψ(x̄0(t), x̄(t))

and a.e. t′ ∈ E(t, ε) [resp. t′ ∈ E(t, ε)], it holds [resp. > δ]

ξ0[ω̂0(t′)− ω̄0(t′)] + ξ ·
[
F ((x̄0, x̄)(t), (ω̂0, ω̂, û)(t′))−F ((x̄0, x̄)(t), (ω̄0, ω̄, ū)(t′))

]
< −δ.
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5.4.2 Target qualification for normality

Theorem 5.4.6 implies nondegenerate normality when essentially the endpoint con-
straint either at the final or at the initial position is inactive. We provide below some
sufficient conditions to guarantee normality even in some situations where initial and
final positions lay on the boundary of the endpoint constraint.

Hypothesis 5.4.9. We say that a feasible process (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) satisfies the
first endpoint qualification for normality if there exists ε > 0 such that ψ(x̄0(t), x̄(t)) <

0 for each t ∈ [T̄ − ε, T̄ [ and one among the following conditions (a), (b) holds true:

(a) The following condition holds(
−proj(t2,x2)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) \ {01+n}

)
∩ ∂>ψ(x̄0(T̄ ), x̄(T̄ )) = ∅

(5.4.20)
and for any

(ξt2 , ξx2) ∈ proj(t2,x2)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) + [0,+∞[·∂>ψ(x̄0(T̄ ), x̄(T̄ ))

one has

min
v∈U

[
ξx2 · f(x̄0(T̄ ), x̄(T̄ ), v) + ξt2

]
< 0 if (ξt2 , ξx2) 6= (0, 0); (5.4.21)

(b) One has x̄0(T̄ ) > x̄0(0), ν̄(T̄ ) < K, and the following condition holds(
− projx2

NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) \ {0n}
)
∩ projx∂

>ψ(x̄0(T̄ ), x̄(T̄ )) = ∅.
(5.4.22)

Moreover, for any

(ξt2 , ξx2) ∈ proj(t2,x2)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) + [0,+∞[·∂>ψ(x̄0(T̄ ), x̄(T̄ ))

with ξx2 6= 0, one has

min
w∈W∩∂B

[
ξx2 ·

(
m∑
j=1

gj(x̄
0(T̄ ), x̄(T̄ ))wj

)]
< 0. (5.4.23)
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Hypothesis 5.4.10. We say that a feasible process (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) satisfies the
second endpoint qualification for normality if there exists ε > 0 such that
ψ(x̄0(t), x̄(t)) < 0 for each t ∈]0, ε] and one among the following conditions (a),
(b) holds true:

(a) The following condition holds(
−proj(t1,x1)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) \ {01+n}

)
∩ ∂>ψ(x̄0(0), x̄(0)) = ∅

(5.4.24)
and for any

(ξt1 , ξx1) ∈ proj(t1,x1)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) + [0,+∞[·∂>ψ(x̄0(0), x̄(0))

one has

max
v∈U

[
ξx1 · f(x̄0(0), x̄(0), v) + ξt1

]
> 0 if (ξt1 , ξx1) 6= (0, 0); (5.4.25)

(b) One has x̄0(T̄ ) > x̄0(0), ν̄(T̄ ) < K, and the following condition holds(
− projx1

NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) \ {0n}
)
∩ projx∂

>ψ(x̄0(0), x̄(0)) = ∅.
(5.4.26)

Moreover, for any

(ξt1 , ξx1) ∈ proj(t1,x1)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) + [0,+∞[·∂>ψ(x̄0(0), x̄(0))

with ξx1 6= 0, one has

max
w∈W∩∂B

[
ξx1 ·

m∑
j=1

gj(x̄
0(0), x̄(0))wj

]
> 0. (5.4.27)

Hypothesis 5.4.9 generalizes endpoint constraint qualifications considered in [57]
for the case with fixed initial point, which were in turn inspired by no gap conditions
in [58, 5]. Instead, Hypothesis 5.4.10 has been introduced for the first time in [37].

We do observe that both conditions (5.4.20), (5.4.22) [resp., (5.4.24), (5.4.26)] are
trivially fulfilled whenever (x̄0(T̄ ), x̄(T̄ )) ∈ Int(Q) [resp., (x̄0(0), x̄(0)) ∈ Int(Q)], as
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∂>ψ(x̄0(T̄ ), x̄(T̄ )) = ∅ [resp., ∂>ψ(x̄0(0), x̄(0)) = ∅].

Proposition 5.4.11. Assume Hypothesis 5.2.1, let Z := (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) be a
feasible process which is an extremal for (Pe), and let (p0, p, λ, π, µ,m0,m) be a mul-
tiplier that meets the conditions of Definition 5.2.3. Then, if either (i) or (ii) below
holds true, one has λ 6= 0:

(i) Hypothesis 5.4.9 is satisfied and the multiplier (p0, p, λ, π, µ,m0,m) fulfills the
strengthened non-triviality condition (5.4.10);

(ii) Hypothesis 5.4.10 is satisfied and the multiplier (p0, p, λ, π, µ,m0,m) fulfills the
strengthened non-triviality condition (5.4.11).

Proof. Let us prove (i). Assume by contradiction λ = 0. Then the transversality
condition (5.2.12) implies that

(−q0(T̄ ),−q(T̄ )) = (ξt2 , ξx2) ∈ proj(t2,x2)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )),

where (ξt2 , ξx2) 6= (0, 0) and, in particular, ξx2 6= 0 if x̄0(T̄ ) > x̄0(0) by (5.4.10). By
Hypothesis 5.4.9, there is some ε > 0 such that ψ(x̄0(t), x̄(t)) < 0 for all t ∈ [T̄ −ε, T̄ [.
Hence µ([T̄ − ε, T̄ [) = 0, so that, for any t ∈]T̄ − ε, T̄ [, (q0, q) is continuous at t and

(q0(t), q(t)) =
(
p0(t) +

∫
[0,T̄−ε]

m0(t′)µ(dt′) , p(t) +

∫
[0,T̄−ε]

m(t′)µ(dt′)
)
.

Set (q0(T̄−), q(T̄−)) := lims→T̄−(q0(t), q(t)) = (p0, p)(T̄ )+
∫

[0,T̄−ε](m0,m)(t′)µ(dt′).We
get

(q0(T̄−), q(T̄−)) =
(
q0(T̄ )−m0(T̄ )µ({T̄}) , q(T̄ )−m(T̄ )µ({T̄})

)
= (−ξ̃t2 ,−ξ̃x2),

where (ξ̃t2 , ξ̃x2) :=
(
ξt2 + µ({T̄})m0(T̄ ), ξx2 + µ({T̄})m(T̄ )

)
. Thus, in particular, the

pair (ξ̃t2 , ξ̃x2) verifies

(ξ̃t2 , ξ̃x2) ∈ proj(t2,x2)NC(x̄0(0), x̄(0), x̄0(T̄ ), x̄(T̄ )) + [0,+∞[·∂>ψ(x̄0(T̄ ), x̄(T̄ )).

(5.4.28)
The continuity of (q0, q) on ]T̄ − ε, T̄ [ also implies that the equality (5.2.13) is verified
for all t ∈]T̄ − ε, T̄ [. Hence, passing to the limit in it as t tends to T̄−, for any
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(w0, w, v) ∈ (W ∩ ∂B)× U we obtain

(
ξ̃x2 · f(x̄0(T̄ ), x̄(T̄ ), v) + ξ̃t2

)
w0 + ξ̃x2 ·

m∑
j=i

gj(x̄
0(T̄ ), x̄(T̄ ))wj − π|w| ≥ 0. (5.4.29)

Suppose first that condition (a) in Hypothesis 5.4.9 is satisfied. Then, from (5.4.20) we
deduce that (ξ̃t2 , ξ̃x2) 6= (0, 0) and choosing w = 0 in (5.4.29) we obtain a contradiction
to (5.4.21).
If instead condition (b) in Hypothesis 5.4.9 is valid, π = 0 and (5.4.10) implies that
ξx2 6= 0. In view of (5.4.28) and Hypothesis (5.4.22), this yields ξ̃x2 6= 0. At this
point, we get a contradiction to (5.4.23) by choosing w0 = 0 in (5.4.29). The proof of
(ii) is very similar, hence we omit it.

From Propositions 5.4.3, 5.4.11, and Theorem 5.4.6 we deduce as a corollary the
main result of this subsection.

Theorem 5.4.12. Assume Hypothesis 5.2.1 and let Z := (T̄ , ω̄0, ω̄, ū, x̄0, x̄, ν̄) be a
feasible process which is an extremal for (Pe). If Z fulfills either Hypotheses 5.4.1,
5.4.4 and 5.4.9 or Hypotheses 5.4.1, 5.4.5 and 5.4.10, then it is a nondegenerate
normal extremal.

Let us illustrate the preceding theory through some examples.

Example 5.4.13. Consider the linear impulsive optimization problem given by

Minimize Φ(x(T ))

over T > 0, (ω0, ω) ∈ L1([0, T ],R1+2), (x0, x, ν) ∈ W 1,1([0, T ],R1+3+1) satisfying

ẋ0(t) = ω0(t)

ẋ(t) = f(x(t))ω0(t) + g1(x(t))ω1(t) + g2(x(t))ω2(t)

ν̇(t) = |ω(t)|

(ω0, ω)(t) ∈ W a.e. t ∈ [0, T ],

(x0(t), x(t)) ∈ Q ∀t ∈ [0, T ],

ν(0) = 0, ν(T ) ≤ 2, (x0(0), x(0)) = {0} × C1, (x0(T ), x(T )) ∈ {1} × C2,

(5.4.30)
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in which Φ(z) := −z1 for any z = (z1, z2, z3) ∈ R3, W is as in (5.2.4) for κ = 1,

Q := {(s, z) ∈ R× R3 : −1 ≤ z1 ≤ 1 + s, −1 ≤ z2 ≤ 1, −1 ≤ z3 ≤ 1},

C1 := {z ∈ R3 : (z1 − 1)2 + (z2)2 + (z3)2 ≤ 1/9, z1 ≤ 1},

C2 := {z ∈ R3 : (z1 + 1)2 + (z2)2 + (z3)2 ≤ 1, z1 ≥ −1},

and

f(z) :=

 0

z2z3

0

 , g1(z) :=

 1

0

0

 , g2(z) :=

 0

−1

−z1

 , ∀z ∈ R3 .

A minimizer for (5.4.30) is clearly given by the feasible process (T̄ , ω̄0, ω̄, x̄0, x̄, ν̄),
where

T̄ = 2, (ω̄0, ω̄) = (ω̄0, ω̄1, ω̄2) = (1, 0, 0)χ
[0,1]

+ (0,−1, 0)χ
]1,2]

, (5.4.31)

and one considers the corresponding trajectory with initial state condition x(0) =

(1, 0, 0), namely,

(x̄0, x̄, ν̄) = (x̄0, x̄1, x̄2, x̄3, ν̄) = (t, 1, 0, 0, 0)χ[0,1] + (1, 2− t, 0, 0, t− 1)χ[1,2] . (5.4.32)

Indeed, for all points (z1, z2, z3) ∈ C2 one has z1 ∈ [−1, 0], so that x̄1(2) = 0 is the
minimum admissible value of the cost function Φ. It is not difficult to check that this
process fulfills Hypotheses 5.4.1, 5.4.4 and 5.4.9. In fact Hypothesis 5.4.1 is fulfilled
since in a neighborhood of (x̄0(0), x̄(0)) = (0, 1, 0, 0) the state constraint function is
represented by ψ(s, z) = z1 − s − 1, so that ∂>ψ(0, 1, 0, 0) = {(−1, 1, 0, 0)}, while
N{0}×C1(1, 0, 0) = R × R≥0 × {0} × {0}; Hypothesis 5.4.4 is trivially satisfied as the
minimizer lays in the interior of the state constraints whenever t ∈]0, T ]; while Hy-
pothesis 5.4.9,(b) is met since (x̄0(T̄ ), x̄(T̄ )) ∈ Int(Q) and (5.4.23) is satisfied if we
choose w = (−1, 0), as NC2(x̄(T̄ )) = R≥0 × {0} × {0}. Accordingly, it is a nondegen-
erate normal extremal for problem (5.4.30).

Next example shows that an extremal can be normal even if the sufficient condi-
tions presented in this subsection are not met.
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Example 5.4.14. Consider again the minimization problem (5.4.30), where C1 is as
above, while the state constraint and the final-point constraint are replaced with

Q := {(z1, z2, z3) : −1 ≤ z1 ≤ 1, −1 ≤ z2 ≤ 1, −1 ≤ z3 ≤ 1},

C2 := {(z1, z2, z3) : −1 ≤ z1 ≤ 0, 0 ≤ z2 ≤ 1, 0 ≤ z3 ≤ 1},

respectively. Then the feasible process (T̄ , ω̄0, ω̄, x̄0, x̄, ν̄) given by (5.4.31), (5.4.32)
is still a minimizer for (5.4.30). Nevertheless, as it is easy to check, the minimizer
meets Hypothesis 5.4.1, but it does not satisfy any of Hypotheses 5.4.4, 5.4.5, 5.4.9
and 5.4.10 (even if it fulfills the conditions in Remark 5.4.8).

Despite this, (T̄ , ω̄0, ω̄, x̄0, x̄, ν̄) is an extremal since it is a minimizer. Therefore,
there exists a set of multipliers (p0, p, π, λ, µ,m0,m) with π = 0, since ∇νΦ ≡ 0

and ν̄(2) = 1 < 2. Also, m0 ≡ 0 as the state constraint does not depend on time,
µ([0, 2]) = µ([0, 1]), and m(t) ∈ ∂>x ψ(x̄(0)) µ-a.e. yields m(t) = (1, 0, 0) µ-a.e. in
[0, 1]. By the adjoint equation it follows that the path (p0, p) = (p0, p1, p2, p3) ≡
(p̄0, p̄1, p̄2, p̄3) is constant. From the transversality conditions

(p0, p1, p2, p3)(0) ∈ R×NC1(1, 0, 0),

− (q0, q1, q2, q3)(2) ∈ λ{(0,−1, 0, 0)}+ R×NC2(0, 0, 0),
(5.4.33)

where q0 ≡ p̄0, and q(t) = (p̄1 +µ([0, 1]), p̄2, p̄3) for all t ∈]1, 2], we derive that p̄0 ∈ R,
p̄1 ≥ 0, p̄2 = p̄3 = 0, q1(2) = p̄1 + µ([0, 1]) = λ − α with α ≥ 0. The maximality
condition implies the relations

p̄0χ[0,1](t) = 0, −q1(t)χ]1,2](t) = 0, (5.4.34)

from which we deduce that p̄0 = 0 and p̄1 + µ([0, 1]) = λ − α = 0. Hence, recalling
that p̄1 ≥ 0, we get p̄1 = µ([0, 1]) = 0, λ = α ≥ 0. So, the strengthened non-
triviality condition ‖p‖L∞ + µ([0, 2]) + λ 6= 0 implies that λ 6= 0 and this shows that
(T̄ , ω̄0, ω̄, x̄0, x̄, ν̄) is a normal extremal.
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Chapter 6

Conclusions and perspectives

In this thesis we have considered a general optimal control problem with endpoint and
state constraints for which the existence of minimizers is not guaranteed. Therefore,
we have firstly embedded this strict sense original problem into an extended opti-
mization problem where the (possibly non-closed) control set has been replaced by its
closure. Secondly, we have constructed the relaxed auxiliary problem by convexifying
the sets of velocities of the extended problem. Hence, we have established an equiv-
alence between the occurrence of gap phenomena and the topological and dynamical
property of isolation of strict sense trajectories, thanks to which we have proved that,
if there is a local infimum gap at a feasible relaxed process, then it turns out to be an
abnormal extremal. As a consequence, we have deduced that the normality of local
minimizers – that is, the fact that every set of multipliers has nonzero cost multiplier
– is a sufficient condition for no local infimum gap. Moreover, since the notion of con-
trollability is exactly the negation of that of isolation, we have also inferred sufficient
conditions for the controllability of the original constrained control system to feasible
relaxed trajectories.

However, we have explained that, in case the initial state is fixed and the state
constraint is active at it, sets of degenerate multipliers – hence, abnormal – always ex-
ist. Accordingly, we have provided a suitable nondegeneracy assumption under which
we have enhanced our previous results by showing that a sufficient condition for no
local infimum gap is represented by the nondegenerate normality of local minimiz-
ers – namely, the fact that every set of nondegenerate multipliers has nonzero cost
multiplier.
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CHAPTER 6. CONCLUSIONS AND PERSPECTIVES

At the beginning, we have dealt with free end-time problems with measurable
time dependence, hence we have analyzed the special case of fixed end-time problems
and, finally, by means of a reparameterization procedure, we have investigated free
end-time problems with Lipschitz time dependence, where additional conditions on
the extremals can be proved as, for instance, the constancy of the Hamiltonian for
autonomous dynamics. Finally, we have discussed the special case of the impulsive
extension (and relaxation) of control-polynomial systems with unbounded controls,
providing a simpler nondegeneracy assumption and easily verifiable conditions for
nondegenerate normality of extremals.

At this point, it is natural to ask what are possible future directions of research
on these topics. With regard to this question, we are planning to address a pair of
issues in the next future.

On the one hand, we are interested in figuring out wether is possible to improve the
averaged adjoint inclusion (4.2.1) in the derivation of necessary conditions that have
to be fulfilled by strict sense minimizers that are not extended, or relaxed, minimizers
as well. This is an open question left in [62], for which we are convinced to have a
positive answer when we consider the extended auxiliary problem only, as announced
in [39]. In particular, by defining an appropriate distance between processes, we intend
to prove that, if a strict sense minimizer is not also an extended minimizer, then there
exists a set of multipliers (p, λ, µ,m) that satisfies conditions (4.1.4), (4.1.6), (4.1.8),
(4.1.9), (4.1.10), (4.1.12), and (4.1.13), with λ = 0.

On the other hand, we aim to deal with sufficient conditions for no gap in relation
to optimal control problems with delays in the dynamics. Maximum Principles for
this kind of problem are already available in the literature (see e.g. [19, 70, 71]),
so that the identification of gap-abnormality relations might appear quite straight-
forward. What has not yet been done is to give a suitable notion of solution and
necessary conditions of optimality for truly nonlinear optimal impulse control prob-
lems with time delays, and this is precisely what we first aim to do. We point out
that this is not in general an easy task, in particular in the case delays appear not
only in the drift term and the fast dynamic depends on the state variable. Indeed,
some properties of (non-delayed) impulsive control systems do not hold anymore in
presence of delays. For instance, in the case of nonnegative scalar controls, it is well
known that all sequences of state trajectories, corresponding to sequences of ordinary
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controls approximating a given impulse control, have the same limit, while this is not
longer true for vector-valued controls. Nevertheless, thanks to Richard Vinter, there
are examples of impulsive control systems with delays and scalar controls for which
the above mentioned property is not valid anymore. Furthermore, the time reparame-
terization techniques employed in Section 5.2 cannot be adapted directly to the delay
setting, since the same reparameterization does not generate a standard time-delay
optimal control problem.
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