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ABSTRACT
The Sense of Presence (SoP), which is typically described as the
sensation of "being there", is an influential phenomenon that can be
elicited in virtual environments. It becomes particularly important
in Virtual Reality (VR)-based platforms for remote work or assis-
tance (e.g., digital twins), whereby the quality of the interactions
between the human and any virtual object determine the industrial
performance and well-being of the operators. While SoP is typically
assumed to have a positive impact on task performance, and also to
affect mental workload, systematic investigations addressing this
matter in the telerobotics field, also leveraging a mixed-method
approach, are missing. We here covered these aspects by analyz-
ing the effects of SoP on users’ performance and workload during
simulated teleoperation of an industrial robotic arm in VR. Our
participants guided the robot through a pick-and-place task via
different control modalities and under different task loads. We op-
erationalized the users’ performance in terms of operation times
at the pick-and-place task; the explicit workload was inferred via
self-report, while the implicit workload was deduced from the users’
pupil size variations. Our results demonstrate a positive effect of the
SoP on task performance, suggesting higher efficiency when feeling
a higher SoP. Little to no impact of the SoP on the users’ workload
was observed, which however is worthy of further investigation.

CCS CONCEPTS
• Human-centered computing→ Human computer interac-
tion (HCI); • Hardware → Emerging interfaces.
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1 INTRODUCTION
In all Virtual Reality (VR) environments, the sensation of "being
there" is what makes VR technologies engaging and valuable meth-
ods to simulate the real world. This sensation is called Sense of
Presence (SoP), and it is typically considered a basic requirement
for designing compelling and engaging virtual environments [8].
According to the definition of [26], the SoP can be described as a
binary experience that links perceived self-location and, in most
cases, perceived action possibilities to a mediated spatial environ-
ment. The binary experience can be understood as the participant’s
choice to be in either the virtual environment or the physical place
where the simulation takes place [23]. During this experience, men-
tal capacities are defined by the mediated environment instead of
reality. Consequently, the quality of virtual environments plays
a crucial role in affecting the users’ psychophysiological states
and enhancing the SoP [22]. Feeling a high SoP assumes particular
relevance in VR-based working contexts, in which the virtual envi-
ronment becomes the actual workplace and the operators are called
to interact with digitalized robots and machines from a remote site
(e.g., digital twins). Those examples fall into the teleoperation or
telerobotics sectors, whereby the interactions between the human
and any virtual object determine the performance and well-being
of the operators (e.g., [3]).

While digital manufacturing is increasingly gaining attention,
using VR technology for telerobotics has become one of the most
successful innovations in the new Industry 5.0. With VR, users
can interact with a simulated environment in a way that closely
resembles the real world, which can greatly enhance their ability
to perform tasks. In addition, robot teleoperation allows users to
remotely control robots, which can be especially useful in haz-
ardous or difficult-to-reach environments [14]. In such situations,
by having a well-established SoP, employees can avoid confusion
and errors while performing work tasks, ultimately resulting in
enhanced productivity [7].

A few studies have assessed the SoP in telerobotics contexts,
and most of them report that the ability to perform physical move-
ments or whole-body-based interactions helps increase the SoP
[1, 24]. To mention a few examples, [10] observed how allowing
users to physically walk in their own space and interact with a
VR-teleoperated robot enhanced the operator’s perceived SoP. In-
terestingly, [6] revealed a positive impact of SoP on performance.
They provided visual aids on a work area while guiding a robotic
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arm in VR with the intent of improving the teleoperators’ SoP and
performance. They showed that an increased SoP, as well as adopt-
ing a first-person perspective, helped shorten the learning curve,
allowing the operators to become proficient in the teleoperation
after shorter familiarization with the system. Furthermore, the vi-
sual cues superimposed on the VR robotic simulation helped in
enhancing the teleoperation performance. Despite this evidence,
there are still unanswered questions regarding the impact of SoP
on human performance and workload in telerobotics. To gain a
better understanding of this matter, a concise overview of the cur-
rent literature on the relationships among SoP, performance, and
workload is provided as follows.

1.1 Sense of presence and Performance
The literature on the relations between the SoP and the users’ per-
formance shows mixed results. [20] modulated the SoP by using
various degrees of simulation vividness during a VR-based pick-
and-place task. The findings revealed that the level of vividness,
and subsequently, the level of SoP, did not affect users’ performance.
However, the SoP was significantly correlated with heart rate. The
authors thus argued that some physiological measures could be
used as an accurate indicator of SoP in virtual environments. In
[7], participants were engaged in a wheel-changing task in low-
immersive VR, during which relevant multi-sensory information
(visual, audio, tactile) was provided to represent cues that are not
typically available in conventional simulations. The results showed
that the more multi-sensory feedback was added during the task,
the more participants performed the task faster and reported an
increased SoP. Different studies also observed a direct relation be-
tween the SoP and the efficiency of learning processes. For instance,
according to [2], a high SoP can increase the learning process in
virtual environments. Interestingly, [11] report how the difference
in learning performance between immersive VR conditions and
traditional 2D environments is more dependent on the SoP rather
than the use of VR itself. On the other hand, other researchers have
found a decrease in learning performance as SoP increases [16]. The
author suggested that, as compared to conventional media, cutting-
edge high-immersion VR can increase processing demands and
cognitive workload leading to a decrease in knowledge acquisition.

1.2 Sense of presence and Workload
While several studies have pointed out the benefits of highly im-
mersive VR, others warn about the intense cognitive load that such
technologies might elicit on users. In the gaming and cinema sec-
tors, there are examples that demonstrate an increase in cognitive
load when the level of immersion - and thus SoP - is enhanced
[5, 19]. Similar effects can be found in other research areas as well.
[15] assessed the impact of different sensory elements, such as view-
point, auditory cue type, and visual information, on SoP, workload,
and performance during a virtual simulated basketball game. The
results showed that, while there was no relation between SoP and
performance, the SoP positively correlated with the self-reported
mental workload at the NASA-TLX questionnaire. In this case, us-
ing multiple sensory channels in a virtual environment probably
increased the SoP, but at the cost of a higher mental workload. In
[9], participants executed a driving simulation task under dual-task

in a virtual environment and investigated the relative effects on the
SoP. The study found that neither driving nor dual tasks had any
adverse or beneficial impact on the SoP. Nonetheless, there is also
evidence of the positive effects of SoP on workload. For instance,
during soldier training conducted in VR, the SoP strongly and neg-
atively correlated with the frustration dimension of the NASA-TLX
questionnaire [13]. The authors hypothesized that, in these cases,
a higher level of SoP directed attention away from self-thoughts
about their own performance, lowering the sense of frustration
during the task execution. Conversely, those who experienced a
lower level of SoP may have focused more on their performance,
resulting in a greater experience of frustration. Overall, the relation
between SoP and workload is still to be clarified, particularly in
the telerobotics field, where such relation might have even greater
implications for the operators acting in VR.

2 OUR STUDY
Based on the literature, the impact of the SoP on workload and
performance is still unclear. First, the domain of the studies un-
folded above are varied, and only a few studies focus on the teler-
obotics domain [6, 20]. Furthermore, most of the studies deducted
the workload levels from self-report scales [9, 13], which we con-
sider as explicit workload, as it is explicitly felt and reported by
the participant. Oppositely, to the best of our knowledge, there is
no study investigating the relation between SoP and the levels of
implicit workload, as inferred from physiological parameters that
are not under the direct control of the user. In this view, [20] found
a relation between SoP and heart rate, suggesting that the level of
SoP might affect implicit physiological parameters; however, this
question remains hypothetical. By covering these aspects, we here
explored the relations between SoP, performance, and workload in
participants driving an industrial robotic arm simulation through a
pick-and-place task in VR. Specifically, we leveraged the operation
times at the pick-and-place task as a performancemeasure, the pupil
size variations throughout the task execution as an index of implicit
workload, and the responses at the NASA-TLX questionnaire [12]
as an index of the explicit workload.

3 METHODS
3.1 Participants
Our sample was composed of 18 participants (9 females). The age
mean was 26.33, the SD was 2.02. All of them voluntarily took part
in the experiment without monetary compensation, after signing
informed consent. They all reported having normal or corrected-to-
normal visual acuity only via contact lenses, normal color vision,
and no current or past neurological or psychiatric problems. The
experimental protocol was approved by the local ethics commit-
tee, and the study was conducted following the principles of the
Declaration of Helsinki.

3.2 Technical set-up
Each participant was equipped with an HTC Vive Pro Eye headset,
which is endowed with an integrated eye-tracking system. The vir-
tual environment (see Figure 1) was programmed in Unity (version
2019.4.18f1). The VR headset was connected to an MSI GT63 Titan
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8RF laptop, where data were automatically saved at the end of each
task.

Figure 1: An overview of the virtual environment from the
participant’s point of view

3.3 Experimental procedure and tasks
The methods adopted for this experiment are thoroughly explained
in [18]. Thus, we provide only a brief explanation of the exper-
imental task and procedure; for more detailed information, see
[18]. After completing questionnaires about demographics and in-
dividual expertise, all participants underwent a training session to
familiarize with the tasks. The experimental session then consisted
of 5 tasks presented in a random order, namely an arithmetic task
and a pick-and-place task executed via controller buttons (button-
based control system) and physical actions (action-based control
system), and under low (single-task) and high mental demands
(dual-task, simultaneously with the arithmetic task). After each
task, participants completed the NASA-TLX questionnaire [12] for
measuring workload, while right after the last task, they completed
the MEC-SPQ questionnaire for measuring the sense of presence
[25]. For the latter, they were asked to rate their sense of presence
in relation to the whole VR experience.

3.4 Measures and statistical analysis
Specifically for this investigation, we focused on the participants’
responses at the MEC-SPQ [25] that indicated their sense of pres-
ence. The absolute presence values ranged from 1 (min) to 5 (max)
on a Likert scale in each questionnaire dimension. After scaling the
scores to fit a 0-1 scale, three groups were created: participants with
a presence score ranging from 0 to 0.33 formed the Low presence
group (n = 5), those ranging from 0.34 and 0.66 formed the Medium
presence group (n = 6), and those higher than 0.67 formed the High
presence group (n = 7).

We then leveraged the operation times as a performance measure
(i.e., the time needed for completing the pick and the place actions).
Furthermore, we analyzed the pupil size variations throughout the
pick-and-place task as an index of implicit workload [17, 18], and
the responses at the NASA-TLX questionnaire [12] as an index of
the explicit workload. The eye-tracking data were processed as
described in [18]. As the SoP referred to the whole VR experience,
which included 5 tasks, we here averaged the operation times, pupil
size variations and NASA-TLX score over the five tasks as well.

For analyzing the data, we used Generalized Linear Models
(GLMs) from lme4 package [4] in Rstudio [21]. For each measure,
the appropriate model was chosen after fitting the data through the
function descdist() of the package fitdistrplus. The model analyzing
the operation times included the factors Presence Level (i.e., Low,

Medium, High) and Task Phase (i.e., Pick, Place). The analysis of
the pupil size variations was conducted over the factors Presence
Level, Task Phase and Window (from 1 to 6), to observe possible
differences in pupil size variations throughout the task execution.
Finally, the analysis of the NASA-TLX was conducted on the factors
Presence Level and Item (i.e., Mental demand, Temporal Demand,
Physical demand, Performance, Effort, Frustration).

4 RESULTS
4.1 Performance (operation times)
A significant effect of Presence (𝑋 2 = 12.78, p < 0.01) and of Task
Phase (𝑋 2 = 224.8, p < 0.0001) emerged when analyzing the oper-
ation times (𝑋 2 = 12.75, p < 0.01). Furthermore, their interaction
also reached the significance level (𝑋 2 = 12.44, p < 0.01). Post hoc
tests of interest revealed significant differences between the Low
presence and the High presence groups both in the Pick (p<.05)
and Place phases (p<.001) and between the Low presence and the
Medium presence groups only in the Place phase (p<.05). Descrip-
tive statistics are reported in Table 1 and results are resumed in
Figure 2.

Figure 2: Operation times (sec) in the pick-and-place task
divided by Presence Level

4.2 Implicit workload (pupil size variation)
The model analyzing the effects of Presence on the Pupil size varia-
tions did not yield a significant main effect of Presence (𝑋 2 = 5.24, p
= .07). However, the full interaction between Presence, Task Phase
and Window was significant (𝑋 2 = 79.48, p < 0.0001). For this inves-
tigation, we were particularly interested in analyzing the post hoc
contrasts between the different Presence levels within each Task
Phase and Window. Such post hocs revealed that the pupil size
variations did not differ between the Presence levels in any of the
Task phases or Windows (all p > .05), except for the last Window
(i.e., six) of the Place phase, where the pupil size variation of those
who were part of the Medium presence group was significantly
higher compared to the Low presence group (Figure 3).

4.3 Explicit workload (NASA-TLX
questionnaire)

When analyzing the effects of Presence on the NASA-TLX question-
naire score (Figure 4), only the factor Item reached the significance
threshold (𝑋 2 = 33.15, p < .0001), while the factor Presence (𝑋 2 =
4.26, p = .11) and its interaction with Item (𝑋 2 = 14.09, p = .16) were
not significant.
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Table 1: Descriptive statistics for all measures divided by Presence levels

Presence Levels
Low Medium High

mean (SD) mean (SD) mean (SD)
Pick 3.05 (2.28) 2.56 (1.88) 2.37 (1.67)Operation times (sec)
Place 2.51 (1.55) 1.95 (1.05) 1.86 (1.02)

wnd 1 0.001 (0.07) 0.002 (0.05) 0.0007 (0.06)
wnd 2 0.009 (0.12) 0.022 (0.09) -0.002 (0.11)
wnd 3 0.001 (0.17) 0.032 (0.13) -0.01 (0.15)
wnd 4 -0.018 (0.19) 0.027 (0.15) -0.02 (0.16)
wnd 5 -0.045 (0.20) 0.016 (0.15) -0.04 (0.17)

Pick

wnd 6 -0.070 (0.23) 0.002 (0.16) -0.06 (0.19)
wnd 1 0.001 (0.06) 0.003 (0.05) -0.0003 (0.05)
wnd 2 0.012 (0.11) 0.028 (0.08) 0.0009 (0.09)
wnd 3 0.007 (0.16) 0.043 (0.12) 0.002 (0.14)
wnd 4 -0.005 (0.18) 0.051 (0.14) 0.002 (0.15)
wnd 5 -0.022 (0.20) 0.053 (0.15) 0.006 (0.16)

Pupil size
variation (mm)

Place

wnd 6 -0.036 (0.23) 0.053 (0.17) 0.017 (0.17)
Mental Demand 11.2 (6.83) 8.5 (6.59) 8.57 (6.78)
Temporal Demand 8.45 (4.05) 6.46 (4.49) 3.79 (0.71)
Physical Demand 10.7 (5.54) 8.42 (5.62) 11.4 (6.39)
Performance 9.05 (5.65) 8.17 (6.57) 8.96 (7.53)
Effort 12.1 (3.93) 9.71 (6.02) 11.0 (6.47)

NASA-TLX
questionnaire (1-20)

Frustration 7.5 (6.03) 5.33 (4.35) 6.5 (6.15)

Figure 3: Pupil size variation (mm) in the pick-and-place task
divided by Presence Level

Figure 4: NASA-TLX score (1-20) expressed after the pick-
and-place task divided by Presence Level

5 DISCUSSION AND CONCLUSIONS
In this experiment [18], participants guided a VR-based simulation
of an industrial robotic arm through a pick-and-place task via dif-
ferent control modalities (i.e., button-based and action-based) and
under different mental loads (i.e., single-task, dual-task). Thereafter,

they expressed their self-perceived SoP with respect to the virtual
simulative environment. For this contribution, we thus clustered
participants based on their self-reported SoP and explored whether
different levels of SoP (i.e., low, medium, high) could affect perfor-
mance, implicit and explicit workload. Specifically, we leveraged
participants’ operation times as a performance measure, their pupil
size variations as an index of their implicit workload (which is not
controlled directly by the participant), and the scores they self-
reported at the NASA-TLX questionnaire expressed after each task
as a measure of their explicit workload.

Our results evidenced how the level of presence and immer-
sion within the virtual environment significantly affected users’
performance, but not their implicit or their explicit workloads.
Particularly, those participants who reported a low SoP were sig-
nificantly slower in completing both the pick and the place task
phases than those who self-reported a high SoP. This result is in
line with literature [6] and evidences the importance of feeling
present at the remote location in telerobotics environments, as it
can significantly affect the efficiency of the teleoperations. Indeed,
the more a teleoperator feels present in the virtual environment,
the more he/she will perform efficiently.

Differently, we also observed how different levels of SoP led to
similar workloads levels. Indeed, there was no significant influence
of the Presence levels on the implicit (i.e., pupil size variations) not
on the explicit workload (i.e., NASA-TLX questionnaire). We only
observed a tendency for a higher self-reported temporal demand
andmental demand in those participants who experienced a lower
SoP, compared to those who experienced a medium and also a high
SoP. Such effects, despite not reaching the significance threshold,
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would align with the previous interpretation of [13], who hypothe-
sized how, for lower levels of SoP, participants might focus more on
their actual performance in VR (in this case also on the related tem-
poral demand) thus increasing the mental burden during the task
execution. In our case, the more a user feels present in the virtual
environment - so the higher the felt involvement and immersion -
the less he/she felt mentally overloaded, also overlooking the task’s
pressing rhythm. This result is even more interesting when con-
sidering that those participants who self-reported higher presence
were also those who performed faster at the pick-and-place task.
Therefore, despite their actual task pace being more rapid than the
low Presence group, they tended to feel less temporal demand than
that group, also feeling less mental burden. In this view, it is possi-
ble that feeling completely immersed and engaged in the task, and
in the virtual environment, flattened the temporal perception of the
task rhythm and the related feeling of mental demand, while also
allowing a faster task execution. However, these interpretations are
not supported by the statistical tests and are thus just based on the
descriptive trend of our data (see Table 1).

When looking at the presence effects on the implicit workload,
instead, our results showed that the pupil size did not vary signifi-
cantly between the different presence groups. Only at the very end
of the place action, those who reported a medium presence level
showed a higher pupil size compared to those of the low presence
group. While this effect was present only in the last window of the
place phase, there seems to be a general tendency for higher pupil
size variations in the medium presence group compared to the low
and high presence groups, which instead showed similar trends
(see Figure 3). Literature unfolding pupil size variations relative to
different levels of SoP in VR is scarce. Future research might delve
into this question, as some relations between pupil size variations
and SoP seem to exist.

With this study, we have started to untangle some mechanisms
that link SoP, performance and workload in the telerobotics sector.
While these results inspire future investigations, we acknowledge
the following limitations. First, we did not manipulate the levels
of presence directly. Oppositely, we performed a data-driven clus-
tering of participants according to their self-expressed SoP, which
led to three groups, each composed of 5, 6, and 7 participants re-
spectively. Furthermore, while our participants’ responses to the
MEC-SPQ questionnaire covered the whole scale, ranging from 1 to
5, the variance of those responses was not that large, and the aver-
aged responses tent to the higher pole of the scale (i.e., mean = 3.79;
SD = 1.11). Therefore, we can say that our results originate from a
virtual environment that elicits a relatively high SoP. For a more
precise evaluation of the SoP and its effects on teleoperators’ per-
formance and workloads, future research might manipulate specific
features of the virtual environment that are known to significantly
affect SoP (e.g., the virtual environment vividness like in [20]) and
systematically assess their impact on users’ behavioral and cogni-
tive mechanisms on a larger sample. Furthermore, our first attempt
of understanding the relations between pupil size variation and
SoP might be worthy of further exploration.

Overall, we shed first light on the practical impact of the SoP
on operators driving a VR-based simulation of an industrial robot.
While there is a clear positive effect of the SoP on the teleoperation

performance, the SoP seems to have little to no impact on the
users’ workload, both when measuring it explicitly (i.e., via self-
reports) and implicitly (i.e., by interpreting the users’ pupil size
variations). This work contributes to quite poor and contradictory
literature on telepresence, task performance, and users’ workload,
highlighting the need for further research that clarifies the relations
between these factors in the telerobotics area, and particularly with
workload.
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