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ABSTRACT

This study scientifically characterises a novel waterjet concept. The innovative
design presents a single unit housing the entire propulsive system, which dis-
tinctively eliminates the need for any internal components within the hull. Its
superiority over existing propulsors lies in the elimination of the detrimental
presence of the shaft and the capability to be positioned significantly below
the waterline. Operations at deep submergence facilitate the processing of
an axial, uniform capture stream tube, resulting in the generation of thrust
in potential, perfect alignment with the advancing direction. The primary
objective of this work is to establish a comprehensive and robust numerical
framework addressing key aspects of fluid dynamic behavior, including sys-
tem design, validation of computational models, and possible optimisation
techniques. The proposed methodology involves the application of various
methods in a systematic progression of increasing complexity. Beginning with
a 1D approach to assess the propulsive performance of the nacelle, inspired
by aero-engines principles, the study then transitions to the implementation
of a meanline code for blades design. The latter employing a Blade Element
Method (BEM) integrated with several empirical correlations to model vari-
ous physical flow phenomena. The two approaches prove in general stable.
However, computations of the propulsive statistics show significant accuracy
in predicting the thrust coefficient but evidently overestimate the efficiency.
Differently, hydraulic design shows accurate capturing of the leaving flow
velocity and direction, but exaggerates the machine head rise capability. In
light of providing a verification of the preliminary study, Computational
Fluid Dynamic (CFD) is adopted as the reference tool, offering a comprehen-
sive assessment of the numerical models through comparison with experi-
ments on public domain test cases. Employing a generalised approach, the
study considers various turbulence models and grid refinements to solve the
Reynolds-Averaged Navier Stokes (RANS) equations, thoroughly evaluating
predictive accuracy. The adoption of a 2D-axisymmetric simplification proves
to be a reliable strategy for reproducing test measurements, particularly for
inlets generated by a revolved profile. Conversely, a single-channel periodic
reduction emerges as a more suitable approach for simulations involving
bladed geometries. During nominal operations, the study observes an over-
estimation of both head rise and hydraulic efficiency. However, a systematic
manipulation of the Zwart cavitation model coefficients significantly enhances
accuracy in predicting pressure rise during thrust breakdown simulations.
Subsequently, the study proceeds with the numerical analysis of the installed
pump operations, after defining an integration strategy for the two previously
isolated sub-systems. Hydraulic statistics indicate minimal influence from
the upstream intake. Nevertheless, a detailed assessment of the entire system
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off-design performance highlights a deficiency in the matching strategy, illus-
trating peak performance at differing advancing speeds for the inlet and the
pump. This observation suggests the need for optimisation to ensure feasible
operations over wider ranges of mission envelopes. Consequently, a Latin
Hypercube Sampling (LHS) is adopted as the initial step for a Genetic Algo-
rithm (GA) optimisation.This investigation involves the manipulation of the
2D-axisymmetric intake geometry, focusing on three key decision variables:
axial and radial locations of the highlight, and throat radius. Through a two-
objective oriented analysis, the study reveals that while the drag contribution
can be readily reduced, the maximisation of pressure recovery is inherently
limited. A concluding evaluation employs the 3D installed model for three
optimised solutions, thus pursuing a multi-fidelity strategy. The evidence
suggests that, while cruise operations may experience improvement, a multi-
point optimisation, including off-design performance, may result necessary
to prevent the generation of individuals with unfeasible off-cruise behaviour,
accentuated by emphasised cavitation evolution.
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1 INTRODUCTION

1.1 Context

Background on marine propulsion

The adoption of waterjet systems in marine propulsion is a relatively recent
trend. Although the concept dates back to the 17th century, practical imple-
mentation was constrained by technological limitations until the mid-1900s,
restricting the availability of propulsors primarily to conventional screw pro-
pellers [1]. Technically, the two systems share the same physical principle. The
thrust being the result of a momentum imbalance between the advancing and
the rear cross sections of the stream tube encompassing the propulsor [75].
As a result, the flow path from the free stream to the discharge wake may be
indiscriminately idealised as a generic convergent stream surface of revolu-
tion. However, a distinction arises: in open rotors, this outline varies with the
advancing velocity, while in waterjets, the capture stream tube is constrained
by the bounding ducting. This feature enables the pump to operate almost
independently of the free stream under nominal conditions [1]. Specifically,
these propulsors are characterised by three fluid dynamic components: a dif-
fuser intake, a pumping device, and a convergent nozzle. Therefore, when
examining the flow evolution upstream of the pump interface, a distinctive
property of waterjets becomes apparent: the diffusion through the inlet. This
ability allows the rotating blades to safely operate at significant shaft speeds,
preventing the occurrence of cavitation [125]. A phenomenon that induces
the transition of the liquid phase to vapour where the fluid pressure drops
below the specific vapour pressure. These bubbles, or cavities, are primarily
responsible for performance degradation and propulsor noise. Moreover, they
can lead to structural damages when reaching a higher pressure region of the
blade, causing their sudden explosion [21]. Consequently, cavitation repre-
sents a major propulsive limit for open rotors, where the static pressure on the
suction side is only regulated by the Bernoulli equation, written for the fluid
relative velocity on the blades inertial frame. In this regard, ducted propellers
represented the first approach to overcome this problem, by decelerating the
flow directed to the machine through an axisymmetric shroud [125]. Waterjets,
to some extent, fall within this class of propulsors and can be distinguished
only based on the presence of a longer duct [19].

Various factors contribute to choosing waterjets over conventional pro-
pellers, although the ultimate decision inevitably hinges on the specific ap-
plication, which serves as the primary cost function for the designer [18].
For high-speed vessels, which need to achieve speeds over 30-35 knots, they
currently represent a well-established solution in either civilian and military
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1. INTRODUCTION

environments, particularly when navigating through shallow waters within
the mission envelope. Indeed, at these flow regimes, waterjets exhibit higher
efficiencies compared to other systems. Additionally, their insensitivity to
free stream conditions contributes to the remarkable manoeuvrability of these
propulsive units. This characteristic, along with enhanced noise reduction
capabilities, holds particular significance for military applications [100]. On
the other hand, these propulsors may increment the weight of the system and
require greater costs for design and development of the several components.
In this regard, research over the years has favoured the choice of axial- or
mixed-flow pumps, which offer dual benefits: they handle higher mass flow
rates, thereby reducing the head rise, which, in turn, enhances propulsive
efficiency; and they can operate at lower speeds, minimising shaft torque and,
consequently, mechanical requirements [1].

As anticipated, the inlet represents a fundamental section for waterjet
propulsors. In fact, the way it directs the mass flow rate to the pump heavily
affects the pressure rise capability and, as a consequence, the entire system
propulsive performance [59]. Based on the intake shape, waterjets are com-
monly classified into two types, namely: ram (or pod) and flush (Fig. 1.1)
. While the first typology is the typical choice for hydrofoils [54], the latter
represents the common installation on a wider selection of applications [100].
Details on flush intakes are beyond the purposes of the present work, with
only some of the copious research products left for the potential interest of the
reader [100, 99, 22, 42, 59]. Anyhow, it is important to introduce certain prop-

Figure 1.1: Schematic representation of flush and ram inlets, adapted from
Eslamdoost [42].

erties of the two configurations. Generally, flush and ram intakes are designed
to draw water from different vertical locations below the waterline and duct it
towards the pump housed within the vessel. In the case of flush inlets, Bulten
[22] identified four primary factors responsible for the non-uniformity of the
mass flow rate: hull boundary layer ingestion, bend capture section, shaft
obstruction, and deceleration through the ducting. Although the displacement
allows pod waterjets to collect a uniform, undisturbed flow at the highlight
section, the resulting stream is impacted by higher losses associated with the
submerged nacelle and the longer ducting [71]. However, another advantage
is that these installations, in contrast to the previous ones, are not susceptible
to air ingestion phenomena [1].

To complete the characterisation, it is worth spending a few words on
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1.1. CONTEXT

pumpjet systems. This particular configuration of ducted propeller is a com-
mon installation for underwater vehicles, where it is typically integrated
astern the centerbody (Fig. 1.2) to efficiently exploit the tailcone boundary
layer profile [46]. Unlike a simple shrouded rotor, these units are often comple-
mented by a bladed stator upstream of the exhaust section [60, 132]. Despite

Figure 1.2: Schematic meridional view of a pumpjet for underwater vehicle
[55].

the numerous similarities with waterjets, with which they share some ad-
vantages such as efficiency and noiselessness [46], Wislicenus [125] proposes
separate definitions based on the placement of the pumping device inside or
outside the hull. Dating back to 1973, this definition now appears to be sur-
passed by the latest advancements. In fact, the adoption of inclined shafts has
enabled a different design that combines the properties of a fully submerged
pumpjet with those of an internally installed conventional waterjet [62]. Thus,
possible configurations may include entirely outboard shrouded units [115,
61] or scoop inlet solutions with a partially hull-integrated propulsor [62].
While both strategies improve waterjet losses by reducing deflections and ver-
tical lifts through the ducting [115], the influence of the shaft on detrimental
effects and flow distortion, hull boundary layer ingestion due to the vicinity
to the vessel, and oblique flow evolution cannot be avoided [43, 61].

Design

Although the different configuration of the corresponding propulsors, the
design approaches for pumpjet shrouds and waterjet inlet nacelles share com-
mon characters. These in general stem from the assumption of an isolated,
axisymmetric throughflow duct and draw inspiration from the aeroengines
propulsion principles [71, 55]. Thus, the spirit behind the definition of a shape
primarily combines cavitation-free operations and proper pressure recovery
capability. These need to be satisfied over a range of Inlet Velocity Ratio (IVR),
which is defined as the inlet highlight to free stream velocity ratio. This pa-
rameter quantifies the shape of the capture stream tube, serving as an index
for the operating point. Values around 1 identify the optimal cylindrical con-
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1. INTRODUCTION

figuration for cruise conditions. While lower values are commonly accepted
for the design point to generate a certain amount of pre-diffusion, excessively
small values are to be avoided to prevent external cavitation. Conversely, IVR
greater than 1, which are typical of take-off operations, may induce internal lip
cavitation, and consequent inlet choking up to the critical situation of pump
starvation [111]. Preliminary solutions for tentative geometries are obtained
through either potential flow methods or simplified solutions of irrotational,
inviscid flow momentum equations. In the first case, finite difference schemes
are available, but the panel method by Hess and Smith [57] is often favoured
for computational convenience. Thus, viscous effects can be included using
integration of a wide range of possible boundary layer theories, as well as
empirical correlations [71]. On the other hand, discretisation and computation
of momentum conservation is favourably achieved using Streamline Curva-
ture Methods (SCM) across a chosen number of stream surfaces of revolution,
passing through the duct [46]. Even at preliminary design stages, optimisation
can be conducted. The latter in general relying on a minimisation of external
and/or internal loss sources [71].

In addition to the shroud dimensions, the design strategies may be adapted
to perform a simultaneous definition of the blades geometries [46]. Whether
the pump is designed concurrently with or prior to the corresponding casing,
the rotational regime is a mandatory datum. While this parameter is left to
the discretion of the designer, a possible technique for its determination relies
on approximate early considerations on the specific speed. The latter varies
with the rotor velocity, once the required flow rate and head rise are defined
to satisfy the propulsive constraint. Here, the work done by the pump directly
relates to the kinetic energy imbalance across the propulsor [55]. Research in
this field has concurred over the years on the selection of axial- or mixed-flow
pumps with high specific speeds, based on the evidence that higher mass flow
rates benefit propulsive efficiency [1]. In this regard, the adoption of Blade
Element Methods (BEM) appears a well-established practice for the design
of axial-flow incompressible vanes [55, 106, 94, 46, 134]. These techniques
typically consider the blades as a spanwise stacking of independent, inviscid
aerofoils, or elements, with the specific fluid dynamic behaviour of each
element influencing the overall performance of the row. Following meanline
approaches, no modelling of the blade-to-blade flow is included; instead, the
flow evolution is lumped at stations located upstream and downstream of each
row. Thus, to achieve high-fidelity performance estimations, a broad array
of experimental and numerical correlations can be integrated to capture real-
machine flow effects. Consistency in the solution is typically ensured through
iterative methods, enforcing the satisfaction of both mass and flow momentum
conservation across the Blade Elements (BE). In this regard, the remarkable
contribution of Lieblein during the 1950s deserves special recognition. The
systematic experimental analysis performed over straight blades, compressor
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1.1. CONTEXT

cascades allowed for the establishment of a first comprehensive database on
this field. The exploration of various geometrical and flow parameters resulted
in the development of correlations for optimal blade incidence, deviation, and
profile losses. These relations, even today, serve as the basis for nearly every
meanline code developed for compressible applications [122, 16, 15, 89]. Thus,
the utilization of compressors-derived correlations has proven to be efficient
for pump designs as well. The efficiency of BEMs has sustained the interest
of the research community, resulting in ongoing revisions and integrations of
the original correlations over the years [101, 67, 106, 8, 16, 40, 41]. In recent
times, the coupling of vortex lattice propeller codes with axisymmetric Euler
solver proved an advanced and reliable strategy for waterjets pumps geometry
design [92].

Validation

After the geometrical definition, performance verification has traditionally
relied on experimental measurements of prototypes. The gradual shift from
ram-type inlets to flush applications [1] has led to reduced interest in such
systems, potentially justifying the limited availability of related research prod-
ucts. To the author’s best knowledge, the only detailed investigation of a
high-speed hydrodynamic nacelle is the relatively dated work by Sobolewski
[111]. In that study, global and local statistics are evaluated for various op-
erating points encountered within a potential mission envelope, utilising a
plug-regulated, variable area podded intake. Conversely, the published tests
results on pumpjets are numerous and definitely more recent [117, 116, 118,
107].

Partly, this is facilitated by the growing advancements in experimental
facilities capable of handling and investigating cavitation. In fact, despite the
complex and highly nonlinear nature of this phenomenon, researchers have
conducted numerous experiments in recent decades to enhance understand-
ing and mitigate its detrimental effects. Initial studies focused on observing
cavitation in stationary cases like hydrofoils [69, 6, 65]. However, in turboma-
chinery, challenges arise due to blade rotation, making the characterisation
of vapour development complex, especially at the blade tip, where relative
motion with respect to the casing occurs [45]. While nominal operations were
effectively measured, ensuring local accuracy, as early as the 1960s [30, 93, 94,
134, 133], detailed studies on clearance leakage evolution emerged towards
the end of the century [70]. Later on, recent technological advancements, as
seen in the work of Wu et al. [127], using Particle Image Velocimetry (PIV)
measurements, have provided insights into the evolution of the Tip Leakage
Vortex (TLV). The impact of the TLV on cavitation breakdown onset has been
highlighted by Tan et al. [119] and Chen et al. [25], emphasising its substantial
influence on attached sheet cavitation near the rotor blade tip, leading to the
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1. INTRODUCTION

formation of Perpendicular Cavitating Vortices (PCVs).
Concurrently, the growing accessibility of computational resources has

driven remarkable advancements in Computational Fluid Dynamics (CFD),
establishing it as a robust and efficient tool for forecasting the development of
flow phenomena [12, 31, 11, 32]. To date, the only known numerical investi-
gation available on isolated waterjet ram inlet performance consists on a 2D
axisymmetric CFD assessment by the author and co-authors [10]. On the other
hand, pumpjets are commonly analysed using three-dimensional models that
include the shroud and the bladed components. Here, computational demand
may be reduced through axial periodicity for open water simulations [49, 60,
61].

However, when accurate predictions are to be obtained for rotating bodies
within incompressible media, the availability of validated cavitation models
becomes mandatory. In this regard, CFD plays a crucial role in the initial
phases of machine design, serving as a valuable tool for investigating cavi-
tating structures at early design stages. Over time, the modelling of phase
transition has undergone several formulation revisions to enhance accuracy in
predicting vapour cavity behaviour in industrial applications [114]. Currently,
a widely adopted solution incorporates mass-transfer rate approaches. Two
commonly referenced techniques, namely the Singhal method [109] and the
Zwart-Gerber-Belamri (ZGB) method [135], have been formulated and success-
fully implemented and validated in popular commercial CFD software, such
as ANSYS solvers, Fluent® [5], and CFX® [2]. These models find widespread
application in axial-flow pumps for waterjet propulsion, centrifugal water
pumps, and pump inducers [7].

Reynolds Averaged Navier-Stokes (RANS) analyses have been primarily
employed to study cavitation in complex machines, chosen for their ability
to reduce computational costs, despite limitations in modelling turbulent
effects and cavitation events. Turbulence modelling, in particular, significantly
influences cavitation inception, as the low pressure within the vorticity feeds
the generation of vapour bubbles [20]. In this context, various eddy viscosity
models, including the k−ω Shear Stress Transport (SST) model by Menter [91],
have been utilised to account for subgrid-scale terms in different hydraulic
machinery analyses [87, 74]. Numerous examples can be found in the literature
for further insights [7, 76, 96, 78, 74, 129, 128, 50, 130, 79, 53].

Regarding cavitation modelling, recent studies have proposed modifi-
cations to standard models aimed at enhancing the accuracy in predicting
cavitating structures. Specifically, modified versions of the Zwart-Gerber-
Belamri (ZGB) cavitation model have been formulated by Zhao et al. [131]
and Guo et al. [51], addressing the influence of vorticity on cavitation. A
study conducted by Lindau et al. [76] reached favourable results for the axial-
flow waterjet pump designed by Michael et al. [92], employing a steady-state
Reynolds-Averaged Navier-Stokes (RANS) approach with a homogeneous
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1.2. WHY YET ANOTHER WATERJET?

multiphase assumption and a mass-transfer rate cavitation model. The chosen
cavitation model features empirical coefficients set to default values, ensur-
ing good performance for general applications encompassing both simple
geometries like hydrofoils and complex machinery. Additionally, Liu et al.
[77] conducted a sensitivity analysis of the Rayleigh–Plesset model applied
to a centrifugal pump, demonstrating improved predictive accuracy over
experimental results, primarily attributed to the reduction in the condensation
coefficient. In the same path as experimental tests, advancements in cavitation
modelling focuses on TLV prediction. Consequently, substantial efforts have
been dedicated to numerically predicting this phenomenon across geometries
ranging from simple [38, 51, 131] to complex [48, 50, 128]. As highlighted by
Cheng et al. [27], the RANS approach appears somewhat limited in predicting
the intricate structures associated with TLV. For more accurate predictions,
advanced CFD methods such as Large Eddy Simulations (LES) prove more
suitable [13, 26, 80, 52, 27].

Optimisation

Thanks to reliable CFD models, marine propulsion performance improve-
ments have become a more feasible task. Multi-objective optimisation of
existing systems are commonly adopted for either flush intakes enhance-
ments [59, 49] and pumpjets propulsive capability increments [126, 47]. These
studies inevitably involve parameterising the geometries of propulsors, en-
compassing both ducting and blades. Manipulation of the component shapes
is systematically performed to generate geometrical variants, or individuals.
Thus, the corresponding propulsive performance metrics are evaluated us-
ing CFD to serve as objective functions for the optimisation process. Design
Of Experiments (DOE) through Latin Hypercube Sampling (LHS) proves in
general a well-established approach. Thus, detailed refinements are typically
approached using Genetic Algorithms (GA), with the Non-Dominated Sorting
Genetic Algorithm-II (NSGA-II) standing out as an efficient and favourable
implementation. Although studies related to the optimisation of ram type
waterjet inlets are beyond the author’s current knowledge, the extensive
literature concerning the enhancement of aero-engines nacelles propulsive
performance is regarded as valuable and relevant [110, 81, 82, 103]. In fact,
while the phenomena regulating the two systems differ in many aspects,
the functions they are required to fulfil are the same. These including high
pressure recovery capability and a low contribution to resistance.

1.2 Why yet another waterjet?

Considering the state-of-the-art in marine waterjet propulsion, it is evident
that the available systems cannot be analysed in isolation from the associ-
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1. INTRODUCTION

ated vessel. Although outboard solutions, like certain pumpjets, have been
discussed, the requirement to place them near the hull for connection to the
internal engine shaft partially discards the benefits associated with a uniform
mass flow rate processed by the pump.

The recent advancements in industrial technology have shown that, thanks
to the electric power supply, an autonomous, outboard unit can be designed,
in the same spirit of the aeronautical applications. This Outboard Dynamic-
inlet Waterjet (ODW) comprises a single device that houses the intake, pump,
and exhaust nozzle. Since there is no shaft required to drive the rotor, there
are no additional obstructions affecting the entering flow. Consequently, a
uniformly distributed velocity profile is directly ducted by the intake to the
pump face. Another related advantage is the absence of oblique stream evolu-
tion, ensuring that the advancing direction is always aligned with the thrust.
Additionally, the propulsor can be positioned sufficiently below the waterline
to eliminate hull boundary layer ingestion. One potential benefit includes
the ability to use the system as a steering device, eliminating the need for
supplementary components and associated losses.

The novelty of the proposed propulsor explains the current lack of dedi-
cated studies. Therefore, the present project aims to establish a comprehensive
numerical environment capable of addressing various aspects concerning
the system. The manuscript begins with low-order considerations, suitable
for addressing possible design strategies for all waterjet subsystems. In this
regard, the approach for the nacelle analysis is derived from best practices
in aero-engine installations. Thus, a 1D code is developed to serve as a pre-
liminary tool for predicting propulsive performance. Verification of the code
reliability is addressed through a comparison with numerical results obtained
from an intake-installed pump model developed later in this work. Specifi-
cally, the inlet performance prediction is regarded with particular attention,
in light of the importance of this component on the system operations. To
this end, two approaches are implemented to model the intake pressure re-
covery, depending on the incoming stream tube: one derived from existing
experimental-based correlations and another retrieved from present numer-
ical datasets. The assessment of the bladed components’ sizing is achieved
using a meanline technique, and a BEM library is implemented in Python
for the resolution of mass and flow momentum conservation laws within an
axisymmetric duct. Approaching the blade-to-blade field as the stacking of 2D
cascades allows for accuracy improvements, by including a list of empirical
correlations derived from both experimental databases and numerical meth-
ods. The latter addressing multiple effects such as profile deviation, losses due
to non-optimal incidence, and detrimental effects from the End Wall Boundary
Layer (EWBL), tip clearance leakage flow and three-dimensional secondary
evolutions. After proving the code robustness, in terms of sensitivity and
stability, three experimental test cases are selected to evaluate the accuracy of
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1.2. WHY YET ANOTHER WATERJET?

the algorithm, encompassing different operating conditions: an early-stage
pump rotor, a high Reynolds number pump rotor, and a complete waterjet
pump.

The intention to numerically investigate pump operations under installed
conditions inevitably collided with the absence of available measurements
on this system for model validation. Such a tool is considered fundamental
for characterizing the mutual interactions between the inlet and the pump,
which are not accounted for during the design process. Therefore, the possi-
bility to draw reliable predictions on the conditions that may cause distinct
performance between isolated and installed configurations is deemed a key
aid for the designer during advanced verification stages. Thus, the definition
of a high-fidelity computational model is initially approached by investigat-
ing the isolated components. To this end, a public ram-type waterjet inlet
geometry is selected to study the modelling accuracy of the nacelle. RANS
equations are coupled with four turbulence models, and sensitivity is eval-
uated depending on the domain discretization resolution. Specifically, the
axial symmetry of the chosen shape is exploited to reduce the computational
effort by adopting 2D-axisymmetric simulations. Internal and external local
pressure measurements are employed as metrics for validation. As a second
step, an axial waterjet pump test case is selected from the public domain to
conduct an extensive numerical analysis. Again, RANS equations are consid-
ered. Nominal operations are adopted to evaluate the model accuracy with
respect to three turbulence models on three incremental discretization refine-
ments. Here, a single channel for both the rotor and the stator is modelled,
exploiting circumferential periodicity. Thus, an extensive study is performed
to select a specific computational configuration. To this end, global and lo-
cal field variables distributions are adopted as qualitative and quantitative
metrics, the latter including advanced grid convergence extrapolation and
comparison with PIV results from experiments. This computational model
is retained for a comprehensive study regarding the dependence of the ZGB
cavitation model on the constitutive coefficients of its foundational equations.
The corresponding values are systematically altered, and the model response
is evaluated at both integral and local levels, in comparison with experiments
if applicable. Concerning this investigation, thrust breakdown loops are emu-
lated from tunnel tests and the corresponding numerical results are adopted
as primary metrics. Thus, the discussion is enriched with in-depth analysis,
by considering the behaviour of field variables at a local level. The last step of
this part of the work consists in the definition of the integrated model. Thus, a
strategy for the pump installation is proposed and detailed. The geometries of
the two isolated components are properly manipulated to allow for mutual
matching. The considerations drawn for the individual numerical analyses are
exploited to build the computational model. Results from the computations
are discussed at both in- and off-design operations. To this end, the propulsor
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1. INTRODUCTION

maps are generated for three rotational regimes, by systematically varying the
advancing free stream velocity. In this regard, both hydraulic and propulsive
integral performance is analysed. The latter computed according to the aero-
engines Thrust-Drag Bookkeeping (TDB) principles. In addition, attention is
quantitatively directed towards local flow dynamics, evolving on the intake
and propagating the corresponding effects on the whole system operations.

From the results obtained within this investigation, critical effects of the
installation strategies suggest that a system optimization is required. As is
common practice in aero-engine studies, this task is approached using a
multi-fidelity technique. Thus, the 2D-axisymmetric model of the intake is
adopted for the optimization process, and the corresponding outcomes are
subsequently evaluated on the 3D installed model. An initial DOE is per-
formed, generating a LHS decision variables distribution. Here, radial and
axial coordinates of the highlight section as well as the throat radius are al-
lowed to vary on the parameterised inlet geometry. The emergence of a Pareto
confirms pressure recovery and intake drag as conflicting objectives. Thus, the
corresponding dominant individuals are selected as the initial population for
a genetic evolutionary optimization using the NSGA-II.

1.3 Thesis framework

The structure of the manuscript is organised to follow an increasing complexity
of the methods adopted for the investigations. This leads to the division of the
discussion into three main chapters, corresponding to the key issues the thesis
aims to address. Each of these blocks first introduces the numerical methods
adopted for the subsequent discussions, then the results are presented. A
breakdown of the sections content is summarised below.

Chapter 2 addresses the design aspects, differentiating between the exter-
nal system and the bladed parts. Thus, Section 2.1 focuses on the nacelle 1D
modelling while Section 2.2 discusses the implementation of the BEM code
and the corresponding results.

Chapter 3 provides thorough insights on the validation of CFD models.
Specifically, Section 3.1 introduces the numerical methods adopted for tur-
bulence and cavitation modelling and the TDB metrics for the propulsive
performance evaluation. Then, Section 3.2 discusses the computational results
obtained with the 2D-axisymmetric intake model, while Section 3.3 focuses
on the extensive study performed on the 3D isolated pump modelling. The
definition of the installed model and corresponding outcomes are presented
in Section 3.4.

The optimisation study is included in Chapter 4. Here, the principles of
the methods are briefly introduced in Section 4.1. Thus, the results of both
the DOE and the GA analyses are discussed in Section 4.2. Evaluation of the
optimised geometries effects on the 3D installed configuration are addressed
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in Section 4.3.
Finally, Chapter 5 draws the conclusions and state the intentions for the

future developments.
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2 DESIGN

2.1 Propulsor model

2.1.1 Methods

Drawing inspiration from aeronautical propulsion principles, the proposed
system represents a conceptually novel design in the marine domain. To
characterise its propulsive performance, the assumptions commonly applied
in the analysis of subsonic isolated turbojet engines can be properly adopted.
In fact, the generalised thrust theory relies on a list of hypotheses that can be
borrowed for the present propulsor without any further modification. First,
a cylindrical control volume around the device must be chosen (Fig. 2.1) .
The latter is conveniently placed with the axis aligned along the advancing
direction. The corresponding bases being set, respectively, far upstream and
in the neighbourhood of the nozzle exit to consider the exhaust velocity as the
one at the discharge section [44]. Thus, additional considerations follow from
these assumptions below:

- the fluid is steady, from which continuity equation imposes equality
between entering and leaving mass flow rates;

- the flow is uniformly distributed, except for the outlet plane where the
processed tube velocity, ve, is higher than the free stream condition on
the remaining annulus.

Furthermore, when using a near-field approach under incompressible hy-
pothesis and in the absence of viscous effects, the actuator disk theory can be
applied. According to this approach, the pumping system is replaced with
an infinitely thin interface across which a finite pressure jump occurs. Thus,
the flow is idealised as the evolution of the stream tube delimited by the
stagnation and leaving streamlines and completed by the propulsor internal
surface. This processed stream tube results split into two regions, whose fluid
dynamic states are governed by the Bernoulli equation, holding upstream
and downstream of the discontinuity, separately [105]. As far as the exhaust

Figure 2.1: Schematic representation of the surrounding control volume and
the processed stream tube, adapted from El-Sayed [105].
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2. DESIGN

section, the subsonic evolution imposes perfect adaption of the pressure field
to ambient conditions. It may be argued that the correct plane to be considered
for the free-stream recovery is, generally, the so-called vena contracta, a further
reduction of the stream tube from the nozzle exit area located downstream of
this latter. However, when parallel throat waterjets exhausts are considered
as in the present analysis, this additional contraction is such mitigated to be
neglected, thus considering the discharge flow as cylindrical [1, 120].

The meanline modelling is thereby discussed. At near-field level, the flow
states up to the pump disk, from station 0⃝ to 1⃝, can be recovered from
the Bernoulli equation. The latter can be written including the intake losses
through the Pressure Recovery factor, PR = p01/p

0
∞, where p0 denotes the

total pressure. Thus reading as:

p1 +
1

2
ρv21 = PR(X) (p∞ +

1

2
ρv2∞) (2.1)

where PR is considered as a function of X , which identifies a general variable,
depending on the approach adopted to estimate the losses. While a precise
prediction is beyond the purposes for the early stage of design, some useful
correlations can be used, based both on experimental or numerical reference
data. In the first case, one possible solution is to rely on the measurements
gathered by McDonald and Fox [86], and later included in McDonald and Fox
[85], concerning a tests campaign on the pressure recovery capability of conical
shape diffusers. These are categorised based on the relevant geometrical
quantities as reported in Figure 2.2 . The latter including: the inlet, 2Ri, and
outlet, 2Ro, diameters, the divergence angle, 2θ, and the axial length, N [105].
Thus, the pressure recovery coefficient, CPR, is defined as:

Figure 2.2: Relevant parameters in conical diffusers, adapted from El-Sayed
[105].

CPR =
2(po − pi)

ρv2i
(2.2)

It is easy to prove that, in the absence of total pressure losses, from Bernoulli
equation the pressure rise equals the imbalance of dynamic pressures, which
can be related to the cross-sectional areas through imposition of mass conser-
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2.1. PROPULSOR MODEL

vation. Therefore, the coefficient for an ideal diffuser, CPR,i, reads as:

CPR,i = 1− 1

AR2
(2.3)

AR = (Ro/Ri)
2 denoting the inlet to outlet cross-sectional areas ratio. Finally,

the total pressure recovery PR can be easily obtained as:

PR = 1− (CPR,i − CPR) (2.4)

Now, the ideal coefficient is only dependent on the geometry, while the ef-
fective pressure recovery coefficient has to be determined. In this regard, the
experiments from McDonald and Fox [86] resulted in a useful chart, reporting
the CPR as a function of both the divergence angle and the normalised axial
length, N/Ri.
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Figure 2.3: Experimental data of pressure recovery coefficient as a function
of the divergence angle and normalised cone axial length [86], adapted from
El-Sayed [105].

Another alternative is to extract correlations from numerical database.
To this end, a function is interpolated on the CFD database described in
Section 4.2.2, where an inlet geometry is systematically manipulated and
simulated using 2D axisymmetric reduction. Thus, the choice is made to
interpolate the pressure recovery as a function of the Inlet Velocity Ratio
(IV R = vhl/v∞). Initially, a second-order polynomial (Fig. 2.4) is considered
as an acceptable approximation for the scattered numerical results.

Bringing back the analysis of the flow field, between the pump interfaces
( 1⃝ to 2⃝), the actuator disk theory allows for the definition of the total pressure
jump as:

p2 +
1

2
ρv22 = ρgH + p1 +

1

2
ρv21 (2.5)

where the head rise, H , is aligned to pressure dimensions through the gravita-
tional acceleration, g, and the fluid density, ρ.
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Figure 2.4: Pressure recovery as a function of the IV R, interpolated from the
optimisation CFD database obtained in Section 4.2.2 from 2D axisymmetric
analysis.

Finally, at the discharge adapted stream tube, Bernoulli equation from
station 2⃝ to 3⃝ holds as:

p∞ +
1

2
ρv2e = ηnoz (p2 +

1

2
ρv22) (2.6)

where the nozzle efficiency, ηnoz, is in general high, reaching values up to 1
for well-designed shapes [1].

Thus, the choice is made to adopt non-dimensional quantities. To this end,
a normalising group is chosen equal to ρ(ωD)2, ω andD denoting, respectively,
the rotor angular velocity and the characteristic diameter. The preceding
equations are orderly re-assessed dividing the corresponding both sides by
such factor. As a result, Equation 2.1 is reads as:

p1
ρ(ωD)2

= PR(X)

(︃
p∞

ρ(ωD)2
+

1

2

v2∞
(ωD)2

)︃
− 1

2

v21
(ωD)2

(2.7)

Now, the left hand side is simply replaced with the non-dimensional pressure,
p′1. Additionally, the incompressible hypothesis allows for the assumption of
p∞ = 0, without loss of generality. Then moving to the free-stream velocity
term, further considerations are possible. In fact, multiplying the group by the
unitary factor expressed as v2hl/v

2
hl induces a reformulation which is a function

of the highlight velocity and IV R:

v2∞
(ωD)2

=
v2∞

(ωD)2
· v

2
hl

v2hl
=

v2hl
(ωD)2IV R2

(2.8)

Again, the expression is multiplied by another unitary factor, A2
hl/A

2
hl, Ahl =

D2
hlπ/4 being the cross-sectional highlight area defined through the equivalent

highlight diameter, Dhl. Hence:

v2hl
(ωD)2IV R2

· A
2
hl

A2
hl

=
Q2

(ωD)2IV R2
(︁
π
4

)︁2
D4
hl

(2.9)
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2.1. PROPULSOR MODEL

where the volume flow rate (Q) continuity on the processed stream tube is
imposed through the equality Q = vhlAhl. Then, the turbomachinery flow
(φ) and work (ψ) coefficients are here introduced following the definitions
explicitly depending on the machine diameter, as:

φ =
Q

ωD3
(2.10)

ψ =
gH

(ωD)2
(2.11)

This allows for expressing Equation 2.9 as:

Q2

(ωD)2IV R2
(︁
π
4

)︁2
D4ν4hl

= φ2 1

IV R2c2πν
4
hl

(2.12)

where two relations are used, respectively: the equivalent-highlight to pump
diameter ratio, νhl = Dhl/D, and the constant cπ = π/4. By applying the same
procedure to the pump inlet velocity term in Equation 2.7, the latter is finally
re-arranged as:

p′1 = PR(X)
φ2

c2πIV R
2ν4hl

− 1

2
φ2 1

c2π(1− ν21)
2

(2.13)

after introducing the concept of pump inlet hub to pump reference diameter
ratio, ν1 = Dh,1/D, which induces the pump inlet annulus area computation
as A1 = (D2 −D2

h,1)π/4.
The same considerations are extended to the normalised formulations of

Equations 2.5-2.6. Thus, omitting algebraic steps, the former is cast as:

p′2 = ψ + p′1 +
1

2

φ2

c2π

(︄
1

(1− ν21)
2 − 1

(1− ν22)
2

)︄
(2.14)

where the pump outlet hub to pump reference diameter ratio, ν2 = Dh,2/D, is
used.

While the downstream tube flow is modelled as:

p′2 =
1

ηnoz

(︃
1

2
φ2 1

c2πν
4
e

)︃
− 1

2
φ2 1

c2π (1− ν22)
2 (2.15)

where νe = De/D denotes the equivalent-exit to pump diameter ratio. In
conclusion, Equations 2.13-2.14-2.15 define a non-linear system for the three
variables: p′1, p′2, IV R. This implies that the pump characteristic map, ψ =

f(φ), is known, and so are the geometrical parameters ν, the nozzle efficiency
and the pressure recovery law. In this regard, it should be noted that, in
case PR is known as a function of IV R, the solution can be conveniently
achieved through iterations starting from a set of initial tentative values for
the variables.

Conversely, if a method relying on the experiments from [86] is chosen,
the pressure recovery results as a constant, once the geometry is fixed, thus re-
ducing the problem to a straightforward linear arrangement. However, in this
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2. DESIGN

case additional geometrical information should be provided. In fact, so far the
discussed parameters included only cross-sectional quantities. Nevertheless,
to extrapolate CPR from the chart in Figure 2.3 it is necessary to know at least
one axial dimension. In principle, the diffusion occurs in the propulsor portion
extending from the intake throat to the pump interface. However, to resolve
the corresponding geometrical parameters, either the axial length between
this two stations and the initial contraction ratio should be given. To reduce
the decision variables for the design space exploration, on first approximation
the diffuser may be identified as an equivalent cone, whose inlet base is the
highlight cross-section, while the outlet diameter coincides with the external
pump size. Thus, if the non-dimensional intake axial length, λ = Nint/D, is a
parameter, the corresponding normalisation by the highlight diameter reads
as:

Nint
Dhl

=
Nint
Dνhl

=
λ

νhl
(2.16)

while the divergence angle is readily obtained as:

θ = arctan
D −Dhl

Nint
= arctan

1− νhl
λ

(2.17)

Finally, the area ratio is computed as:

AR =
D2 −D2

h,1

D2
hl

=
1− ν21
ν2hl

(2.18)

The proposed formulation favours an application in optimisation investi-
gations, during which several parameters are looped over to extract a possible
design. Conversely, the hydraulic curve within an operating range is not in-
tended as a parametric quantity, therefore a consistent method for a priori
estimation, involving a meanline technique, is presented in the next Section.

To this end, performance statistics can be obtained from the model. First of
all, the propulsor thrust, T , is computed through integration of the momentum
equation over the boundaries of the control volume in Figure 2.1 . This yields
the common relation adopted for adapted reaction engines [105, 44, 1, 120]:

T = ρQ(ve − v∞) (2.19)

Now, the propulsive efficiency is defined as the ratio between the pro-
pelling and the jet energy as:

ηprop =
2Tv∞

ρQ
(︁
v2j − v2∞

)︁ (2.20)

However, the energy added by the pump can be approximated with that spent
in accelerating the jet [1]:

1

2
ρQ
(︁
v2j − v2∞

)︁
= ρQgH (2.21)

18



2.1. PROPULSOR MODEL

thus, the definition of the efficiency here retained is:

ηprop =
Tv∞
ρQgH

(2.22)

The latter can be re-arranged once multiplied by the unitary factor (ωD)2/(ωD)2,
as follows:

ηprop =
Tv∞
ρQgH

= ��ρQv∞(ve − v∞)

��ρQgH

(ωD)
2

(ωD)
2 =

=
v∞(ve − v∞)

(ωD)
2

1

ψ
=

v2∞

(ωD)
2

(︃
ve
v∞

− 1

)︃
1

ψ
= (2.23)

=
φ2

IV R2c2πν
4
hl

(︃
ve
v∞

− 1

)︃
1

ψ

As regards thrust, the corresponding normalised evaluation, similarly to
the aeroengine nomenclature, is the non-dimensional specific thrust [44]:

T̃ s =
T

ρQv∞
= ��ρQ(ve − v∞)

��ρQv∞
=

ve
v∞

− 1 (2.24)

Thus, both ηprop and T̃ s depend on the ratio between the exit and the
advancing velocity. This term can be easily determined once ve is normalised
as:

v2e
(ωD)2

=
v2e

(ωD)2
· v

2
∞
v2∞

=
v2e
v2∞

φ2

IV R2c2πν
4
hl

(2.25)

Finally, introducing Equation 2.25 into normalised Equation 2.6 yields the
following:

ve
v∞

=

⌜⃓⃓⎷2ηnoz

(︄
p′v +

1

2
φ2

1

c2π (1− ν22)
2

)︄
IV R2c2πν

4
hl

φ2
(2.26)

The dimensionless nature of the method allows for a general extension to
any size and regime, once the pump reference diameter and angular velocity
are chosen to retrieve the propulsive statistics in dimensional units.

2.1.2 Results

In the absence of existing measurements for a propulsor as the one here pre-
sented, the accuracy on the code is evaluated against the numerical data
obtained with a 3D model, integrating the pump within a reference hydro-
dynamic ram type inlet. Such a model is extensively discussed in Section 3.4,
after a thorough validation of the numerical techniques adopted to investi-
gate the corresponding isolated sub-systems. As a consequence, the pump
operating map and the geometrical properties to serve as input are taken from
that configuration. Both the methods detailed above for estimating the intake
pressure recovery are analysed.
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2. DESIGN

By comparison of the propulsive statistics (Fig. 2.5) , the code demonstrates
a great agreement with the available CFD reference, particularly in predicting
the non-dimensional specific thrust. It is important to note that, while the CFD
solution imposes the advancing velocity as a far-field boundary condition,
in the present approach, it results from the system solution since it depends
on the unknown IV R according to Equation 2.12. Conversely, the exhaust
velocity is fixed by the input flow condition, φ, and the nozzle geometry. The
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Figure 2.5: Specific thrust T̃ s and propulsive efficiency ηprop as functions of
normalised advancing velocity. CFD results from the pump-intake integrated
model discussed in Section 3.4 are compared with the present meanline code
outcomes. The latter obtained with two different approaches for the inlet
pressure recovery estimate: one based on the geometrical correlations from
McDonald and Fox [86] and the other relying on the IV R dependency from
the 2D axisymmetric database discussed in Section 4.2.2.

results depict no significant dependency on the technique adopted for the
treatment of PR.

However, the efficiency curves consistently remain above the CFD data,
indicating a tendency for the code to overestimate propulsive performance.
The trends reveal that the considered operating range does not cover the
peak performance conditions, while the simulations indicate that this point
is evidently within the computed cases. The discrepancy between the two
approaches increases with advancing velocity, starting from about 2% for the
lowest values and reaching around 6.7% at peak conditions. Consequently, the
CFD data initiate the performance drop operating phase, while the meanline
code still shows an increasing pattern, albeit with a reduced slope. From this
operating point, the curves separate faster due to opposite patterns, and even
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2.2. BLADE ELEMENT METHOD

the two inlet recovery approaches portray different behaviors. In fact, the
method based on geometrical parameters flattens earlier than the other, which
instead denotes a higher derivative slope.

The shape of the capture stream tube depicts a good agreement with the
CFD reference over the entire range (Fig. 2.6) . The trend is monotonically
decreasing as the free-stream velocity and essentially superimposed with the
3D-installed model curve, especially from the design operating point. Again,
the methods adopted for the inlet losses estimation prove equivalent, with a
minimal separation of the curves occurring at the lowest advance speeds.
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Figure 2.6: IV R as functions of normalised advancing velocity. CFD results
from the pump-intake integrated model discussed in Section 3.4 are compared
with the present meanline code outcomes. The latter obtained with two dif-
ferent approaches for the inlet pressure recovery estimate: one based on the
geometrical correlations from McDonald and Fox [86] and the other relying
on the IV R dependency from the 2D axisymmetric database discussed in
Section 4.2.2.

2.2 Blade Element Method

To provide a fast tool for initial design steps, the Axial-flow pumps Radial
Equilibrium through Streamlines (ARES) meanline solver is implemented as
a Python library. The present code relies on continuity and flow momentum
conservation equations. The latter, commonly referred to as Radial Equilib-
rium (RE), is integrated along the Blade Elements (BE), or streamlines, through
which the machine meridional channel is discretised. The inclusion of proper
correlations for the flow angles and head losses allows for the prediction of the
spanwise distribution of the stream quantities at both in- and off-design condi-
tions. As a result, it is possible to estimate the overall performance throughout

21



2. DESIGN

the operating map. Although the detailed geometry is required for the defini-
tion of numerical models or experimental prototypes, to be used for a more
accurate evaluation, 1D models are a common choice for preliminary analysis,
since they permit the investigation over a wide number of candidates with a
much lower time and computational demand [88].

2.2.1 Methods

Assumptions

The solution of governing equations is simplified through the adoption of
specific hypotheses on the evolving flow.

i). the fluid has a constant density, ρ;
ii). the flow is assumed at a steady-state, implying that for any variable,

∂ · /∂t = 0;
iii). the solution of flow states is performed at planes perpendicular to the

revolution axis, which is aligned along the meridional direction, M
(Fig. 2.7) . These planes are located downstream of the blade rows and
no modelling is provided for the flow evolution within the blades;

iv). at each plane, the RE is integrated throughNs streamlines, or BE (Fig. 2.7)
. These are conceived as independent, axisymmetric surfaces of revolu-
tion, generated through cylindrical sections of the channel, having the
same axis as the machine.The spanwise discretization at the solution
stations is iterated through to impose a mass-flow-balanced approach,
rather than employing constant radial increments. This strategy enforces
continuity within streamtubes, ensuring an equal amount of mass flow
rate flowing through each surface, from pump inlet to outlet.

v). no local viscous effects are modelled. These are instead treated as uni-
formly lumped at each streamline, through the adoption of empirical
correlations detailed further on.

Concerning the stream tubes, the corresponding flow is assumed to be
regulated by the blade cascades geometries, which need to be provided as
a function of the corresponding radial location following a hub-to-shroud
distribution (Fig. 2.7) . Thus, at a given streamline section, the schematic of
two consecutive blades for a pump stage is depicted in Figure 2.8 , where
the blades are considered as a spanwise stacking of aerodynamic profiles.
Here, α and β denote, respectively, the absolute and relative flow angles,
referred to the rotational axis. These angles result from the direction of the
corresponding velocities, labelled as c and w. The subscripts 1, 2, 3 identify
the corresponding locations of the solution planes. If the reference stage
in Figure 2.7 is considered, the indexes can be related to the inlet, mid-
stage and outlet stations. Conversely, a subscript b is adopted to refer to the
blade metal angles, that is the inclination of the camberline tangent above
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Figure 2.7: Schematic of a pump stage meridional view, including the domain
discretisation and the input variables and parameters required by the solver.

the meridional direction, generally required for the leading and trailing edge
locations. The difference between these angles and the flow velocity directions
is measured with incidence, i, and deviation, δ, respectively for the upstream
and downstream evolution. Specifically, the two parameters, e.g., for the rotor
blade, are defined as follows:

i = β1 − βb,1 (2.27)

δ = β2 − βb,2 (2.28)

Thus, both the absolute and relative flow velocities may be decomposed
along the meridional and tangential directions, generating two components
respectively differentiated by the subscripts M and u. The latter signifies the
direction parallel to the rotational velocity, u. In this way, the typical velocity
diagrams, or triangles, result defined by the flow angles and the velocity
components.

Additionally, the empirical correlations may require the profile maximum
thickness, tmax, generally normalised by the chord length, c, which represents
the straight line between the leading and trailing edge. Its inclination above the
axial direction is the stagger angle, γ. The latter, when circular arc camberline
aerofoils are considered, can be directly computed from the metal angles as:

γ =
βb,1 + βb,2

2
(2.29)

The same relation can be retained when circular arc equivalent formulation is
adopted for differently shaped profiles. Conversely, the difference between the
two terms yields the profile camber as θ = βb,1 − βb,2. In case a tip clearence
exists between blades and casing, the corresponding radial gap is denoted as
δtip.

Finally, the blade solidity, σ, represents another fundamental geometrical
parameter. This quantity is defined as the ratio between the chord and the
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blades pitch, s. The latter representing the distance separating two correspond-
ing points on consecutive blades. It is expressed based on the radial location
of the streamsurface, through the number of blades, Nb, as 2πr/Nb.

Figure 2.8: Blade geometrical and flow quantities for a sample axial-flow pump
stage section.

Governing equations

The flow momentum conservation equation is cast following Serovy et al.
[106], who also offer a possible algorithm implementation for its solution,
which is similar to the one presented here. In differential formulation, the
relation reads as:

g
∂h

∂r
=
c2u
r

− cr
∂cr
∂r

− cM
∂cr
∂M

(2.30)

where g is the gravitational acceleration, while h is the static head. The latter is
directly linked to the total head, h0, by considering the total pressure definition,
divided by the factor (ρg):

h0 = h+
1

2g
(c2u + c2M ) (2.31)

Now, if Equation 2.31 is differentiated with respect to radius and coupled with
Equation 2.30 assuming negligible variations of the velocity radial component,
cr, throughout a computation plane, the resulting equation can be integrated
along r. By applying the finite difference approximation from streamline j to
j + 1, for a chosen solution plane i, the integral is expressed as:∫︂ cM,j+1

cM,j

cMdcM = g

∫︂ h0,j+1

h0,j

dh0 −
∫︂ rj+1

rj

c2u
r
dr −

∫︂ cu,j+1

cu,j

cudcu (2.32)

The terms are re-arranged using integration rules and trapezoid approxima-
tion for the second term in the right hand side.

24



2.2. BLADE ELEMENT METHOD

Then, two additional laws are considered. One expresses the energy varia-
tion between the blades, for any streamline j, as:

h0,i = h0,i−1 + cu,iui − cu,i−1ui−1 − h0,loss (2.33)

where the ideal total head rise, ∆i−1→i(cuu), identically zero for stator blades,
is decreased by the total head losses, h0,loss. The second equation is the trigono-
metric relation beneath the velocity diagrams, which, at any station i and
streamline j, holds as:

cu = u− cM tan(β) (2.34)

In conclusion, after coupling the integrated formulation with Equations 2.33
and 2.34 and by isolating the variable cM,j+1, the following fundamental
expression of the RE equation is obtained:

Ac2M,j+1 +BcM,j+1 + C = 0 (2.35)

which regulates the downstream meridional velocity for any streamline start-
ing from a reference j. In the previous relation, the coefficients A,B,C are
defined as follows:

A = 1 + tan2(βj+1)

[︃
1 +

rj+1 − rj
rj+1

]︃
(2.36)

B = −2uj+1 tan(βj+1)
rj+1 − rj
rj+1

(2.37)

C = −c2M,j − 2g(h
(i−1)
0,j+1 − h0,j − h0,loss,j+1) (2.38)

+ 2u
(i−1)
j+1 c

(i−1)
u,j+1 − u2j+1

rj
rj+1

+ c2u,j+1

(︃
rj+1

rj
− 2

)︃
where the quantities are assumed referred to the plane i and the indication is
omitted for compactness, unless variables at the upstream measuring station,
i − 1, are required, in which case they are reported with the corresponding
superscript.

Solution of Equation 2.35 yields the cM distribution along the r locations
defined through the j streamlines, once a starting condition at a chosen jstart
is given. While the information on the upstream plane, i − 1, is given by
the inflow boundary conditions for the first, computed station, the latter
becomes the reference inlet for the second station, and so on. Thus, a multi-
rows configuration is solved progressively by advancing from one plane
to the next one, without any further intermediate data needed. Therefore,
iterations are required for the problem since any variable depends on the
radial location. The latter, in turn, is continuously revised until the mass-flow-
balanced distribution hypothesis is satisfied.

Although the implementation strategy regarding these steps is detailed
in the next paragraph, another important condition justifies the iterative pro-
cedure. In fact, the continuity assumption through the stage imposes that, at
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any computed station, the leaving flow rate equals the inflow value, within a
user-defined tolerance. As a result, the meridional velocity spanwise distribu-
tion recovered needs to satisfy mass conservation, which is verified at the end
of each iteration by numerically expressing the resulting flow rate through
quadrature, as:

Qcomp = π

Ns−1∑︂
j=1

(cM,j+1 + cM,j)(r
2
j+1 − r2j ) (2.39)

For any further detail on the derivation of the equations the reader is referred
to reference literature [106, 98, 97].

Implementation

An input parameter file, containing the mandatory information regarding
the case, is initially read by ARES. Listing 2.1 provides an example of the
formatted data required by the code to start computations, mixing scalars,
arrays and strings. This is divided into 4 main blocks:

• FLUID PROPERTIES

this block contains the information of the working fluid, characterised
by density and viscosity;

• GEOMETRY

this section contains all the parameters needed for the geometrical char-
acterisation of blades shapes through the nStages. These include: an
array gathering the number of blades for each row of each stage, in-
tended as modular succession of rotor+stator; the radial locations at
which the metal angles, the solidities and the thickness to chord ratios
are defined. These lists are labelled with incremental numbers referring
to the incoming and leaving locations for hub-to-shroud distributions
of radii and angles, so 1 and 2 denote the leading and trailing edges of
the first stage blades, and will become 3 and 4 for a second stage. Con-
versely, the distributions of σ and tmax/c are only labelled according to
incremental integers referred to the order of the blades. In addition, the
bladeShape needs to be chosen between naca and dca, depending on
the definition of the camberline equation. In this regard, the empirical
correlations are available for both NACA-65 series curves and Double
Circular Arc (DCA). Finally, the tipGap for each blade is required for
the estimate of tip clearence losses;

• INFLOW & CASE CONDITIONS

this bock contains the boundary conditions. Two options are avail-
able, once the rotational regime n is inserted: either spanwise-uniform
or spanwise-defined. In the first case, the flow rate and total pressure at
inlet station are required as scalar values. Then, the code assumes no
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pre-swirl entering components and uniformly distribute the meridional
component, cM = Q/Ainlet, and the input pressure along the span. In
the second case, specific distribution of the inflow variables should be
prescribed. This implies providing the radial locations where these are
defined. For the solution, tangential and meridional velocities and the
total head are mandatory.

• SOLUTION

these parameters control how the solver approaches the solution. Specif-
ically, the required quantities are: the number of blade elements,
nStreamLines (≥ 3), the maximum number of iterations for the radial
equilibrium loop and the tolerances for the continuity error and for the
BE radial locations and total head losses residuals.

+----------------------------------------------------------------------------------------------------------------------+
|PARAMETER UoM VALUE(S) |
+----------------------------------------------------------------------------------------------------------------------+

FLUID PROPERTIES
========================================================================================================================

rho [kg/m^3] : 1000
mu [Pa s] : 0.001

========================================================================================================================

GEOMETRY
========================================================================================================================

nStages : 1
nBladesStation : [27, 27]

rbetab1_hs [m] : [0.04572 , 0.052578, 0.066294, 0.08001 , 0.093726, 0.107442, 0.1143]
rbetab2_hs [m] : [0.04572 , 0.052578, 0.066294, 0.08001 , 0.093726, 0.107442, 0.1143]
ralphab1_hs [m] : [0.04572 , 0.052578, 0.066294, 0.08001 , 0.093726, 0.107442, 0.1143]
ralphab2_hs [m] : [0.04572 , 0.052578, 0.066294, 0.08001 , 0.093726, 0.107442, 0.1143]

betab1_hs [deg] : [49.5, 55.6, 62.5, 66.4, 69.4, 71.8, 72.8]
betab2_hs [deg] : [-10.7, 11.1, 38.6, 52.4, 60.3, 65.4, 67.5]

alphab1_hs [deg] : [-51.44, -49, -44.3, -40.2, -36.4, -33.1, -31.69]
alphab2_hs [deg] : [10.76, 10.60, 10.90, 11.20, 11.60, 12.20, 12.47]

sigma1_hs : [2.52, 2.19, 1.74, 1.44, 1.23, 1.07, 1.00]
sigma2_hs : [2.34, 2.09,1.65, 1.36, 1.16, 1.01, 0.96]

tOverC1_hs : [0.1, 0.097, 0.091, 0.085, 0.079, 0.073, 0.073]
tOverC2_hs : [0.08, 0.08, 0.08, 0.08, 0.08, 0.08, 0.08]

bladeShape : dca

tipGap [mm] : [1, 0]

========================================================================================================================

INFLOW & CASE CONDITIONS
========================================================================================================================

n [rpm] : 3910

Spanwise-uniform
----------------

Q [m^3/s] :
p0 [Pa] :

Spanwise-defined
----------------

r0_hs [m] : [0.04572, 0.04953, 0.0521208, 0.0659892, 0.08001, 0.0940308, 0.1078992, 0.11049, 0.1143]
cM0_hs [m/s] : [16.24584, 16.24584, 16.52016, 16.36776, 16.18488, 15.78864, 15.30096, 14.6304, 14.6304]
cU0_hs [m/s] : [0, 0, 0, 0, 0, 0, 0, 0, 0]
h0_hs [m] : [35.11296, 35.11296, 35.11296, 35.11296, 35.11296, 35.11296, 35.11296, 35.11296, 35.11296]

========================================================================================================================

SOLUTION
========================================================================================================================

nStreamLines : 20

radEqMaxIt : 40
continuityTolerance : 1e-5
rElementsTolerance : 1e-5
h0LossTolerance : 1e-5

========================================================================================================================

Listing 2.1: Sample of ARES input file.

27



2. DESIGN

Thus, the code advances following the steps graphically depicted by the flow
chart in Figure 2.9 . A brief descriptive discussion follows.

Figure 2.9: Flow chart of ARES meanline solver.

i). the radial locations at the initial computed plane are initialised at Ns
constant radial increments. Thus, a 3-points Lagrange interpolation
is adopted to evaluate the geometrical parameters on the newly de-
termined distribution. The inflow conditions distinctively impose the
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inflow velocity diagram, through which incidence and deviation can be
estimated. The tangential velocity and total head at jstart are defined
after an initial value for cM,jstart

is chosen, e.g. equal to the averaged
value on the passage.

ii). radial equilibrium can be solved at any streamline to obtain the merid-
ional velocity component, while simultaneously updating the tangential
component and total head state;

iii). the iteration terminates with the interpolation, applied to compute the
new radial distribution. From this information, the values of the blade
elements are revised. These including: geometry, incidence, deviation
and total head losses according to the correlations detailed further on;

iv). the code performs the checks required for the stop of iterations. This
event occurs always when the maximum allowed number of iterations
is reached. Conversely, the relative errors of three statistics are compared
with the corresponding chosen tolerance. In addition to the continuity
error, identifying the discrepancy between inflow and computed flow
rate, the code checks for the residuals of the r and h0,loss arrays from
one iteration to the following. In this regard, the maximum criterion
is adopted to select a significant scalar value among the streamlines.
If any of the three break condition is not satisfied, cM,jstart

is revised
based on the inflow to computed flow rate ratio and iterations continue
from step ii);

v). upon convergence of a blade row, the code advances with either the
next row or the conclusion, thus calculating the streamlines and overall
performance. These are computed as mass-flow-averaged quantities
throughout the blade elements. Finally, the statistics are both printed to
screen and saved in Python binary files.

Throughout the code, interpolation tasks are performed using 3-points La-
grange polynomials, while integration operations are computed using the
trapezoid rule.

Empirical correlations

So far, the discussion regarding the solution of the flow evolution through the
pump relied on the application of general principles, such as mass and momen-
tum conservation, to the duct-flow donwstream of the blades rows. However,
an accurate prediction of the processes acting on the stream, between the inlet
and the outlet sections, must also include the several phenomena occurring
within the blades and the influence of the casing.

Concerning the meanline strategy, a well-established technique to address
these aspects involves the adoption of empirical correlations [106, 17, 122,
15, 88]. The latter, based on both experimental and numerical datasets, allow
for modelling specific flow effects without the need to resolve them. In this
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regard, the investigations conducted by Lieblein [63] proved pioneering in
characterising the blade element behaviour of straight blade cascades, with
particular attention to the profile deviation and head losses. However, those
studies were limited to inherent 2D flow evolutions. Although subsequent
investigations focused on the possibility to capture the actual 3D nature of
machinery vanes flows, the current state of meanline approaches is necessarily
tied to the calibration using high order analyses [66].

Inside ARES, the impact of leaving stream deviation and several loss
sources are taken into account. In this regard, the latter are here defined as:

h0,loss = ω̄
w2

1

2g
(2.40)

where the total pressure loss coefficient, ω̄, is converted into head losses
dimensions through the inflow relative velocity. Different correlations have
been developed for the term ω̄. Among them, the ones retained for the present
analysis contribute to define the overall coefficient as:

ω̄ = ω̄pro + ω̄sec + ω̄tip + ω̄EWBL (2.41)

which includes, respectively, profile shapes total head drop, secondary flows
effects, tip clearence leakage, and End Wall Boundary Layer (EWBL) losses.
Specifically, the former represents the predominant source and it is assumed
to depend on the incidence angle distance to the optimal value, i∗, according
to the following relation:

ω̄pro = ω̄∗
prof(i− i∗) (2.42)

where, again, subscript * is used to denote the profile losses at minimum loss
incidence. This parameter is important also for the deviation prediction, since
the off-design value, δ2D,off , results as a modification of the minimum loss
deviation, δ∗, through the term (i− i∗).

A list of the implemented correlations follows.

• Minimum loss incidence
This value is modelled according to the observations made by Lieblein [63].
The extensive analysis on 2D low-speed compressor cascades allowed for
the definition of the incidence angle corresponding to minimum losses for
NACA-65 series profiles. The relation, including blade geometry parame-
ters, is given as:

i∗ = KshKi,ti0,10 + ñθ (2.43)

Possible correlations of the terms in the previous equation have been
proposed by Aungier [8], based on the experiments presented in Johnson
and Bullock [63]. The expression essentially reads as a linear correlation,
with the intercept depending on the reference incidence for a zero-camber,
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65-series 10% thickness distribution aerofoil, i0,10, which depends on the
inflow angle and profile solidity, as follows:

i0,10 =
β
0.914+ σ3

160
1

5 + 46 exp(−2.3σ)
− 0.1σ3 exp

(︃
β1 − 70

4

)︃
(2.44)

Thus, the shape constant, Ki,sh, is defined based on the profile camberline,
assuming values 1 and 0.7 respectively for NACA and DCA outlines. While
the thickness parameter,Ki,t, is correlated as:

Ki,t =

(︃
10
tmax
c

)︃ 0.28

0.1+
tmax

c
0.3

(2.45)

Finally, the minimum loss incidence results regulated by the profile camber,
θ, through the slope, ñ, which reads as:

ñ = 0.025σ − 0.06−

(︂
β1

90

)︂1+1.2σ

1.5 + 0.43σ
(2.46)

• Deviation
The reference data are taken from Lieblein [63] even for this parameter, by
taking advantage of the correlations provided by Aungier [8]. At minimum
loss conditions, the deviation, δ∗, can be expressed in terms of geometrical
and flow quantities as:

δ∗ = KshKδ,tδ0,10 + m̃θ (2.47)

Here, the reference deviation for a zero-camber, 65-series 10% thickness
distribution aerofoil, δ0,10, is given as:

δ0,10 = 0.01σβ1 +
(︁
0.74σ1.9 + 3σ

)︁(︃β1
90

)︃1.67+1.09σ

(2.48)

Additionally, while Ksh is the same that presented for the reference inci-
dence relation, the thickness coefficient, Kδ,t is expressed as:

Kδ,t = 6.25
tmax
c

+ 37.5

(︃
tmax
c

)︃2

(2.49)

Concerning the linear correlation slope, m̃, the following equation holds:

m̃ =
0.17− 0.0333 β1

100 + 0.333
(︂
β1

100

)︂2
σ0.9625−0.17

β1
100−0.85( β1

100 )
3 (2.50)

Thus, the off-design prediction implements the model proposed by Don-
grun et al. [41]. The method stems from a simplified definition of a blade
cascade lift profile [40], CL, to define the following intermediate, implicit
function of δ:

f(δ) = CL =
2

σ
cos(βm) [tan(βb,1 + i)− tan(βb,2 + δ)] (2.51)
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with βm denoting the mean flow angle, expressed as:

βm = arctan

[︃
tan(βb,1 + i) + tan(βb,2 + δ)

2

]︃
(2.52)

Then, the incidence dependency is included in the following relation:

f(δ) =
df(δ)

di
(i− i∗) + f(δ∗) (2.53)

where the derivative is further expanded as:

df(δ)

di
=
∂f(δ)

∂i
+
∂f(δ)

∂δ

∂δ)

∂i
(2.54)

Here, the reader is referred to the reference literature for an extensive
treatment of the terms included in Equation 2.54 [40, 41]. However, a
non-linear scheme is necessary for the solution of the latter. The method
implementation allows for estimating the derivative with a < 10−8 residu-
als accuracy within 20 inner iterations. The value is then introduced into
Equation 2.53. Thus, the result can be employed for the computation of
δ2D,off , by inverting the definition given in Equation 2.51. The estimate
for the deviation angle takes into account two additional effects. In fact,
Robbins et al., in a work collected in Johnson and Bullock [63], recognised
the influence of 3D flow evolution, which modifies the original correlations
derived by Lieblein from planar cascades measurements, especially far
from the mid-span. From the tables obtained within rotor test campaign,
a 3D correction for δ, at low speed conditions, can be retrieved as a func-
tion of the normalised span of the blade element, the latter defined as
b = (rBE − rhub)/(rtip − rhub), where the denominator coincides with the
blade height, hb. Incompressible data extracted from the charts of Robbins
et al. [63] are reported in Figure 2.10 .
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Span normalised
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Figure 2.10: Three-dimensional effects correction on the predicted δ. Data
extracted from Robbins et al. in Johnson and Bullock [63].

Thus, a further correction is introduced to account for the Axial Velocity
Ratio (AVR) between the blades. The correlation, taken from Pollard and
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Gostelow [101], is expressed as follows:

∆AV Rδ = 10

(︃
1− cM,2

cM,1

)︃
(2.55)

In conclusion, the deviation angle results as the simultaneous contribution
of off-design profile behaviour, three dimensional and AVR effects, as:

δ = δ2D,off +∆3Dδ +∆AV Rδ (2.56)

• Profile losses
This loss source was initially modelled by Lieblein in Johnson and Bullock
[63] for minimum loss conditions, as:

ω̄∗
pro = 2

θ̃2
c

σ

cosβ2

(︃
cosβ1
cosβ2

)︃2(︃
2HTE

3HTE − 1

)︃[︄
1− θ̃2

c

σHTE

cosβ2

]︄−3

(2.57)

where boundary layer development is included through the wake mo-
mentum thickness, θ̃2, and the wake form factor, HTE , denoting the ratio
between the displacement and the momentum thickness. A well-known
formulation of these two terms is the one provided by Koch and Smith
[67]. Their improved arrangement resumes the original dependency on
the equivalent diffusion factor (or diffusion ratio), Deq = wmax/w2, pro-
posed by Lieblein. Thus, additional, influencing factors are recognised as
fundamental and, therefore, added in the correlations. Specifically, these
include: blade-chord Reynolds number, Re1c = ρw1c/µ, blade cascades
area contraction, blade geometry and compressibility effects (not effective
here). A comprehensive list of equations is drawn and closure constants are
empirically determined. For the sake of conciseness these are not reported
here, but the reader can easily find them in the programmatic work [67], as
well as in Tournier and El-Genk [122].
Once the minimum loss coefficient is computed, the off-design profile value
can be determined according to Aungier [8], as:

ω̄pro = ω̄∗
prof(ξ) (2.58)

where ξ is a parameter quantifying the normalised incidence, with respect
to the positive, ip, and negative, in, stall angles of attack. These are taken
from the NACA-65 test campaign by Herrig et al. [56], and respectively
modelled by Aungier [8] as:

ip − i∗ = 10.3 +

(︃
2.92− βb,1 + ip

15.6

)︃
θ

8.2
(2.59)

in − i∗ = −9 +

[︄(︃
1− 30

βb,1 + in

)︃0.48
]︄

θ

4.176
(2.60)

Solution of Equations 2.59 requires a non-linear procedure. Thus, after
ip and in are known, ξ and f(ξ) can be computed and off-design loss
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coefficient is obtained from Equation 2.58. For details on the relations for ξ
and f(ξ) the reader is referred to Aungier [8].

• Secondary losses
Modelling of secondary flows, especially those responsible for trailing edge
vortexes, was addressed by Howell [58]. The same approach is used in
Tournier and El-Genk [122], where the following correlation is reported:

ω̄sec = 0.018σ
(cosβ1)

2

(cosβm)3
C2
L (2.61)

• Tip leakage losses
The reference model for this loss source is the approach of Denton [39], as
more recently formulated by Banjac et al. [16]. The total pressure drop is
ascribed to the overall entropy production, T∆S, associated to the local
mass flow rate flowing through the tip gap, which can be related to the
pressure drop between the blade pressure and suction sides, as:

dṁ = Ccδtipc
√︁

2ρ∆p cos γdx̄ (2.62)

where the constant Cc is considered equal to 0.79 as suggested in Banjac
et al. [16], while x̄ denotes the local coordinate along the chord, ranging
from 0 at the leading edge to 1 at the trailing edge. Thus, the loss coefficient
reads as:

ω̄tip =
2NbT∆S

w2
1ρQ

(2.63)

Here, the overall entropy is computed through the following integral:

T∆S = Ccδtipc cos γ

∫︂ 1

0

√︁
2ρ∆pws(ws − wp)dx̄

Ccδtipc cos γρ

∫︂ 1

0

√︂
w2
s − w2

pws(ws − wp)dx̄ (2.64)

where Bernoulli equation is used to relate the static pressure drop to the
kinetic energy drop from the pressure, wp, to the suction, ws, sides. The
corresponding velocities are assumed to follow a linear variation along the
chord position, which is regulated according to the diffusion ratio derived
from Lieblein [63]. These expressions can be found in full formulation in
Banjac et al. [16].
Thus, the integration of Equation 2.64 is efficiently performed using the
trapezoid rule over the interval [0, 1], discretised into 20 steps. However, it
should be noted that the theory applies to the tip BE. As a consequence,
the loss coefficient results as a lumped quantity instead of a spanwise
distribution, as in the other cases. If in principle the leakage losses affect
only the vicinity of the clearance region, this may represent a problem
for the numerical scheme. In fact, as pointed out by Aungier [8], in real
machines the several flow phenomena result mixed downstream of each
blade row, which effect is not included a priori on conventional meanline
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codes. As a consequence, the losses may accumulate on a single streamline
from station to station, until a possible divergence of the numerical solution.
The approach retained by Aungier [8] implies a linear distribution of the
lumped value obtained from Equation 2.63, in such a way that at the hub
the tip leakage losses are 0, while the sum of the spanwise loss fractions
yields again the computed ω̄tip. In the present work, the loss coefficient is
re-distributed usign the same method.

• EWBL losses
The detrimental effects of the casing boundary layer are included following
the formulation of Aungier [8], derived from Howell [58]. As reported by
Tournier and El-Genk [122], the following correlation holds:

ω̄EWBL = 0.0146
c

hb

(︃
cosβ1
cosβ2

)︃2

(2.65)

A summary of the empirical correlations is reported in Table 2.1 along
with the corresponding reference.

Table 2.1: Summary of the empirical correlations implemented.

Parameter Symbol Reference

Reference incidence i∗ Lieblein [63]
Reference deviation δ∗ Lieblein [63], Aungier [8]
Deviation δ Dong-run et al. [40], Dongrun et

al. [41], Robbins et al. [63], Pol-
lard and Gostelow [101]

Profile losses ω̄pro Lieblein [63], Koch and Smith
[67], Aungier [8]

Secondary losses ω̄sec Howell [58]
Tip leakage losses ω̄tip Banjac et al. [16], Denton [39]
EWBL losses ω̄EWBL Tournier and El-Genk [122]

2.2.2 Results

The accuracy of the presented method is assessed through comparison with
available experimental data of three axial flow pumps for different installa-
tions. The main geometrical and flow properties of the machines are reported
in Table 2.2.

The discretisation of passages remains consistent across all test cases,
adopting a fixed number of streamlines, Ns = 21. Although the analysis is
tailored to each individual machine based on boundary conditions replicating
measurement configurations, a unified solver setup demonstrates convergence
regardless of the specific problem addressed. Specifically, a maximum number
of 40 iterations is allowed. However, solutions demonstrate that when the
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Table 2.2: Main parameters of the test cases adopted for the validation of
ARES.

R02† [94] HIREP† [134] AxWJ-2‡ [92]
Parameter

Blades number, Nb 16 7 6− 8

Profile DCA DCA NACA
Hub radius, rhub [mm] 45.7 266.7 46.3− 79.8

Tip radius, rtip [mm] 114.3 533.3 152.4− 127.7

Hub solidity, σhub 2.11 1.19 1.88− 2.43

Tip solidity, σtip 0.84 0.56 1.72− 0.97

Tip gap, δtip [mm] 0.5 3.3 0.5− 0

Rotor speed, n [rpm] ∼3918.6 260 1400
Tip Reynolds number, Re1c 2.15 · 106 5.5 · 106 5.36 · 106
Flow coefficient§, φ 0.387 0.216 0.135
† Rotor only
‡ Rotor and stator blades data
§ Computed at design using Equation 2.10 for comparison

solver completes the computation successfully, all the three relative errors
criteria are satisfied within a maximum number of 25 iterations. The stop
conditions being 1 · 10−5 for either the continuity error and the BE radius and
head losses residuals.

An illustrative representation of the convergence profiles for a near-design
solution is reported in Figure 2.11 . Despite minimal fluctuations depicted
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Figure 2.11: Example of convergence profiles throughout the iterations history
of a single point computation.

by the continuity curve, the residuals trends maintain a smooth decreasing
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behaviour throughout the 11 iterations. As far as the discretisation sensitivity,
Figure 2.12 reports the relative error between measured and computed torque
coefficient of the HIREP [134], operating at design conditions, as a function of
the streamlines number. A minimum number of 3 is required for the 3-point
Lagrange approximation, hence Ns is progressively doubled up to 96 BE. The
plot confirms that increasing the number beyond 12 yields no significant im-
provements in the prediction. The chosen number for the subsequent analyses
lies well within the mesh independency range and is not unduly exaggerated.
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Figure 2.12: Grid dependency analysis taken from the design condition sim-
ulation of HIREP [134]. Torque coefficient error is computed relative to the
experimental value and plotted as a function onf the discretisation, Ns.

The results are presented on a case-by-case basis below. To maintain con-
sistency with the original reference conventions, the various quantities intro-
duced are defined according to the respective publications, and the expres-
sions will be explicitly reported throughout the discussions.

NASA Rotor 02

This straight-duct rotor is part of an extensive experimental campaign, whose
results are made available as blade element quantities by Miller et al. [94].
The geometry reflects the characteristic features of an initial pump stage,
commonly located downstream of an inducer. It arises as a modification of a
prior design [30, 93].

Inflow boundary conditions are extracted from the reference document [94]
at the spanwise locations corresponding to the measurements. Based on these,
8 flow configurations are reported from experiments. The latter encompassing
operations over a range of flow coefficients, φ = Q/(Aannulusutip), from 0.262
to 0.337. As a result, the input parameter file is filled with spanwise-defined
conditions, which means that the inlet values of cM , cu and h0 are provided
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as a function of the radial coordinate, depending on the flow configuration.
The resulting map, depicting the work coefficient and the overall efficiency

as functions of the flow coefficient, is reported in Figure 2.13 . The latter re-
spectively defined as ψ = (gH)/u2tip and η = H/Hid, where the ideal head rise
reads as Hid = (cu,2u2 − cu,1u1)/g. Here, only 6 out of 8 flow configurations
are retained for the discussion, thus rejecting the ones at the lowest φ. Specif-
ically, configuration 7 generates a solution. Though, this is not successfully
converged within 40 iterations. As regards configuration 8, the first operating
point on the left of the map, the code shows divergence as reversed flow arises
at some streamlines. This condition is determined by the computation of two
negative cM solutions for Equation 2.35. The results portray a quite smooth
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Figure 2.13: Overall work coefficient and efficiency as functions of the flow rate
coefficient for the NASA Rotor 02, comparing ARES solution and experimental
values from Miller et al. [94].

trend throughout the simulated points. This induces a significant similarity
of the ψ curves. However, a nearly constant vertical shift, ∆ψ = 0.13÷ 0.17,
suggests a tendency of the code to overestimate the pressure rise capability of
the rotor, especially at the highest flow coefficients. A similar consideration
may hold for the efficiency prediction. However, the discrepancy for this
statistics reach a peak over 9%, while near design conditions the accuracy
reach a significant order of 0.2%. The code proves to miss the abrupt efficiency
drop just after design conditions, as resulting from measurements. Thus, the
smooth trend recovered by the meanline method induces the great separation
at the farthest right operating points.

Comparisons between the spanwise distributions of flow quantities down-
stream of the rotor and experimental data are conducted to assess local accu-
racy. In configuration 1 (φ = 0.337), the rotor operates with a flow coefficient
exceeding the design value (Fig. 2.14) . The tangential component closely
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aligns with measurements across the majority of the span, deviating notably
only near the 70%. Conversely, the meridional component exhibits clear under-
estimation, with a substantial discrepancy increasing in the central region of
the blade but diminishing towards the extremes. Regarding the relative flow
angle, the two curves are nearly superimposed, indicating a high predictive
capability (Fig. 2.14b) . A slight deviation of ∼ 1◦ is observed starting from
around span 30%, decreasing towards the tip. This trend is driven by velocity
behaviours; up to this radial location, the tangential component demonstrates
substantial agreement, while the meridional one displays an increasing dis-
crepancy. Near mid-span, the meridional component reaches its maximum
deviation from the experiments. Then, it gradually approaches measurements
while consistently staying below them. Conversely, the tangential component
begins to deviate towards higher values. This effect compensates for the un-
derprediction of cM , thus bringing the β2 curve back within the experimental
range.

Differently, the pressure rise estimate is stably and considerably overesti-
mated (Fig. 2.14c) . While at lower spans the trend is similar to the experiments
and the deviation remains around ∆cp0 = 0.2, starting from approximately
40% of the blade height the total head losses are significantly underpredicted.
The code demonstrates difficulty in predicting the flow evolution in the upper
half. Specifically, the pressure rise remains almost constant, thus missing the
linear decrement obtained from measurements. This aspects also justify the
overprediction of the BE efficiency across the entire span (Fig. 2.14d) . How-
ever, the effects here appear mitigated. The uniform trend is almost replicated
from experiments, thus keeping the discrepancy around an average value of
+5.5%, except at the at mid-span. Here, in fact, the meanline approach misses
the measured bend, which generates a local deviation up to +8%.

Configuration 5 (φ = 0.292) is taken as representative of near-design
operations (Fig. 2.15) . In this regard, when incidence angles are within a range
of optimal values, the overall efficiency showed the best agreement. The local
analysis of the velocities distributions depicts a significant improvement in the
meridional component prediction (Fig. 2.15a) , even though the central part of
the blade still exhibits a tendency toward an underestimation. Conversely, cu
overprediction results enhanced if compared with the previous outcomes, but
the greater accuracy on the lower half appears confirmed. The combined effect
of the two computed components is again drawn by inspection of the relative
flow angle (Fig. 2.15b) . For this flow configuration the computed solution
portrays an impressive agreement with the experimental curve, except for a
minor deviation around span 10%. Anyhow, this results from the interaction
between the under- and over-prediction of the velocities components, thus an
isolated analysis of β2 may induce to misleading conclusions on the accuracy.

As regards the pressure field, the general tendency to overestimate the
head rise is further confirmed (Fig. 2.15c) . In fact, although the trend in this
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Figure 2.14: Spanwise distribution of the flow statistics, comparing ARES
solution and experiments from Miller et al. [94], downstream of the NASA
Rotor 02, for flow configuration 1 (φ = 0.337). Reported quantities include:
normalised tangential and axial velocities (a), relative angle (b), total pressure
coefficient (c) and BE efficiency (d).

case resembles the one from measurements, the right shift denotes a stable
overestimation, which is on average around ∆cp0 = 0.5. On the opposite, the
BE efficiency curve is significantly improved (Fig. 2.15d) . The two curves
interscate, which suggests that for some locations there exists high punctual
accuracy. Despite a maximum deviation of about −5.5% at span 70%, the
computed solution portrays overprediction around the same order even in the
vicinity of hub and tip regions. This favours a mitigation of the discrepancies
during spanwise integration, thus leading to a high similarity between the
overall statistics.

HIREP

The HIgh REynolds number Pump (HIREP) facility was employed to conduct
experiments on the effects of an Inlet Guide Vane (IGV) when placed ahead
of a rotor [134, 133]. Measurements were taken downstream of both the IGV
and the straigth-duct rotor. Specifically, the data from the first station are
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Figure 2.15: Spanwise distribution of the flow statistics, comparing ARES
solution and experiments from Miller et al. [94], downstream of the NASA
Rotor 02, for flow configuration 5 (φ = 0.292). Reported quantities include:
normalised tangential and axial velocities (a), relative angle (b), total pressure
coefficient (c) and efficiency (d).

retained and adopted here as inflow, spanwise-defined boundary conditions
(Fig. 2.16) . This allows for testing the code under non-uniform entering flow
conditions. Although the meridional velocity distributions were in general
non-uniform even for the NASA R02, the stream at the inlet was assumed with
no tangential components in the reports [94]. In this case, the presence of the
upstream IGV necessarily adds pre-swirl to the mass flow rate reaching the
rotor. As a consequence, the rotating blades processes an accelerated entering
flow, characterised by positive cu components. Thus, 7 points are selected to
sample the tests database. Hence, the corresponding values of the tangential
and axial velocity (Fig. 2.16a) and total pressure (Fig. 2.16b) are extracted
and used as input for the ARES parameter file. It should be noted that, in
the absence of measured quantities at the hub, to let the code solve the entire
passage height, the last sampled flow statistics near the root are assumed
copied at span 0.

The analysis of the integral statistics focuses on the behaviour of the torque
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Figure 2.16: Spanwise distribution of the flow statistics downstream of the
HIREP IGV under design conditions. The values from Zierke et al. [134] are
sampled and retained as inflow boundary conditions for simulation of the
rotor flow with ARES.

coefficient, KC , as a function of the flow rate coefficient (Fig. 2.17) . The
definitions for the two parameters, as given in the reference study [134],
respectively hold as:

KC =
C

ρn2D5
(2.66)

φ =
Q

nD3
(2.67)

C denoting the shaft torque.
In reproducing the operating map, the inflow boundary conditions are

maintained as depicted for the design point (φ = 1.36) in Figure 2.16 . Thus,
only the rotor speed, n, is varied from 228 to 292 rpm, which corresponds
to a range of flow coefficients between 1.2 and 1.54. As φ is modified, local
variations of the flow variables are expected downstream of the IGV, with a
particular influence on the total pressure spanwise distribution. However, the
rotor inflow quantities, specific for each operating point, are not provided in-
side the tests data set and assuming them unaltered is necessary to investigate
the off-design study. The results confirm a significant accuracy regarding the
prediction of overall performance at near-design conditions. Conversely, the
meanline method demonstrates a noticeable tendency to delay the statistics
drop at lower flow coefficients while emphasising non-optimal operations at
conditions exceeding the design point. Here, the underprediction is as low
as ∆KC = −0.07. For the design point, spanwise distributions of the velocity
and pressure fields are included in the measurements database, thus allowing
for a local accuracy assessment (Fig. 2.18) . Both the tangential and axial com-
ponents of the predicted absolute velocity depict a consistent proximity to the
experimental curves (Fig. 2.18) . Specifically, not only are the profiles recovered
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Figure 2.17: Overall torque coefficient as a function of the flow rate coefficient
for the HIREP rotor, comparing ARES solution and experimental values from
Zierke et al. [134].

with significant agreement, but the deviations are also limited. By inspection
of the numerical solution, the code portrays an over-turning of the inflow
cu components, thus resulting in negative velocities. This contrasts with the
real rotor, which instead generates an almost rectified flow. Consequently, the
augmented magnitude of the tangential component induces a reduction in the
meridional component, following the continuity assumption.

On the other hand, the total pressure prediction confirms a tendency to
underestimate losses (Fig. 2.18b) . Although the separation between experi-
mental and numerical curves is much more reduced compared to the previous
discussions, the meanline solution is stably higher, with a maximum discrep-
ancy in the central portion. While considering the static pressure field, the
nearly constant spanwise distribution is consistently reproduced, although
uniformly distant from the measurements, indicating overprediction. This
trend aligns with the other data. Within ARES, as explained in the code presen-
tation, only the total head is solved. Therefore, the static quantity results from
the difference between h0 and the absolute kinetic term. Given the similarity
of the velocity field, the overprediction of the total head causes the right shift
of cp. Here, the local fluctuations of the several variables compensate for each
other, resulting in the constant spanwise trend.

AxWJ-2

This pump represents a typical example of pump, specifically designed for
waterjet applications [92, 28, 84]. The geometry is extensively presented in
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Figure 2.18: Spanwise distribution of the flow statistics, comparing ARES solu-
tion and experiments from Zierke et al. [134], downstream of the HIREP rotor,
for design conditions (φ = 1.36). Reported quantities include: normalised
tangential and axial velocities (a) and total and static pressure coefficients (b).

Section 3.3, where the discussion deeply focuses on the validation of the
CFD models based on such test case. Differently from the previous test cases,
this pump is composed by both a rotor and a stator. Furthermore, the duct
geometry experiences significant variations from the inlet to the outlet station.
Specifically, the tip to hub radius ratio transitions from 0.3 at the rotor entrance,
to 0.25 at the machine outflow, with a maximum value of 0.5 at mid-stage. In
this regard, the entire passage cannot be assumed as a straight duct.

The operating map is recovered through systematic variation of the inlet
flow rate, while letting the rotor speed and inlet total pressure unchanged
(Fig. 2.19) . In this regard, the flow and work coefficients are defined as in
the previous geometry study, while the efficiency is computed following the
relation used for the NASA R02. Spanwise-uniform boundary conditions are
considered for this test case, thus inducing constant radial distribution of the
inflow meridional velocity and no pre-swirl component. The computed points
extend well above the design conditions, and even at higher flow configu-
rations than measured during experiments. The code proves stable even for
entering flow rates 30% greater than the expected value. However, while the
predicted head rise and efficiency portray a smooth decreasing behaviour, the
performance drop is notably exaggerated. Specifically, considering the second
parameter, the discrepancy starts from a value of ∼ 5% near design conditions
(φ = 0.85) and becomes almost doubled for the operating point at the farthest
right. Conversely, towards the best efficiency point the meanline prediction
approaches measurements. In fact, around φ = 0.77 the deviation in the effi-
ciency curve is reduced to 1.4%. Similar considerations hold for the pressure
rise characteristic, where the most accurate estimate reaches ∆ψ = 0.06 at the
first point on the map.
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Figure 2.19: Overall head coefficient and efficiency as functions of the flow rate
coefficient for the AxWJ-2 pump, comparing ARES solution and experimental
values from Chesnakas et al. [28].

PIV measurements were performed by Chesnakas et al. [28] downstream
of both the rotor and the stator. The velocities of the flow leaving the rotating
blade are analysed first (Fig. 2.20) . Across the mid-stage plane, the radial
distribution of the axial component closely aligns with the measured curve, ex-
cept for a considerable velocity defect from the hub to span ∼ 20% (Fig. 2.20a)
. Thus, the plots are almost superimposed up to the tip location, where the
meanline code denotes a weakness in predicting the near shroud dynamics
affected by the boundary layer. Similarly, the estimate for cu portrays the main
discrepancies in the lower portion of the rotor blade, while for a substantial
central region the prediction is considerably accurate (Fig. 2.20b) . The scarce
end-wall capturing ability induces a marked difference at the tip end for this
velocity component as well.

Hence, the code reliability is evaluated downstream of the stator blade
(Fig. 2.21) . Here, the comparison with experiments is only approximate. In
fact, ARES solves the outlet plane assuming it coincides with the trailing edge
locus of points, whereas during the test campaign, measurements were taken
at the nozzle exhaust. As aforementioned, the duct section undergoes several
variations from the inlet to the outlet sections. In particular, the flow leaving
the stator blade further expands in the terminal portion of the nozzle. The
latter consisting in a convergent, axisymmetric shape, with no centerbody
obstruction. As a consequence, part of the axial velocity defect in Figure 2.21a
is ascribed to the different extension of the sectional area. Despite this consider-
ation, the spanwise trend aligns with the experimental curve. The code proves
to capture the fluctuation just above span 40%. Conversely, it exaggerates the
velocity drop near the blade root.
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Figure 2.20: Spanwise distribution of the flow statistics, comparing ARES
solution and experiments from Chesnakas et al. [28], downstream of the
AxWJ-2 rotor, for design conditions (φ = 0.85). Reported quantities include:
normalised meridional (a) and tangential (b) velocities.

Regarding the tangential component, it is expected to be only marginally
affected by the further downstream nozzle contraction (Fig. 2.21b) . Never-
theless, the meanline prediction indicates a difficulty in providing a rectified
flow similar to the real machine. The trends of the two curves are substantially
different, and the minimum discrepancy can only be detected near span 40%,
due to a peak in the measured data. However, the maximum velocity values
are recovered by ARES exactly where the measurements suggest that the
tangential component is suppressed. Furthermore, the code fails to capture
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Figure 2.21: Spanwise distribution of the flow statistics, comparing ARES
solution and experiments from Chesnakas et al. [28], downstream of the
AxWJ-2 stator, for design conditions (φ = 0.85). Measurements refer to the
nozzle exhaust, which further expands the flow from the station used for
meanline predictions, at the blade trailing edge. Reported quantities include:
normalised meridional (a) and tangential (b) velocities.
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local fluctuations along the radial coordinate. Additional investigations are
expected to reveal the possible influence of the duct shape on this behaviour,
thus recovering possible ways to mitigate it.

In general, ARES proves an efficient and fast tool for axial-flow pumps
performance prediction. Despite a tendency to underestimate the losses, at
near design conditions the computation provides low error estimate of the
overall statistics for a variety of geometry and operating configurations. Out-
side optimal operations, the code demonstrates stability, particularly for flow
rates higher than the design, despite a pronounced overestimation of the per-
formance drop. Conversely, at lower flow coefficients, the analysis becomes
less robust, and potential divergence or flow reversals may occur.

At a local level, the spanwise distributions of the velocities are generally
well-captured. However, the pressure field consistently exhibits considerable
overprediction. There is a belief that there is room for improving the code
accuracy. While at the current stage it proves usable across many different
applications, further examination of the available empirical correlations and
additional calibration are expected to benefit the accuracy at both local and
overall level, making it possible to encompass a wider range of operating
points.
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3.1 Numerical methods

This section addresses the numerical methodology employed for CFD analysis
throughout the entire manuscript.

3.1.1 Governing equations

The technique used in homogeneous multiphase analysis involves the sharing
of a unified flow field across all fluids, resulting in identical transported
quantities for both the liquid and vapour phases. Instead of solving individual
phasic transport equations, the model focuses only on bulk transport equations
[3]. Consequently, for dynamical modelling of the liquid/vapour mixture, a
pressure-based RANS solver in a steady-state framework is employed. This is
designed based on the Reynolds decomposition (ϕ = ϕ̄+ ϕ′), and the model
can be represented by the following momentum equations:

∂ (ρ̄mūj)

∂xj
= 0 (3.1a)

∂ (ρ̄mūiūj)

∂xj
= −∂p̄δij

∂xj
+
∂τ̄ ij
∂xj

+
∂Tij
∂xj

+ Si (3.1b)

In the equations, ūi represents the ensemble-averaged velocity component
along the i-th direction, ρ̄m is the ensemble-averaged mixture density, and p̄
denotes the ensemble-averaged mechanical pressure. Moreover, τ̄ ij signifies
the molecular stress tensor components, and Tij = −ρ̄mu′iu′j denotes the
Reynolds stress tensor components. The molecular stress components are
described according to the Newtonian flow hypothesis by the equation:

τ̄ ij = µ̄m

(︃
∂ūi
∂xj

+
∂ūj
∂xi

− 2

3

∂ūs
∂xs

δij

)︃
(3.2)

Here, µ̄m represents the mixture molecular viscosity, and δij indicates the
Kronecker tensor. These parameters are defined by the volume fractions as
follows:

ρ̄m = αlρ̄l + αvρ̄v (3.3a)

µ̄m = αlµ̄l + αvµ̄v (3.3b)

Where αl and αv signify the liquid and vapour volume fractions, re-
spectively. Finally, Si denotes the source terms associated with the moving-
reference portions of the domain. It should be noted that the fluid equations
are cast in a general form for a two-phase medium. However, when a single-
phase fluid is considered (i.e. pure liquid in the present study) the volume
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fractions reduce to αl = 1 and αv = 0 anywhere in the domain and the equa-
tions are solved with Equations 3.3 being constantly defined in the entire
domain.

3.1.2 Modelling of turbulence

The Reynolds stress components are incorporated through the application of
Boussinesq’s hypothesis:

−ρ̄mu′iu′j +
2

3
kδij = µT

(︃
∂ūi
∂xj

+
∂ūj
∂xi

− 2

3

∂ūs
∂xs

δij

)︃
(3.4)

Here, k = 1/2ρ̄mu
′
iu

′i represents the turbulent kinetic energy, while µT de-
notes the turbulent viscosity. The selection of the latter involves several models
of varying complexity to determine the numerical model sensitivity to tur-
bulence closure. Precisely, the present analysis employs several 1-, 2- and
4-equation techniques. These models are briefly reviewed here, but for a more
comprehensive understanding, readers are advised to refer to the specific
literature or the Ansys CFX [3] and Fluent [4] theory guides. Throughout the
analysis, the default settings for all the models remain unchanged.

1-equation models: Spalart-Allmaras and Eddy Viscosity Transport Equa-
tion

Both the Spalart-Allmaras (SA) [112] and the Eddy Viscosity Transport Equa-
tion (EVTE) [90] models features a single transport equation dedicated to the
kinematic eddy viscosity, ν̃t, expressed as follows:

∂ρ̄mν̃t
∂t

+
∂ρ̄mūj ν̃t
∂xj

= Gν̃t
− Yν̃t

+

+
1

σν̃t

[︄
∂

∂xj

{︃
(µm + ρ̄mν̃t)

∂ν̃t
∂xj

}︃
+ Cb2ρm

(︃
∂ν̃t
∂xj

)︃2
]︄

(3.5)

The two approaches mainly differing based on how they define the pro-
duction, Gν̃t , and destruction, Yν̃t , of turbulent kinematic viscosity, as well as
related constants (e.g., Cb2). Here, µm denotes the mixture molecular viscosity,
while for the kinematic eddy viscosity the following relation holds:

µt = ρ̄mν̃t (3.6)

For in-depth information regarding the model constants and a detailed
explanation of each term, one can refer to the corresponding theory guides [3,
4].

2-equation models: k − ε and k − ω SST

The k−ω SST [91] model integrates a blending function to smoothly transition
from the standard k−ω model [124] in the boundary layer to a higher Reynolds
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number form of the k−ε [73] model in the boundary layer outer region. Either
ε and ω based closure techniques share a common transport equation for the
turbulent kinetic energy, k, defined as:

∂(ρ̄mk)

∂t
+

∂

∂xj
(ρ̄mūjk) =

∂

∂xj

[︃(︃
µ̄m +

µt
σk3

)︃
∂k

∂xj

]︃
+ Pk −Dk (3.7)

With the turbulence production term,Pk, being identically formulate, the
only differences lie in the definitions of the turbulent kinetic energy dissi-
pation, Dk, as a function of ε and ω, accordingly, and the relations for the
turbulent viscosity, respectively obtained from:

µt = ρmCµ
k2

ε
(3.8)

µt = ρmν̃t
k

ω
(3.9)

The models then differentiate based on the second closure equation, being
respectively cast as a transport evolution of the turbulent kinetic energy
dissipation rate, ε = νm∂u

′
i/∂xj

∂u′
i/∂xj , and of the turbulent frequency, ω = ε/k.

The corresponding definitions hold as:

∂(ρ̄mε)

∂t
+

∂

∂xj
(ρmūjε) =

∂

∂xj

[︃(︃
µ̄m +

µt
σε

)︃
∂ε

∂xj

]︃
+
ε

k
(Cε1Pk − Cε2ρ̄mε)

(3.10)

∂(ρ̄mω)

∂t
+

∂

∂xj
(ρmūjω) =

∂

∂xj

[︃(︃
µ̄m +

µt
σω3

)︃
∂ω

∂xj

]︃
+ (1− F1) 2ρ̄m

1

σω2ω

∂k

∂xj

∂ω

∂xj
+ α3

ω

k
Pk − β3ρ̄mω

2

(3.11)

Modifications to the ε transport equation and the Cµ definition proposed
by Shih et al. [108] contributed to the formulation of the so-called Realizable k−
εmodel, which has shown distinct improvements over the other k−ε variants.
For this reason, this modified arrangement is adopted in the present study and
the reader is referred to the Fluent theory guide [4] for detailed explanations of
the altered definitions. Specifically designed to consider turbulent shear stress
transport, the SST model improves the accuracy of the previous formulations
in predicting flow separations under adverse pressure gradients. This is done
by modifying the definition of the k − ω turbulence viscosity in such a way
that the strain rate magnitude, S, is taken into account:

µt = ρmν̃t
k

ω

1

max
[︂

1
α∗ ,

SF2

α1ω

]︂ (3.12)

Detailed interpretations of the terms are extensively available in the theory
guide [3, 4].
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4-equation model

The four-equation Transition SST (TSST) model [72], also recognized as the
γ − Rẽθt model, endeavours to enhance the two-equation k − ω SST model
by introducing two additional transport equations, addressing intermittency
(γ) and transition onset criteria (R̃eθt) regarding transported momentum-
thickness Reynolds number. These parameters are aimed at capturing the
transition from laminar to turbulent flow, whereas the k − ω SST model
assumes full turbulence. The associated equations are as follows:

∂(ρ̄mγ)

∂t
+
∂ (ρ̄mūjγ)

∂xj
= Pγ1 − Eγ1 + Pγ2 − Eγ2 +

∂

∂xj

[︃(︃
µ̄m +

µt
σγ

)︃
∂γ

∂xj

]︃

(3.13a)

∂
(︂
ρ̄mRẽθt

)︂
∂t

+
∂
(︂
ρ̄mūjRẽθt

)︂
∂xj

= Pθt +
∂

∂xj

[︄
σθt

(︄
(µ̄m + µt)

∂Rẽθt
∂xj

)︄]︄
(3.13b)

In these equations, Pγ1 and Eγ1 represent relaminarization sources, while Pγ2
and Eγ2 denote the relaminarization sources. Pθt is the source term in the
transport equation of R̃eθt. These equations interact with the k− ω SST model
through alterations in the transport equation for k.

3.1.3 Modelling of cavitation

The Zwart-Gerber-Belamri (ZGB) cavitation model [135], identified as the sole
incorporated cavitation model in CFX, is utilized to address the cavitation
effects. Based on the Rayleigh–Plesset equation, this model describes the
expansion of a spherical vapor bubble within a liquid. Consequently, an
auxiliary transport equation is employed to represent the cavitation effect,
which reads as:

∂ (αvρv)

∂t
+
∂ (αvρvuj)

∂xj
= ṁvap − ṁcond (3.14)

were, ṁvap and ṁcond represent the vaporization and condensation terms,
defined as follows:

ṁvap = Fvap
3ρv (1− αv)αnuc

Rnuc

√︃
2

3

pv − p

ρl
(p ≤ pv) (3.15)

ṁcond = Fcond
3ρvαv
Rnuc

√︃
2

3

p− pv
ρl

(p ≥ pv) (3.16)

Here, p is the local pressure, pv is the saturation pressure, Fcond is the conden-
sation coefficient, Fvap is the vaporization coefficient, Rnuc is the nucleation
site radius, and αnuc is the nucleation site volume fraction. According to the
CFX theory guide [3], the ZGB model coefficients are set to Fcond = 0.01,
Fvap = 50, Rnuc = 1× 10−6 m and αnuc = 5× 10−4.
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3.1.4 Thrust-Drag Bookkeeping

Following the aeronautically-inspired nature of the present model, the metrics
for propulsive performance evaluation are borrowed from the aero-engine
Thrust-Drag Bookkeeping (TDB). Modified near-field approaches have already
proven their reliability and robustness for application to turbofan nacelles
optimisation [82]. For this reason, the same numerical approach is adopted in
the next Chapter discussion. To maintain consistency, the methodology is here
briefly outlined to be employed for installed pump configuration propulsive
performance. The focus of the work is the behaviour of pump installation
inside an axisymmetric intake. The remainder of a notional submerged propul-
sor, that consists on the nozzle outlet geometry, is not included at the current
stage. Additionally, the domain is truncated at the nozzle out-plane, thus
assuming adaption to ambient conditions As a consequence, the post-exit
stream tube is cut out from the domain and the corresponding influence on
the propulsive characteristic is neglected. The system configuration can be
conceptualised as in Figure 3.1 .

Figure 3.1: Domain decomposition for the thrust-drag bookkeeping of the
present model. Image adapted from Robinson et al. [104].

According to the bookkeeping theory, the control volume is subdivided
into two regions where both Gauge (FG) and wall forces contribute to deter-
mining the net thrust acting on the propulsor. Based on the zone were they
are computed, wall forces are defined as θ or ϕ components, respectively for
thrust and drag domain quantities. The latter being identified as the volume
fractions correspondingly inside and outside the processed stream tube that
can be defined as the revolution of the stagnation and ejected stream line.
Forces components are obtained using the following [82]:

ϕ, θ = x̂

∫︂ ∫︂
[(p− p∞)n̂+ τ̄w · n̂] dA (3.17)

FG = x̂

∫︂ ∫︂ [︂
(p− p∞)n̂+ ρV (

−→
V · n̂)

]︂
dA (3.18)

where x̂ is the advancing direction along which forces are computed, p∞ is the
undisturbed static pressure, n̂ is the walls surface normal, τ̄w is the tensor of
the wall viscous stresses. From Figure 3.1 it follows that for the nacelle drag
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computation the next relation holds:

Dnac = ϕpre + ϕnac +���ϕpost (3.19)

Here, the pre-entry stream tube drag component results from the momentum
balance as:

ϕpre = FG2 − FG0 + θint + θsp (3.20)

Then, it is possible to normalise the drag force through the maximum cross-
sectional area of the propulsor, Amax, to recover the drag coefficient as:

cDnac =
2Dnac

ρv2∞Amax
(3.21)

In addition, when momentum imbalance is integrated over the whole control
volume, the net thrust results as:

T = FG0 − FG9 +Dnac (3.22)

For further details on the derivation of the previous equations the reader is
referred to the copious literature production [29, 113, 104, 81, 102, 82].

3.2 Propulsor 2D-axisymmetric model

3.2.1 Computational model

Inlet geometry

The geometry selected for the intake numerical models validation is that
reported by Sobolewski [111] (Fig. 3.2) . This choice is motivated by its geo-
metrical, operational and fluid dynamic affinity with the propulsor developed
by SEALENCE S.p.a. The adopted model epresents a suitable reference for
high-performance waterjet ram-type inlets. Its design being the result of a com-
promise between minimum drag and cavitation-free operations at both cruise
and hump velocities of 100 kts and 35 kts respectively. To this end, a variable
area device was devised, by employing an axially movable centerbody (or
plug) to match the wanted IVR for fully-retracted (take-off) and fully-extended
(cruise) configurations. Trial and error approach allowed for the selection of
the optimal solution satisfying the requirements, which is characterised by a
capture-area-based IV R = 0.85 and 0.89, respectively for in- and off-design
conditions [71]. The flow is then delivered to the pump, housed inside the
ship, through the hollow pod welded to the hull. The present work retains
and investigates only the intake portion, thus cutting the part from which the
flow is redirected towards the vertical ducting.
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Figure 3.2: Outline of the reference intake geometry with plug in both fully-
retracted and fully-extended configuration. Hub trace for cruise condition is
depicted with dotted lines. The dimensions are normalised using the highlight
radius, rhl.

Domain discretisation

The two-dimensional computational domain is discretised using Pointwise®,
by adopting a multi-block strategy through structured type elements (Fig. 3.3)
. The far-field boundary is shaped through a circular arc, extending up to ∼ 20

times the highlight radius, rhl, from the propulsor walls near-field. To further
distance the outflow boundary conditions from the effective intake geometry,
horizontal extensions are created from the right ends of the walls to about
10 rhl. The beginning cells are generated using a normal extrusion from the
solid surfaces, by choosing an initial off-wall spacing of ∼ 2 · 10−5 rhl, which
is suitable for a y+ estimate lower than 1 for any considered flow condition.
Cell sizing is gradually expanded towards the external boundaries following
a geometrical progression with a growth rate approximately equal to 1.05.
Nodes counts in the wall-tangential direction are adjusted to favour denser
distributions at the rounded regions, especially at the highlight and the plug
extremities. Following this strategy for both fully-retracted (Fig. 3.3a) and
fully-extended (Fig. 3.3b) configuration, the grid quality was ensured to
maintain in any case either maximum and average equiangular skewness
below 0.61 and 0.12, respectively.

Numerical schemes and boundary conditions

The solution of the 2D-axisymmetric steady-state RANS equations is ap-
proached using the cell-based Finite Volume solver from Ansys, Fluent [5].
The momentum, pressure, and turbulence terms are initially discretised using
first-order upwind schemes until convergence is achieved. Subsequently, the
accuracy is switched to second-order schemes for pressure and third-order
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(a) (b)

Figure 3.3: Closeup view of the computational grid around the intake wall for
both fully-retracted (a) and fully-extended (b) configuration.

Monotone Upstream-Centered Schemes for Conservation Laws (MUSCL) for
the remaining terms.

To exploit the ability of the solver to obtain axisymmetric solutions from a
planar computational domain, the axis boundary condition must be applied
along a linear connector aligned with the x−axis. The flow configuration is
instead imposed by combining different types of boundary conditions. The
mass flow rate is enforced on the vertical connector, where the actual geometry
is truncated, before the flow is redirected to the pod ducting and then to
the pump. For the far-field circular-arc, velocity inlet boundary condition is
chosen, while static pressure is imposed through a pressure outlet condition
on the vertical line that completes the domain by linking the free-stream
with the propulsor surfaces extensions. The latter, together with all the other
geometry curves, are treated as no-slip walls.

Computations are initialised using an hybrid technique and solved until
convergence before changing the discretisation order and proceeding until
completion. In this regard, the convergence criteria are set on the equations
residuals to be lower than 1 · 10−5 and on the per-iteration x−component
walls’ force residual to be lower than 1 · 10−6.

3.2.2 Results

To conduct an extensive sensitivity study of the model, the analysis includes
either mesh dependency and turbulence treatment variability. The first aspect
is addressed through generation of three mesh refinements, namely: coarse,
medium and refined. These count, respectively for retracted and extended
configurations, 253k and 376k cells on the first level, 571k and 755k on the
second, and 1.37M and 1.5M on the latter. The chosen values are consistent
with the intention to maintain at least a factor 2 throughout the refinement
process. As far as the turbulence modelling, four formulations with increas-
ing complexity of the boundary layer treatment are considered, namely: the
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1-equation Spalart-Allmaras, the 2-equation standard k − ε, the 2-equation
SST and the 4-equation Transition SST. Computations are performed to re-
produce experimental measurements from Sobolewski [111], which included
investigating both in- and off-design conditions.

Typical solutions of the two configurations are taken from the medium
grid simulations and reported in Figures 3.4 and 3.5 respectively, through
pressure coefficient contours superimposed with streamlines, colourised with
the normalised stream function, ψ. The latter, derived from ρuj = ±∂ψ/∂xi [5],
is made non-dimensional using the mass flow rate processed by the pump,
ṁpump. In particular, the analysis focuses on three operational configurations:
a take-off-typical situation where (cruise-capture-area-based) IV R = 3.34

and highlight diameter-based Reynolds number, Rehl = ρv∞Dhl/µ = 3 · 105,
and two more at high-speed cruise regimes, characterised by IV R = 0.71,
advancing on a flow with Rehl = 1.2 · 106. What differentiates the latter is the
simulated submergence, which regulates the free stream static pressure and is
here expressed through the cavitation number as follows:

σ =
2(p∞ − pv)

ρv2∞
(3.23)

For the three computations, this value is taken respectively equal to: 11.39
(Fig. 3.5) , 0.128, and 0.082 (Fig. 3.4) , which correspond to the opposite of the
pressure coefficient evaluated at the saturation pressure.

At near-design conditions the inner plug is completely extracted, which
reduces the passage section at the highlight if compared to initial hump
phases. The capture stream-tube is such shaped that the stagnation line is
almost located at the highlight point, thus generating an optimal distribution
of the entering mass flow rate and a reduction of the entrance losses. The flow
smoothly accelerates through the intake throat and is then gradually diffused
before being redirected to the pump. In this regard, the pressure field depicts
almost the same solution for any considered turbulence model, except for
minor local differences detectable in the 4-equation closure case (Fig. 3.4d) ,
which appear induced by the corresponding velocity field distribution. In fact,
when considering this variable, the four turbulence models recover different
behaviours, mainly related to the prediction of the boundary layer in the
diffusing region. In particular, both the SA (Fig. 3.4a) and the SST (Fig. 3.4c)
agree in recognising the presence of a single circulation bubble at the hub,
following the flow deceleration. However, for the former tends to place the
re-attachment location further downstream and to overestimate the bubble
thickness if compared with the latter. Conversely, the flow evolution obtained
with Transition SST depicts the presence of a non-uniform boundary layer
development, where the circulation narrows before enlarging again. Anyhow,
the overall extension of the bubble is significantly reduced than the previous
solutions. Regarding this aspect, the k−ε (Fig. 3.4b) performs much differently,
being insensitive to the boundary layer growth occurring at the hub.
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Figure 3.4: Contours of pressure coefficient, cp, superimposed with stream-
lines colourised by stream function, ψ, normalised with the pump mass flow
rate. Results are taken from medium grid domain at IV R = 0.71, highlight-
based Rehl = 1.2 · 106 and inflow cavitation number σ = 0.128, for the four
turbulence models, respectively: Spalart-Allmaras (a), k − ε (b), SST (c) and
Transition SST (d).

On the other hand, at take-off operations the captured streamlines assume
a convergent trend, typical of low advancing speed conditions, where the
mass flow rate processed induces a highlight velocity substantially higher
than the undisturbed one. As a consequence, during the acceleration phase the
intake acts as an expansion device until the propulsor reaches a condition such
that the free stream speed and the mass flow rate generate a divergent outline
of the external stagnation streamline. It should be noted that the retraction of
the inner plug is fundamental during take-off. In fact, this action leads to an
actual (area-based) IV R = 1.33, over 2.5 times lower than the same quantity
evaluated with the cruise-section area, which would probably correspond to
prohibitive operating conditions for the system, due to the high flow turn
at the lip, responsible for either separation or cavitation cloud obstruction.
For this flow condition turbulence modelling variation shows no significant
difference. A single uniform circulation region originates at the lip and extends
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approximately up to the throat location. Although the SA (Fig. 3.5a) and the
γ − Rẽθt (Fig. 3.5d) tend to recover a larger extension, the boundary layer
thickness is the same as the one reported by the other 2-equation models
(Figs. 3.5b and 3.5c). In any case, the depression occurring within this region
results in pressures that never exceed the saturation limit.
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Figure 3.5: Contours of pressure coefficient, cp, superimposed with streamlines
colourised by stream function, ψ, normalised with the pump mass flow rate.
Results are taken from medium grid domain at IV R = 3.34, highlight-based
Rehl = 3 · 105 and inflow cavitation number σ = 11.39, for the four turbulence
models, respectively: Spalart-Allmaras (a), k − ε (b), SST (c) and Transition
SST (d).

As additional metrics for the model sensitivity, a set of local quantities
distributions (Fig. 3.6) is considered, namely: the non-dimensional wall dis-
tance, y+, and the skin friction coefficient, cf . These statistics are compared
by including both the discretisation and turbulence modelling variability. In
particular, axial values are extracted from the spike wall, at both retracted
(Figs. 3.6a and 3.6d) and extended (Figs. 3.6b and 3.6e) configuration, and at
the nacelle external cowl (Figs. 3.6c and 3.6f). The corresponding flow condi-
tions are: σ = 11.39, σ = 0.128 and σ = 0.082. In any setup, the plots depict
a clear mesh independency within the same turbulence model. A similar
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consideration applies even to turbulence treatment when 1-equation SA and
2-equation SST models are considered. In fact, they both recover almost the
same distribution of y+ and cf , for any geometrical and flow configuration,
thus denoting an equivalent performance in what regards boundary layer
reconstruction. In general, the shear layer predicted by the k − ε is greater
than the other models, despite showing a trend relatable to the two previ-
ously mentioned. In this regard, the 4-equation model recovers a substantial
different behaviour. Either for retracted (Figs. 3.6a and 3.6d) and extended
(Figs. 3.6b and 3.6e) configuration, the friction velocity on the fore portion of
the spike abruptly decays before stabilising, which contrasts with the smooth
outline depicted by the other solutions. At the terminal section of the retracted
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Figure 3.6: Axial distributions of non-dimensional wall-distance, y+ (a-c), and
skin friction coefficient, cf (d-f), parametric on the grid refinements and tur-
bulence models for the three free stream conditions considered, respectively:
σ = 11.39 (a−d), σ = 0.128 (b−e) and σ = 0.082 (c−f).

plug, all models distinctly exhibit a sudden decrease in shear stress, with the
Transition SST results being particularly accentuated. Moreover, the Transition
SST results demonstrate a gradual increase preceding the connection to the
hub, a distinctive observation not found in the other presented plots. As for
the extended layout, the 4-equation model shows a significant influence of the
entry flow dynamics at the highlight section, with the presence of markedly
non-linear oscillations completely absent in the other curves. Despite minor
differences generated by the three grid resolutions, the refinement does not
seem to sufficiently mitigate the fluctuations. When considering the wall flow
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on the external cowl, similar considerations can be drawn. However, while
the magnitudes of the values are consistent with the previous discussion, the
curves exhibit more comparable shapes in their trends.

Comparison with the experiments [111] is analysed through pressure coef-
ficient values. In Figure 3.7 the design theoretical predictions are reported,
where available, as a further detail. It should be mentioned that cp differs
in the internal data acquisitions of the spike (Fig. 3.7a) compared to the
spike external and nacelle measurements (Figs. 3.7b and 3.7c). Specifically,
the highlight average velocity is utilised for normalisation in the first case,
whereas the free-stream velocity is adopted in the other cases. The numerical
pressure fields demonstrate clear insensitivity to both grid resolution and
turbulence modelling, with all curves collapsing into a single one at any case
configuration. At take-off regimes (Fig. 3.7a) the present model performs
more accurately than design prediction, which instead proved to overestimate
pressure distribution. Despite the limited number of points available for com-
parison, the computations evidently show to fall in between the measurements
obtained at IV R = 3.20 and IV R = 3.40, with the agreement being better near
to the fore location. At the downstream end the CFD denotes to recover the
solution from theoretical model. A minor discrepancy can be detected for the
k−εmodel. The latter curve showing to depart from the others approximately
from the axial coordinate 2 and even more downstream. Even at extended
configuration (Fig. 3.7b) simulations provide a good approximation of the
physical case. Again, numerics produces more accurate predictions closer
to the plug leading tip, while gradually departing from test data towards
the rear portion. As regards the external cowl (Fig. 3.7c) , the present model
confirms its reliability in reproducing the experimental evolution. However,
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Figure 3.7: Comparison of pressure coefficient (cp) axial distributions between
present model and experiments from Sobolewski [111], parametric on the
grid refinements and turbulence models for three free stream conditions,
respectively: σ = 11.39 (a−d), σ = 0.128 (b−e) and σ = 0.082 (c−f).

although the general trend depicts significant adherence with test markers,
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the accuracy of the predicted undershoot near the lip cannot be tracked due
to the lack of measurements at that location. As a consequence, there is no
clue whether the discrepancy with the second station value is due to an over
estimation of the negative peak or rather to the delay of the numerical model
in recovering pressure. Anyhow, no improvements can be obtained from finer
spatial resolution or more complex closures of RANS equations.

The previous discussion has overall confirmed the grid independency of
the model, concerning the generated discretised domains. For this reason, to
favour computing times for the optimisation loops discussed in Section 4.2,
which involve a large number of CFD evaluations, an additional grid was
defined to investigate the accuracy of a coarser mesh counting 119k cells to
keep the refinement factor unchanged. Such an extra-coarse grid is created
exclusively for the take-off retracted configuration, and the comparison is
drawn in Figure 3.8 by plotting together the experimental data as well as
the numerical results from the coarse level. The results in general prove that
the further mesh coarsening produces no significant loss of accuracy, with
the curves being still almost entirely superimposed with the corresponding
obtained with greater spatial resolution.
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Figure 3.8: Pressure coefficient axial distributions from present model and
experiments by Sobolewski [111], parametric on the turbulence models for
free stream condition σ = 11.39. Comparison between coarse and extra coarse
grids.

3.3 Pump 3D model

3.3.1 Computational model

Pump geometry

The ONR Axial flow Water Jet (AxWJ-2) stands as a marine propulsion sys-
tem tailored to meet the specific requirements of a hypothetical high-speed
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military vessel known as the Joint High-Speed Sealift (JHSS) [92]. At the
core of this waterjet system lies the axial-flow pump, the geometry and data
of which are publicly accessible, contributing to the development of fresh
designs and supporting research endeavours, including the exploration of
cavitation phenomena. For model testing, prototypes of the pump have been
scaled and examined within three distinct facilities: the Naval Surface Warfare
Center, Carderock Division (NSWCCD) 36-inch water tunnel, the Rolls Royce
Hydrodynamics Research Centre (HRC) pump loop, and the John Hopkins
University (JHU) water tunnel. Notably, the geometric configurations and
results obtained from the NSWCCD tests, as detailed by Chesnakas et al. [28],
serve as the point of reference for the current CFD study.

The NSWCCD water tunnel boasts a recirculation system that enables it
to function as a pump loop. It can be adjusted to generate varying pressures
within the tunnel, allowing for the exploration of the pump performance under
cavitating conditions. The flow rate is controlled through a tunnel impeller.
The AxWJ-2 test model, illustrated in Figure 3.9 , comprises a six-blade rotor
encased within a cylindrical housing, featuring a diameter of D = 304.8 mm
and a tip clearance of 0.5 mm. Downstream, the flow is expanded through a
nozzle equipped with an eight-blade rectifier stator. This stator component is
flanged at both the ogival hub and the shroud, ensuring a seamless transition
from the rotor dimensions to the throat diameter (D6 = 213.4 mm) through
the use of a revolved spline outline.

D6 = 213.4 mm D = 304.8 mm

ROTOR

STATOR

d = 50.8 mm 

FLOW

FLOW

NOZZLE

Figure 3.9: Geometry of the AxWJ-2 pump, adapted from Tan et al. [119].

Domain discretisation

The computational domain is constructed using a multi-block strategy (Fig. 3.10)
. Structured grids are exclusively employed to capture a singular passage
around the blade regions using ANSYS TurboGrid® (Fig. 3.10a) . This domain
includes the cylindrical inlet within the rotor domain, extending the inflow
boundary 2D upstream. The stator mesh is created near the blade, excluding
the cone nose, and is adapted to promote cells quality. The discretisation
methodology is based on a target node count to regulate the required domain
size for the sensitivity study. The initial cell spacing near the wall regions, end
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walls, and blade surfaces is selected to conform to the inlet relative Reynolds
number, aiming for an estimated y+ value ranging from 1.3 to 1.1 across the
three refinement levels. The maximum element length expansion rate is con-
strained to a maximum value of 2.1. Node distribution adjustments are made
to ensure precise discretisation of the rounded leading and trailing edges
without compromising the quality of surrounding cells (Fig. 3.10b) . For the
rotor blade, a modelled tip clearance of 0.02 inches is considered. Here, the
grid expansion rate aligns with the cell sizes on both the shroud and blade tip
surfaces.

A third block is generated using Pointwise® to further extend the domain
4D downstream and encompass the sharp end of the hub. This grid is divided
into two regions. The primary region is structured and radially expands from
the shroud boundary toward the axis of revolution. The domain is filled using
a hybrid meshing technique, encompassing a mix of hexes, tets, prisms, and
pyramids with typically extruded cells over the hub nose wall (Fig. 3.10c) .
Expansion rates and initial cell spacing are tailored to align with those of the
communicating outflow boundary of the upstream stator block.

(a)

(b) (c)

Figure 3.10: Details of the computational grid. (a) Blades’ surface discretisa-
tion. (b) Zoom into the tip layer. (c) Magnification of the hybrid mesh in the
proximity of the nose wall (green surface).
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Numerical schemes and boundary conditions

Steady-state simulations are executed utilising Ansys CFX, exploiting a node-
based Finite Volumes (FV) approach. The discretisation of advection and
turbulence terms is performed using a high-resolution scheme, smoothing
between first and second-order accuracy contingent on the local field gradient
values.

Regarding boundary conditions, the axial symmetry of the configuration
allows for computational cost reduction of the solution. This involves enforc-
ing rotational periodicity along the boundaries defining the blade channels,
resolving the circumferential flow evolution in the absent part of the domain.
Total pressure is imposed as the rotor inlet boundary condition, while the
mass flow rate is enforced on the domain outlet. Solid regions are managed as
no-slip walls. In a steady configuration, the interpolation of the field solution
between the rotating frame and the stationary one adopts a mixing plane
strategy. For matching sides between the stator and the exhaust resulting from
the multi-block strategy, a none-type interface can be chosen, as there is no
pitch change or frame change occurring.

For nominal operation or thrust breakdown analyses, the initial state
for the computations is set as single-phase solutions. Regardless of whether
the fluid is considered a pure liquid or a mixture, the convergence strategy
remains unaltered. Initially, solution stability is enhanced by conducting a
maximum of 200 iterations with a local timescale approach at a factor of 5.
The solution then switches to an auto timescale technique, maintaining the
default step computed by the solver. Iterations are halted at a maximum of
500. Hydraulic efficiency is monitored as an additional stopping criterion. The
Standard Deviation (SD) of that statistic is evaluated over a moving interval of
40 iterations. Computation interruption is determined by a value lower than
1× 10−3. Equation mass imbalances are consistently below 1%.

The loop computations were performed on a four-node cluster, each
equipped with 10 Intel® Xeon® Silver 4114 CPUs running at 2.20GHz. These
computations achieved convergence within 5 hours for the most demanding
configuration, which included fine grid conditions under full cavitation. On
average, the cavitation model sensitivity analysis required roughly 2 hours
for each simulated point.

3.3.2 Results

Nominal operations

A representative solution obtained using the current model is illustrated in
Figure 3.11 . The visualisation details the flow field distribution through single-
channel streamlines juxtaposed with static pressure contours along the pump
wall surfaces. It is evident that the pressurised flow exiting the rotor blades
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is realigned by the stator to ensure an axial direction, enabling an optimal
utilisation of the expansion for generating an axial thrust component.

-0.44 -0.07 0.30 0.66 1.03 1.40 1.77 2.14 2.50 2.87 3.24 3.61

Cp = 2(p− p∞)/(ρu2
∞)

Figure 3.11: Contours of inlet axial velocity−based pressure coefficient on the
pump walls, superimposed with a single-channel streamlines distribution.

In choosing the most appropriate numerical configuration, well-established
CFD standards are adopted following [33, 34, 35, 23]. The evaluation of the
system flow dynamics first focuses on a comparative analysis of the pump
statistics under non-cavitating conditions and the measurements conducted
by Marquardt [84]. Simulations are performed at a constant rotational speed
of 1400 rpm, with variations in the mass flow rate controlled through the
non-dimensional flow coefficientQ∗, whereQJ represents the volumetric flow
rate and n is the rotational speed in rpm. The flow coefficient spans from 80%
to 112% of the design condition, with uniform increments of ∆Q∗ = 0.034.
The inlet total pressure is determined to prevent cavitation initiation based on
the findings of Chesnakas et al. [28].

The assessment of the pump performance relies on three key parame-
ters: the head coefficient (H∗), the power coefficient (P ∗), and the hydraulic
efficiency (η). These metrics are mathematically formulated as follows:

H∗ =
pt6 − pt3
ρ(nD)2

(3.24)

P ∗ =
2πnT

ρn3D5
(3.25)

η =
Q∗H∗

P ∗ (3.26)

In these equations, pt3 and pt6 denote the total pressures at the inlet and outlet
stations, respectively, and are calculated at specific measurement locations as
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indicated by Marquardt [84]. The rotor torque is represented by the variable
T .

The analysis incorporates three levels of mesh refinement, categorised as
coarse, medium, and refined. These grids consist of n3 = 1.37, n2 = 2.88,
and n1 = 6.02 million cells, respectively. Each mesh is evaluated using three
progressively complex turbulence models. The grid refinement ratio remains
almost constant, with r32 = (n2/n3)

1/3 = r21 = (n1/n2)
1/3 ∼ 1.3. Figure 3.12

illustrates the comparison between experimental data and the current numer-
ical simulations, depicting trends in H∗, P ∗, and η with respect to the flow
coefficient Q∗.
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Figure 3.12: Head coefficientH∗, power coefficientP ∗, and hydraulic efficiency
as functions of flow coefficient Q∗. The CFD results, obtained with three
different levels of grid refinement and three different turbulence models, are
compared with experimental data [28].

When considering the 1- and 2- equation models, the results from the
medium mesh configuration align entirely with those obtained from the finer
mesh, indicating that the denser model does not significantly escalate com-
putational expenses while delivering valuable improvements in accuracy.
However, a minimal dependency on the variations in spatial resolution are ev-
ident between the coarse and medium levels. Overall trends across the curves
display an underestimation of the torque applied to the rotor blade. Neverthe-
less, the head generated closely matches the experimental data. Consequently,
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the system hydraulic efficiency appears to be overestimated, reaching a dis-
crepancy up to 1.4%. As regards the Transition SST, hydraulic performance
suggest that the adopted discretisations are not yet such refined to provide
grid independency. As a consequence, medium and refined grids solutions
show head rise (and thus efficiency) estimations that are significantly higher
than those obtained with the less resolute grid, up to values exceeding the
experiments uncertainty bands.

Figure 3.13 provides an analysis of the y+ = ρuτyw/µ distribution across
the rotor blade, serving as a high-level qualitative domain discretization
metric. Here, ρ and µ represent flow density and viscosity, respectively. The
wall friction velocity uτ =

√︁
τw/ρ is determined using τw = µ∂u/∂y, where

yw signifies the distance of the first-off-the-wall cell. The presented results
cover all three turbulence models: EVTE (Figs. 3.13a, 3.13b and 3.13c), k − ω

SST (Figs. 3.13d, 3.13e and 3.13f), and TSST (Figs. 3.13g, 3.13h and 3.13i).
These evaluations are conducted across the three incremental refinement
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Figure 3.13: Computed normalised distributions of the y+ on the rotor blade.
Each row depicts histograms for every turbulence model (top to bottom) and
every mesh refinement level (left to right).

levels. Histograms indicate that as the mesh becomes finer, the y+ distribution
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progressively centers around the median value, consistently remaining below
1. This reflects an accurate resolution of the boundary layer on the rotor
surface. Particularly notable from the medium refinement and even more
so from the finest refinement level, nearly 90% of the rotor cells cluster in
the value categories up to 1.5. In addition to the y+ distribution analysis, the
local grid sensitivity is observed by examining the blade loading, focusing
on pressure and viscous stresses. This evaluation involves the streamwise
distribution of pressure and friction coefficients, represented as follows:

Cp =
p− p∞
1/2ρu2∞

(3.27a)

Cf =
τw

1/2ρu2∞
(3.27b)

where p and p∞ symbolise wall and free stream static pressure, and u∞ repre-
sents free stream relative velocity. Load coefficients are observed across the
rotor surface at three distinct span locations – near the hub, midspan, and tip
(Fig. 3.14) . Regarding the pressure coefficient, all three grids produce nearly
identical distributions across all turbulence models, particularly evident at
midspan (Fig. 3.14b) and tip (Fig. 3.14c) , where the curves overlap. Minor
distinctions are notable at the hub section (Fig. 3.14c) , where enhanced dis-
cretization quality is observed due to local gradients generated by the curved
hub shape. Concerning the viscous shear, a similar trend is observed; each
configuration, irrespective of refinement or turbulence model, shows virtually
the same wall-flow distribution at the hub (Fig. 3.14d) and shroud (Fig. 3.14f)
blade sections. Slight variations are observed at the midspan (Fig. 3.14e) .

Within this context, a pronounced discrepancy primarily arises due to
the heightened discernment of laminar-to-turbulent transition points by the
TSST model [72]. This distinctive effect significantly differentiates it from the
other two models, which almost equivalently handle the flow. Consequently,
this distinct formulation of equations permeates the entire load distribution,
affirming that the solution sensitivity to the closure technique is unavoidable.
Notably, the two extreme span sections display no deviations associated
with transitional behaviours. This outcome can be attributed to the profound
impact of the casing boundary layer on the corresponding flow evolution.
Such influence mitigates the usual development observable at the midspan,
where the blade section more closely resembles an aerofoil in free-stream
conditions.

As additional metrics for the present model accuracy, hub-to-shroud distri-
butions of significant circumferential-averraged flow quantities are adopted to
compare between numerical results and available LDV measurements [28] at
different axial locations (Fig. 3.15) . The flow at inlet station depicts an undis-
turbed shape, with the only influence of the casing boundary layer (Fig. 3.15a)
. For the major part of the channel the velocity equals the area averaged value,
which is indifferently observable from all the mesh refinements and turbu-
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Figure 3.14: Sectional distribution of pressure (a–b–c) and skin friction (d–e–f)
coefficients for three different spans, respectively: hub (a–d), mid (b–e) and
blade tip (c–f). Each plot includes values obtained with the three turbulence
models considered.

lence models, thus recovering the same curve as in the experiments, despite
the different flow coefficient considered (Q∗ = 0.783 by Chesnakas et al. [28]
and Q∗ = 0.85 from present computations). Even at the outlet station, good
agreement with measurements is obtained when considering the axial velocity
(Fig. 3.15b) , except for a slight underprediction of the velocity in the wake
dynamics. Again these variable shows no significant dependency on the spa-
tial discretasion or the turbulence modelling technique. However a reduced
fluctuation can be identified near span = 30%; the latter proving a minor
local influence of the cells dimensions. The analysis of the velocity tangential
component suggests instead a major impact of the numerical setup (Fig. 3.15c)
. In fact, by inspecting this quantity it is possible to infer that the more the grid
is refined the more local fluctuations are detected around the experimental
values. Conversely, the turbulence treatment induces only a slight shift on
the trends modified by the discretisation. In general, it is difficult to recognise
a pattern that drives the numerical solution depending on the combination
between resolution and turbulence, except for the region at the lower span,
below 10%. Here, in fact, the solution recovered by the EVTE is evidently
overpredicted with respect to the measured flow, for any of the considered
refinements, while the other two turbulence models are always more accu-
rate. This aspect is particularly meaningful of the ability of the 1-equation
model in capturing the wake dynamics, this portion being fully immersed in
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the boundary layer detaching from the nozzle spinner wall (as evidenced by
Figure 3.15b ). Following the very accurate solution of the axial component,
the behaviour of the swirl angle at the exit plane (Fig. 3.15d) results almost
exclusively driven by cU . As a consequence, the spanwise distribution traces
nearly equally the one of the tangential component, thus leading to the same
observations.
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Figure 3.15: Hub-to-shroud distributions of circumferentially-averaged flow
quantities at Q∗ = 0.85, comparing present model with LDV measurements
from Chesnakas et al. [28]. The values are extrapolated from the inlet (a) and
exhaust (b, c, d) stations, and they represent either the axial (cx) and tangential
(cU ) normalised velocities and the swirl angle.

A visual comparison of the flow field is reported in Figure 3.16 through
axial velocity contours on the exit plane, obtained from medium refinement
at the flow condition Q∗ = 0.94. As already evidenced by Chesnakas et al.
[28], the CFD tends to overestimate the wake velocity deficit behind the
spike, which appears further magnified when using the same range as in
the experiment. In this regard, the numerical solution depicts no significant
differences between the SST and the EVTE. Both the results show that the
wake dynamics rapidly realigns with the higher values observed during
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Figure 3.16: Axial velocity contours on the cross-section plane at the nozzle
exhaust at Q∗ = 0.94. Experimental LDV measurements (left half) adapted
from Chesnakas et al. [28] are compared with numerical solutions obtained
with the present model medium refinement, using k − ω SST (upper right
quadrant) and EVTE (lower right quadrant) turbulence models.

tests measurements. However, the blades wakes confirm the propensity of the
numerical model to exaggerate the viscous losses. In fact, the flow deceleration
thickening near the midspan is considerably more emphasised in the present
model. The same holds true for the remainder of the blades wakes up to the
casing, which is instead barely detectable in the experimental LDV.

On the other hand, the streamwise velocity at the mid stage (aft of the
rotor) suggests an overprediction of the blade-to-blade flow evolution at
Q∗ = 0.77 (Fig. 3.17) . In fact, the numerical results depict a more restrained
distribution of the blades wakes if compared with the experiments. The blades
channels are mainly characterised by a higher velocity than the maximum
value obtained during tests [28]. In terms of turbulence modelling, the SST and
the Transition 4-equation variant are almost equivalent. The only peculiarity
being the tendency of the second to recover a larger wake on the near-hub
region, while reducing it in the proximity of the shroud. In any case, both
the techniques agree in underestimating the effects of the tip leakage flow,
which is responsible for the boundary layer region near the casing, close to
the suction side of the blades.

Moreover, the application of the Grid Convergence Index (GCI) [24] is
employed to evaluate the impact of grid discretisation errors on cavitation
prediction under fully cavitating conditions. This method involves the selec-
tion of two quantities denoted as φk, where k signifies the refinement level.
These values are assigned as local and integral cavitation-related variables:
the estimated length of the vapour bubble on the Suction Side (SS), lB , and
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Figure 3.17: Blade-to-blade velocity contours on the cross-sectional plane at the
mid stage, just aft of the rotor, at Q∗ = 0.77. Experimental LDV measurements
(left half) adapted from Chesnakas et al. [28] are compared with numerical
solutions obtained with the present model medium refinement, using k−ω SST
(upper right quadrant) and TSST (lower right quadrant) turbulence models.

the normalised volume of vapour within the pump domain, Vvap, respectively.
The lB measurement represents the normalised streamwise distance between
two locations on the blade surface where αv = 0. Meanwhile, Vvap includes
the volume of cells where αv > 0.1 and is subsequently normalised against
the coarse grid result. The GCI parameters for both medium (GCI32medium) and
fine refinement (GCI21fine) are presented in Table 3.1. These values include
the extrapolated variables, φext, and error, eext. Considering the outcomes
derived from model tuning and validation, the medium resolution is chosen
as an optimal balance between precision and computational costs. Regarding
turbulence modelling, the preceding outcomes indicate that opting for the
one-equation EVTE model instead of the two-equation SST model does not
provide any notable advantages. Consequently, in this context, the selection
is steered by well-established research studies found in the existing litera-
ture [78, 128, 50, 130, 79]. As a result, subsequent examinations of the system
under cavitation conditions have been executed using this specific numerical
configuration.

Thrust breakdown

After confirming the validity of the numerical model, the system response
under cavitation conditions is initially examined through thrust breakdown
simulations, followed by a comparison with accessible experimental and
numerical findings (Fig. 3.18) . Following the test protocol delineated by
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Table 3.1: Grid discretisation error for the cavitation statistics. The local and
global variables are, respectively: the length of the vapour bubble on the Suc-
tion Side (SS), lB , and the vapour volume normalized with the corresponding
value from the coarse mesh, Vvap.

lB Vvap

φ3 0.813 1
φ2 0.761 0.881
φ1 0.757 0.889
φ32
ext 0.757 0.872

e32ext 0.006 0.010
GCI32medium 0.726% 1.227%

φ21
ext 0.757 0.890

e21ext 0.005 0.001
GCI21fine 0.058% 0.083%

Chesnakas et al. [28], a gradual reduction in the total pressure at the inlet
is conducted while maintaining a constant flow rate at Q∗ = 0.83. The pres-
sure reduction is quantified through a non-dimensional cavitation coefficient,
defined as:

N∗ =
pt3 − pv
ρ(nD)2

(3.28)

Here, pv represents the water vapour pressure. Throughout the computational
iterations, the rotor angular velocity remains fixed at n = 2000 rpm. The
recorded values are normalised with their corresponding parameters, H∗

0

(Fig. 3.18a) and T0 (Fig. 3.18b) , obtained under non-cavitating conditions
(N∗

0 = 3.283).
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Figure 3.18: Normalised torque, T/T0 (a), and head coefficient, H∗/H∗
0 (b), as

a function of the cavitation coefficient, N∗. Reference values T0 and H∗
0 are

evaluated in non-cavitating conditions (N∗ = 3.283). Grid dependency of the
present numerical model is compared with available experimental [28] and
CFD [76] data.
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The test data trends illustrate that both torque and head coefficient gen-
erally increase during the initial stages of cavitation until approximately
N∗ = 1.06. At this phase, as detailed by Tan et al. [119] and Chen et al. [25],
cavitation begins to affect part of the suction side of the rotor blade, where
the pressure is close to the vapour pressure. Simultaneously, the Pressure
Side (PS) remains unaffected by cavitation. Consequently, even though the
pressure in the blade passage decreases, the partial cavitation on the SS results
in heightened blade loading and increased work output by the pump.

The performance curves demonstrate the model significant ability to cap-
ture these operational conditions, even when compared with other CFD out-
comes. The torque ramp-up phase closely aligns with the experimental curve,
except for a slight offset in the initial segment. This trend is observed across
the three refinements; however, a notable difference arises in the predicted
peak load, notably between the coarse level and the finer ones. The refinement
reduces the error from >4% to <1% under these conditions. This reduction
stems from an earlier anticipation of cavitation breakdown. Regarding the
head coefficient, the model behaviour is distinct from nominal conditions.
It consistently overestimates the energy imparted to the fluid in the initial
phase. Consequently, the peak condition is higher than the measured value
and nearly independent of the mesh, with the error restricted to about 1%.

As N∗ decreases and both T and H∗ steeply decline, the numerical model
notably diverges from the test data. This similar trend is observable in the
CFD results highlighted by Lindau et al. [76]. These deviations were initially
proposed by Chesnakas et al. [28] and later verified by Tan et al. [119] and
Chen et al. [25]. The reduction in the inflow pressure for the breakdown
test initiated cavitation in the tunnel impeller, which subsequently decreased
the circulating mass flow rate. As a result, the measured breakdown values
were normalised using performance values obtained at the equivalent flow
coefficient under non-cavitating conditions. Therefore, discrepancies in the
numerical results are attributed to two simultaneous effects: the imposed
boundary conditions do not align with the experimental flow conditions, and
the reference values for normalisation are not adjusted based on the actual
measured mass flow rate.

For a visual evaluation, Figure 3.19 presents graphical comparisons be-
tween images of cavitation volumes in the tip region from Chesnakas et al.
[28] and the isosurfaces of vapour volume fraction (αv = 0.3) derived from
the present model. The images in Figures 3.19a and 3.19b exhibit low cavi-
tation conditions confined to the blade tip, while Figure 3.19c depicts the
performance ramp-up phase preceding the thrust breakdown.

The observations made through flow visualisation indicate that the model
portrays a vapor volume distribution that closely resembles the patterns ob-
served in experimental images, particularly in the attached sheets along the
span on the SS. However, the computations fall short in accurately reconstruct-
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(a) (b) (c)

Figure 3.19: Tip leakage cavitation, visualised though isosurfaces of volume
fraction αv = 0.3. Pictures reported by Chesnakas et al. [28] are compared
with the CFD results for three different flow conditions: (a) N∗= 1.461, Q∗ =
0.83. (b) N∗ = 1.193, Q∗ = 0.83. (c) N∗ = 1.076, Q∗ = 0.83.

ing the cavitation bubbles linked to the TLV, particularly near the TE. This
specific flow characteristic was extensively studied by Guo et al. [50]. Accord-
ing to their research, proper reconstruction of the vortex necessitates unsteady
simulations with a unique adaptation of the cavitation model. However, such
a detailed analysis of this structure goes beyond the scope of the present study.
In the calibration phase, the model modifications proposed by Guo et al. [50]
were tested. In a steady computational approach, their adjustments did not
notably enhance the results obtained with the default cavitation model, and
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this investigation is not detailed here.

Cavitation model sensitivity

The outcomes from the analysis of thrust breakdown distinctly reveal the
complexities involved in accurately depicting these phenomena via numerical
methods in the CFD model. Consequently, the subsequent investigation aims
to fine-tune the parameters of the cavitation model to better align with the
experimental results. Specifically, multiple empirical coefficients are adjusted
to assess their individual impact on the phase transfer within the fluid mixture.
Each coefficient is systematically altered and discussed while maintaining the
remaining parameters at their default values. The analysis of these coefficient
modifications focuses on three key aspects: the vapour volume at the rotor
tip, the load distributions on the rotor blade, and the pump performance
concerning N∗. The numerical solutions are extracted from an operational
point with Q∗ = 0.83 and N∗ = 1.076, providing insights into the load
distribution of the impeller at the 99% span. This examination tracks the
pressure coefficient, Cp, as it varies depending on the normalised streamwise
direction s/c, starting from 0 at the Leading Edge (LE) to 1 at the Trailing Edge
(TE).

As outlined by Equation 3.16, the condensation coefficient, Fcond, repre-
sents an empirical factor that regulates the mass transition rate from vapor to
water at interfaces where p > pvap. Lowering this parameter effectively refines
the liquid phase mass transfer equation, leading to an expansion of the vapour
regions. This alteration can be observed through the vapour volume fraction
contours over the blade tip, as depicted in Figure 3.20. The solutions are com-
puted at N∗ = 1.076 for various Fcond values: 10 (Fig. 3.20a) , 1 (Fig. 3.20b) ,
0.1 (Fig. 3.20c) , and 0.001 (Fig. 3.20a) , each denoting a different factor applied
to the default value.

Raising the condensation coefficient value constrains the extent of the
vapor region interface to a distinct area primarily over the SS. The contours
indicate that this adjustment is comparatively less effective than the default
value. This observation is reinforced by the blade loading trend displayed in
Figure 3.21, revealing that the curves for increased and standard coefficients
almost overlap.

Reducing the value of the condensation coefficient by an order of magni-
tude significantly expands the spatial distribution of the vapour phase over
the SS of the blade. Further reduction extends the vapour bubble to the PS
of the neighbouring blade, thus impeding flow in the blade passage. This
obstruction increases the relative velocity, reigniting the cavitation process.
This development justifies the nonlinear behaviour of flow changes due to the
coefficient variation. The load on the PS of the blade is also affected at this
stage, resulting in a general decrease in shaft power due to the offloading on
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Figure 3.20: Influence of the condensation coefficient on the vapour volume
fraction at the rotor tip (span 99%). (a) Fcond = 0.1. (b) Fcond = 0.01 (default).
(c) Fcond = 0.001. (d) Fcond = 0.0001.

the SS. The pressure distribution transitions from an abrupt phase change to a
gradual recovery as mass transfer smooths with the condensation coefficient
decrement. Consequently, the pure vapour region expands with Fcond, while
the field is dominated by the mixture with limited unitary volume fraction
portions. The blade loading reversal near the trailing edge reduces, affected
by the mixing with the partially vaporised wake.

During the breakdown loop, the significant vapour increase from lower
condensation coefficient values leads to a substantial discrepancy between
measured and predicted performance (Fig. 3.22) . This intensified cavitation
effect results in an expected decline in machine statistics. Predicted curves
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Figure 3.21: Influence of the condensation coefficient Fcond on the blade load-
ing, at span 99%. The pressure coefficient is plotted as a function of the nor-
malized streamwise direction s/c, where 0 is the LE, and 1 is the TE. Different
values of Fcond are compared under cavitating conditions, N∗ = 1.076. The
blade loading under non-cavitating conditions, N∗ = 3.283, is plotted as a
reference.

deviate more from the experimental ones as Fcond decreases. Only for the
highest values does the peak performance align well. This holds particularly
true for shaft power (Fig. 3.22a) , while the head coefficient (Fig. 3.22b) is in
excess despite matching in terms of N∗.
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Figure 3.22: Influence of the condensation coefficient on the pump perfor-
mance. Normalized torque, T/T0 (a), and head coefficient, H∗/H∗

0 (b), as a
function of the cavitation coefficient, N∗, compared with available experimen-
tal [28] and CFD [76] data.

Regarding the flow evolution at full breakdown conditions, the model
demonstrates behaviour similar to the previous sections, wherein the discrep-
ancy between the imposed and tested mass flow rates is the primary cause of
the overestimated steepness in the performance decay.

Equations 3.15 and 3.16 indicate that a reduction in the nucleation site ra-
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dius intensifies the rate of mass change. Consequently, this factor significantly
influences the phase transition during both the evaporation and condensation
processes (Fig. 3.23) . By smoothing the transport mechanisms at the phase
interface, an increase in Rnuc tends to limit the growth of cavitation bubbles.
This leads to the emergence of vapour regions that are more widespread and
characterised by low values of the volume fraction (Figs. 3.23a and 3.23b).
Moreover, this adjustment results in a backward shift of the cavitation sheet
along the blade Suction Side. As the coefficient increases, the inception of the
two-phase region moves upstream, gradually departing from the trailing edge
(Figs. 3.23c and 3.23d).

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
αv

(a) (b)

(c) (d)

Figure 3.23: Influence of the nucleation site radius on the vapour volume
fraction at the rotor tip (span 99%). (a) Rnuc = 1× 10−4 m. (b) Rnuc = 1× 10−5

m. (c) Rnuc = 1× 10−6 m (default). (d) Rnuc = 1× 10−8 m.
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This progression illustrates an overall decrease in the spatial distribution
of the vapour fraction. As the mass transfers intensify between evaporation
and condensation, the local gradients of the phase change interface escalate
quickly. Consequently, the transition becomes sharply defined, leading to a
denser concentration of vapour but confined to a significantly narrower region.
This flow development through the blade passage notably influences the rotor
loading (Fig. 3.24) .
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Figure 3.24: Influence of the nucleation site radius Rnuc on the blade loading,
at span 99%. The pressure coefficient is plotted as a function of the normalized
streamwise direction s/c, where 0 is the LE, and 1 is the TE. Different Rnuc
values are compared under cavitating conditions, N∗ = 1.076. The blade
loading under non-cavitating conditions, N∗ = 3.283, is plotted as a reference.

The impact on vapour volumes corresponds to outcomes similar to those
discussed in the prior section; however, the pressure field exhibits distinct
characteristics. As the cavitation region widens due to the increasing coeffi-
cient value, the low concentration of vapour is insufficient to create significant
obstructive consequences. Consequently, the pressure coefficient over the PS of
the blade remains largely unaffected, except for minor fluctuations attributed
to the previously mentioned backward shift of the sheet. These fluctuations
are more noticeable away from the mid-chord location, while at that point, all
the curves are aligned. In general, with the rise of Rnuc, the flow evolution
tends to increase the loading in the fore half of the blade and simultaneously
decrease it towards the aft. When focusing on the behaviour on the SS, the
pressure coefficient curves show a comparable trend to that observed earlier.
With the promotion of mass exchange between the two phases, the cavitation
volume tends to extend over a larger portion of the blade but with a reduced
extension through the passage. This condition highlights the sharp interface
by the rapid deviation of Cp towards the TE, where flow mixing in the wake
occurs following a limited region with a load reversal.

Figure 3.25 depicts the pump performance evolution through a break-
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down loop. Similar to the aforementioned observations, the variation in the
model coefficient results in an expansion of the vapour volume, leading to a
decrease in statistics at higher values of the cavitation parameter N∗. Despite
the sensitivity not altering the general curve shape, an earlier breakdown cor-
responds to reduced hydraulic peak performance in both torque (Fig. 3.25a)
and head (Fig. 3.25b) .
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Figure 3.25: Influence of the nucleation site radius on the pump performance.
Normalized torque, T/T0 (a), and head coefficient, H∗/H∗

0 (b), as a function
of the cavitation coefficient, N∗, compared with available experimental [28]
and CFD [76] data.

Again, achieving enhanced accuracy in predicting rotor load leads to a
simultaneous underestimation of pressure rise. Decreasing the value of Rnuc
results in aligning the rotor peak load with experimental measurements, show-
ing a gradual insensitivity to the modification factor. Conversely, estimates
of pressure rise exhibit a significant match when the nucleation site radius
is increased by one order of magnitude. This alteration reduces the relative
error for all points related to the initial breakdown phase, minimising it from
a maximum of >9% to about 5%. However, this change diminishes the rotor
loading, confirming the model tendency to overestimate the pump head rise
capacity.

This behaviour is particularly associated with the TLV flow evolution
(Fig. 3.26) . Comparing an increased value of Rnuc to 1 × 10−5 (Fig. 3.26c)
against default conditions (Fig. 3.26a) , it appears to yield a vapour distribution
that better aligns with experimental observations (Fig. 3.26c) , especially at
the blade tip, consequently improving the prediction of average total pressure.
Nevertheless, this adjustment leads to an overall reduction in load across
the blade surface. Hence, the model efficiency estimate does not improve,
maintaining higher values than those observed in experiments. This outcome
arises from modifying a parameter that influences both condensation and
vaporisation processes, suggesting that enhancing accuracy may necessitate a
combination of coefficient alterations.

The vaporisation coefficient stands as another key parameter in fine-tuning
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(a) N∗ = 1.076,Q∗ = 0.83,
Rnuc = 1 × 10−6 m (default)

(b) N∗ = 1.076,Q∗ = 0.83,
Chesnakas et al. [28].

(c) N∗ = 1.076,Q∗ = 0.83,
Rnuc = 1 × 10−5 m.

Figure 3.26: Comparison of the cavitation in the impeller for different values
of nucleation site radius: Rnuc = 1× 10−6 m (default) (a) and Rnuc = 1× 10−5

m (c), concerning the experimental picture reported by Chesnakas et al. [28]
(b).

the ZGB cavitation model. Described by Equation 3.15, this factor governs the
phase transition from the liquid to the vapour state, influencing the interface
phenomena within cavitation regions where p < pv. Lower values of Fvap
restrict the mass transfers toward the vapour phase, acting as a limiter for
the vaporisation process. The distribution of the vapour field is illustrated in
Figure 3.27 . Here, the variation in the coefficient reveals a distinct trend. As
the value increases from two (Fig. 3.27a) to one order lower (Fig. 3.27b) , and
then to one order greater (Fig. 3.27d) than the default (Fig. 3.27c) , both the
generation and extension of vapour are encouraged.

Hence, with the expansion of the bubble within the blade channel and
over the SS, both the gas concentration and the interface sharpness intensify,
significantly altering the model behaviour compared to the discussions in the
preceding sections. In terms of the pressure distribution (Fig. 3.28) near the
blade tip walls, the trend on the SS remains consistent up to the region at 0.6
in normalised streamwise coordinates. For Fvap = 0.5, the curve experiences a
sudden departure with a marked rise that is swiftly mitigated. The transition
towards the TE occurs with a smoother progression. However, a slight change
in the blade loading is barely evident with a reduction in the coefficient
by one order of magnitude. Except for a slightly diminished extent of the
vapour region, the phase transition resembles the curve obtained under default
conditions.
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Figure 3.27: Influence of the vaporization coefficient on the vapour volume
fraction at the rotor tip (span 99%). (a) Fvap = 0.5. (b) Fvap = 5. (c) Fvap = 50
(default). (d) Fvap = 500.

For larger Fvap values, the curve shares similarities with the reference
curve, both exhibiting a reversed load on the restricted terminal blade segment.
Meanwhile, the PS demonstrates minimal sensitivity to cavitation behaviour,
apart from a limited region before the mid-chord. Here, a marginal pressure
excess compared to the reference curve is swiftly reduced as the coefficient
increment reverts Fvap closer to default values.

The preceding observations have a notable impact on the pump perfor-
mance throughout the breakdown loop (Fig. 3.29) . The restraint imposed by
reducing the vaporisation coefficient on the vapour generation process delays
the development of the cavitation bubble. Consequently, the rotor can with-
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Figure 3.28: Influence of the vaporization coefficient Fvap on the blade loading,
at span 99%. The pressure coefficient is plotted as a function of the normalized
streamwise direction s/c, where 0 is the LE and 1 is the TE. Different values of
Fvap are compared under cavitating conditions,N∗ = 1.076. The blade loading
under a non-cavitating condition, N∗ = 3.283, is plotted as a reference.

stand lower inlet pressures, causing the peak performance and its subsequent
decline to shift towards smaller values of N∗.

The lowest coefficient considered, Fvap = 0.5, notably levels off the peak
performance. This effect results in the curve remaining relatively unchanged as
the cavitation coefficient decreases. Conversely, the increasing trend observed
in the initial stages of cavitation is sustained to such an extent that the decay
in torque (Fig. 3.29a) and head (Fig. 3.29b) extends well beyond the simulated
values of N∗.
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Figure 3.29: Influence of the vaporization coefficient on the pump performance.
Normalized torque, T/T0 (a), and head coefficient, H∗/H∗

0 (b) as a function of
the cavitation coefficient, N∗, compared with available experimental [28] and
CFD [76] data.

In terms of the other parameters considered, no significant impact on the
performance values can be discerned. Instead, the observed trend is a leftward
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shift in the curves, indicating peak performance occurring at lower inlet
pressure values. This aspect underlines a highly non-linear dependency on
the vaporisation coefficient. The differences are substantial when transitioning
from 0.5 to 5; however, for higher values, the variations are minimal. This
analysis confirms the model independence from Fvap for values larger than the
default, which remains consistent across a wide range of operating conditions.

3.4 Installed pump model

3.4.1 Computational model

Pump installation strategy

The isolated components discussed in the previous sections are integrated
to compose a possible design for a ODW. As a first tentative configuration,
the pump main geometry is left unchanged, while properly scaling the intake
sizing to suitably host the bladed parts. Specifically, both the nacelle and plug
outlines are uniformly re-sized to match, respectively, the rotor shroud and
hub diameters. As a consequence, the scaling factors differ between the exter-
nal cowl and the inner centerbody. However, these are applied isotropically in
the two parts when considered individually, thus maintaining the geometrical
ratios the same as in the reference model (Fig. 3.30) . As for the axial alignment,
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Figure 3.30: Manipulated outline of the intake for the installed pump configu-
ration.

the rotor blade is positioned approximately D/2 downstream of the inlet aft
end. This placement is chosen in light of ensuring a sufficient extension of
the cylindrical sector, aimed at achieving uniform mass flow rate delivery to
the pump. Following the principles drawn in Section 2.1, preliminary consid-
erations through 1D equations are adopted to predict the main propulsive
quantities of the system, when the pump is operating at design conditions
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(Q∗ = 0.85). In fact, through imposition of the in-design volumetric flow rate,
QJ , it is possible to compute the advancing velocity, v∞, satisfying a chosen
design IV R, as follows:

v∞ = vhl/IV R (3.29)

vhl = QJ/Ahl (3.30)

where the highlight area, Ahl, is assumed fixed once the nacelle geometry
is obtained by the scaling process. Then, by neglecting inlet losses on first
approximation, the pump upstream total pressure, pt, at the Pump Interface
Plane (PIP) equals the free-stream quantity:

pt,PIP = pt,∞ = p∞ +
1

2
ρv2∞ (3.31)

Thus, from the head rise design value the stagnation pressure at the pump exit
is computed as: pt,ex = pt,AIP + ρ(nD)2H∗. Finally, by assuming the nozzle
outlet plane adapted at the far-field ambient conditions, the exhaust velocity
is derived from the total pressure relation defined at that location, as:

vex =

√︄
2(pt,ex − p∞)

ρ
(3.32)

However, when the IV R is chosen as the intake design value, 0.85, the result-
ing velocity vex is not compatible with the continuity assumption through the
pump:

QJ = vexAex (3.33)

if considering the exit plane area fixed by the nozzle geometry. It should be
noted that, following this procedure, vex inherently results as a function of
v∞, which is in turn regulated by the highlight velocity. With the volume
flow rate being fixed, the only way to control vhl is, ultimately, the size of
the highlight radius. Specifically, satisfying the continuity would require an
increment of the capture area, which is primarily endeavoured by adoption
of the retracted plug configuration. Then, attempts to increase the highlight
radius show that such operation is unattainable without stretching the outline
to a shape that would discard the diffusion ability of the intake. Consequently,
the decision is made to manipulate the nozzle size to honour continuity
hypothesis. Then, using Equation 3.33, a proper exit radius is computed. To
ensure the same smooth transition as the original spline, the area reduction
is obtained by extending the nozzle length. The modified axial distance is
evaluated by imposing the curve tangent at the common location with the
baseline geometry. Then, the spline at the nozzle ending region is stretched
up to the point matching the computed radius, and the cylindrical buffer is
extended proportionally. The two geometries are compared in Figure 3.31 .
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Figure 3.31: Outline of the terminal portion of the nozzle, comparing between
original and manipulated geometry. The dimensions are normalised using the
pump diameter, D.

Domain discretisation

The fluid domain is discretised following the strategies outlined in the previ-
ous sections (Fig. 3.32) . The mesh surrounding the intake is generated through
a rotational extrusion of the 2D grid. This leads to a mainly structured block,
except for the elements along the axis of symmetry, which degenerate into
wedges. In particular, the two-dimensional discretisation is sized starting from
the extra coarse level mentioned in Section 3.2, by re-scaling the extensions in
conformity with the modified dimensions and the cells number according to
the ratio of the Reynolds numbers. The latter based on the undisturbed ad-
vancing speed and the highlight radius. In this way, the planar domain results
discretised into 272k quads. The extrusion is then completed by enforcing
the circumferential spacing of the rotor block. As a consequence, by taking
advantage of the axis-symmetry, the resulting mesh encompasses only 1/6 of
the full fluid domain and matches the rotor block inflow. Concerning the latter,
the starting point is the medium refinement as discussed in Section 3.3. The
grid is cut ∼ 1D upstream of the rotor blade and regenerated while keeping
the same walls spacing and normal expansions. Thus, the cylindrical buffer
preceding the blade is included in the rotor block and is therefore solved as a
rotating frame domain. Conversely, the stator mesh is taken from the isolated
case medium discretisation without any further modifications.

As far as the outflow buffer, the grid generation is performed as previously
discussed for the baseline, by adopting the modified nozzle geometry. Thus,
two main sub-blocks compose the entire mesh. A major structured block on
the external part of the channel is connected to a mixed cells region towards
the axis, both taking the stator outflow domain as a reference elements dis-
tribution. The model assembly is reported in Figure 3.32a , which depicts
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the surface discretisation over the propulsor walls. As far as the intake block,
the planar periodic domain that generates the 3D computational field can
be seen in Figure 3.32b , through a detailed view of both the wall- normal
and tangential distributions near the the highlight. The entire computational
domain retained for the computations accounts for 10.9 million cells overall.

(a)

(b)

Figure 3.32: Details of the computational grid. (a) Full model walls’ discreti-
sation. (b) Zoom around the highlight region, with background mesh of the
periodic domain.

Numerical schemes and boundary conditions

As for the isolated pump modelling, the Ansys solver CFX is adopted for
computations. RANS equations are coupled with the SST turbulence model
and phase transition is accounted for through the Zwart cavitation model. The
latter implementing the modified nucleation radius (Rnuc = 1·10−5) due to the
previously discussed ability in predicting the pressure field. High-resolution
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scheme is employed for advection and turbulence discretisation.
Selection of boundary conditions is mainly dictated by the preceding dis-

cussions. One main difference regards the PIP, where an interface is enforced
instead of a mass flow rate to solve for the change in the reference frame,
where the flow information is communicated from the stationary frame to
the rotor rotating one. Specifically, since the upstream domain involves no
phase variation, the Frozen Rotor technique is conveniently chosen according
to its robustness and computational efficiency [2]. As a 3D domain, no axis
boundary is now required. In fact, rotational periodicity is imposed on the
planar domains defining the 60◦ section retained. Regarding the blocks around
the pumps’ blades, the boundaries are kept the same as in the isolated model.
On the opposite, the outflow plane is set as a pressure outlet, which denotes a
substantial difference with the separate component boundary condition. In
the latter case, mass flow rate was imposed. However, this does not ensure
to satisfy pressure adaption to ambient conditions, which is the expected be-
haviour of a submerged propulsor that collects the flow from and discharges
it into the same incompressible environment. Points may be raised regarding
the decision to consider the nozzle exit plane as the adaption section, thus
excluding the further downstream vena contracta. However, this choice is
acceptable for nozzles equipped with parallel throat [120], as the one analysed
here. In fact, this is a common practice for CFD works where the waterjet
system is investigated without modelling the free-stream domain behind the
nozzle [22, 123, 49].

Computations are initialised through a single-phase converged solution
at a given flow configuration. Then, the cavitation model is included in the
RANS system and the two-phase field is computed. This approach reveals a
difference with respect to the isolated case. In fact, starting from a mixture
case and modifying the far-field conditions would result in numerical instabil-
ities that would be hardly dissipated, unless a large number of iterations is
permitted. In addition, the modelling of the intake far-field domain improves
the stability of the numerical scheme. As a consequence, 200 iterations are
sufficient to reach single-phase convergence with an auto timescale technique
without the need to guide the solution with an initial local timescale approach.
Within the same limit, even two-phase cases are solved. The convergence crite-
rion, once again, is the standard deviation of the hydraulic efficiency, aiming
to exceed the lower limit of 1 · 10−3 over a moving interval of 40 iterations.
Mass imbalances are verified to be well below 1%.

3.4.2 Results

To cover a broader range of operating conditions, three different rotational
speeds are considered: 800, 1400, and 2000 rpm. Considering the chosen set of
boundary conditions, once the ambient pressure is assumed fixed, the only
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variable flow boundary to be determined is the advancing velocity. Following
the procedure outlined in the installation strategy paragraph, the input value
for the velocity inlet condition is recovered from Equation 3.30 for each rotor
speed, after defining the non-dimensional design parameters. The design-
velocity-based Reynolds numbers, Rehl, corresponding to three regimes are,
respectively: 9.75·105, 1.7·106 and 2.44·106. Then, the operating map is tracked
by spanning over a range of advance ratios, v∞/(nD), while keeping the same
blade revolution speed. These are uniformly chosen as 9 cases between 60%
and 140% (i.e. a 10% increment each) of the design condition.

At this flow configuration (Fig. 3.33) the stream tube enters the propulsor
assuming a weakly divergent shape up to the capture section, thus denoting
a slight pre-diffusion exerted on the free-stream. The resulting IV R is 0.84,
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Figure 3.33: Contours of free-stream axial velocity−based pressure coefficient
on the propulsor walls, superimposed with a single-channel streamlines distri-
bution at near-design conditions. The flow field is extracted from the solution
at n = 2000 rpm and IV R = 0.84.

which is very close to the value imposed on the 1D model adopted for the
system coupling. The present result can be then considered as a numerical
proof of the simplified approach in estimating the propulsor performance at
installed configurations. In fact, the flow is re-directed to the pump rotor with
a proper uniformity, thus allowing the machinery to process an optimally
distributed mass flow that is oriented axially, along the thrust direction.

In Figure 3.34 , hydraulic performance of the installed pump is analysed
in detail, by comparing the present numerical outcomes with the ones ob-
tained with the isolated configuration and, again, the experimental data from
Chesnakas et al. [28]. To this purpose, the flow statistics are extracted from
the same measurements stations. Effects of installation are here included by
adding the computed IV R values as data tips, which contain the information
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Figure 3.34: Head coefficient H∗, power coefficient P ∗, and hydraulic effi-
ciency as functions of flow coefficient Q∗. The CFD results, obtained at three
different rotor speeds, are compared with experimental data [28] and previous
numerical solution from isolated model. IV R values are added as data tips.

of the stream tube shape and thus the operating point. If compared with
the isolated pump performance, it is possible to conclude that embedding
the machinery inside the intake has negligible effects on hydraulics over
the entire range investigated. Furthermore, it should be noted that the ma-
nipulation of the nozzle exhaust section induces no variations on the pump
non-dimensional characteristic. However, the current analysis reveals a mi-
nor influence of Reynolds effects, with a maximum efficiency discrepancy
of 0.5% from the slower regime to the medium. This value further reduces
to 0.2% between the medium regime and the case at 2000 rpm. In general,
the original trend is preserved and this affinity defect only causes an almost
uniform shift of the curves. In this regard, the good agreement between per-
formance maps at 800 rpm and experiments should be evaluated in light of
the already mentioned tendency of the numerics to overestimate the pressure
rise. Reynolds effect introduces additional losses that mitigate the numerical
model behaviour and this, by chance, leads to magnitudes comparable with
measurements. However, this observation highlights a significant impact of
Reynolds effects, particularly accentuated at high mass flow rates, especially
beyond Q∗ = 0.896.

Following the principles of the TDB, the propulsive performance of the
system is extracted (Fig. 3.35) . The specific net thrust, Ts = T/ṁ, denotes
a decreasing trend as the advance velocity grows. As a consequence, the
mass flow rate processed by the propulsor augments more steeply than the
corresponding thrust. At any rotor velocity considered, the curves depict a
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Ts = T/ṁ (2000 rpm)

ηprop = Tv∞/(ṁgH) (800 rpm)
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Figure 3.35: Specific thrust Ts, propulsive efficiency ηprop, and overall effi-
ciency η0 as functions of normalised advancing velocity. The CFD results are
obtained at three different rotor speeds. IV R values are added as data tips.

smooth monotonic shape. However, these flatten with the rotational regime,
denoting a non-linear influence of the rotor velocity in the specific thrust decay
throughout the range. In fact, although the initial take-off cases, 1400 and
2000 rpm respectively, are characterised by about 2 and 3 times the slower map
value, Ts = 5.26 Ns/kg, all the three curves are confined between 1.67 Ns/kg

and 4.38 Ns/kg at high-speed conditions. In general, the system denotes a
significant efficiency, with the peak values reaching up to 0.77 and 0.66 when
the propulsive and overall statistic are considered, accordingly, at 2000 rpm.
The latter being defined, respectively, as:

ηprop =
Tv∞
ṁgH

(3.34)

η0 = η ηprop =
Tv∞
Cω

(3.35)

with C representing the rotor torque and ω the angular velocity in rad/s. The
propulsive curve, which can be taken as metrics for the nacelle operations,
portrays a smooth increment up to the best performance point, then the trend
shows a more rapid decay after a short plateuax. Even for this statistic, the
lower regimes suggest a major influence of Reynolds effects, although these
are less pronounced than for the machinery performance. It is interesting to
notice that at lower advancing speeds the curve for the 2000 rpm condition
is penalised with respect to the other two. Then, the efficiency increment
is sufficient to equal and then to stay stably above them. Similarly, the low
and medium regimes curves are almost superimposed up to the advance
ratio 1.76, from which the Reynolds effect induces a separation, with the
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slower being more affected. Analogous considerations hold for the overall
efficiency. Here, the distance among the different rotor velocities is further
emphasised by the twofold losses sources being gathered. A major outcome
revealed by this analysis is the mutual behaviour of the two efficiency curves.
In fact, the separation increases with the advance ratio, thus denoting different
characteristics between the cowl and the pump performance throughout the
velocity range.

To further investigate this aspect, the hydraulic and propulsive efficiencies
are plotted together as functions of the advancing ratio (Fig. 3.36) . The curves
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Figure 3.36: Hydraulic and propulsive efficiency as a function of the advance
ratio for the three rotational regimes.

confirm a substantial difference regarding the placement of the peak value
within the operating range. As a consequence, when they are multiplied to
obtain the overall performance, they result to penalise one with each other.
Specifically, in the present range the intake figures as the penalising component
of the system. In fact, although the hydraulic efficiency drops nearby the inlet
peak performance, the variation is generally within the 5%. Conversely, when
the pump best efficiency point is considered, the corresponding values of the
intake performance are as high as 10% lower then the optimal condition. This
outcome highlights how this part of the system is crucial for the entire system
operations. Revisions of the design approach and possible way to optimise it,
as discussed in Chapter 4, are justifiably required.

Throughout the operating range, the shape of the capture stream tube
directly affects the pump performance. At low speeds conditions (60% of the
design Rehl), which may be assimilated to take-off operations, the processed
mass flow rate is higher than the one expected for the corresponding advance
ratio (Fig. 3.37) . As a consequence, from continuity, the highlight velocity re-
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sults favoured over the free-stream value, thus inducing an acceleration of the
flow entering the propulsor. This is recognised through the convergent shape
of the streamlines from the far-field to the capture section, which performs
a translation of the stagnation point away from the highlight, towards the
external cowl (Fig. 3.37a) . Such a flow evolution corresponds to pump oper-
ations at lower flow coefficient than the one expected by affinity laws. This
results in a minor component of the meridional velocity reaching the blade.
With the rotation velocity being fixed, the consequent relative component
shifts towards the blade pressure side. This effect initially promotes the head
rise, which sustains propulsive performance. However, the depression on the
suction side expands and intensifies as the mass flow rate lowers. When this
region induces cavitation on the rotor blades, as observed in the isolated case,
there is a narrow range of operating conditions at higher performance than
design ones. Then the statistics abruptly drop, thus causing the loss of thrust
capability of the propulsor. For installed configurations, the presence of the
intake is fundamental. In fact, at off-design conditions the inner throat may
experience cavitation as well, resulting from the significant flow turning at the
lip (Fig. 3.37b) . Anyhow, despite the consistent vapour volume on the suction
side, at the present flow configuration the machinery operates with a pump
cavitation number N∗ = 1.53, which is well above the thrust breakdown limit
observed within the isolated case analysis (N∗ = 1.076). This phenomenon
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Figure 3.37: Contours of free-stream axial velocity−based pressure coefficient
on the propulsor walls, superimposed with a single-channel streamlines distri-
bution at near take-off conditions with IV R = 1.22 (a) and the corresponding
cavitation volumes visualised through isosurfaces of vapour volume fractions,
αv = 0.3 (b). Case with n = 2000 rpm and Rehl = 60% Rehl,design.

further obstructs the flow passage, thus inducing additional acceleration on
the entering flow and possible pump starvation. As a consequence, the detri-
mental effects on the impeller loading may result even more emphasised. In
this regard, take-off operations represent a highly delicate condition within
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the entire envelope, since they may cause the entire mission failure.
On the other hand, a pre-diffusion configuration, as the one chatacteris-

ing the last simulated point of the map (140% of the design Rehl), induces a
divergent captured stream tube (Fig. 3.38) . The resulting velocity evolution
consists in a deceleration of the flow at the highlight section and consequently
the stagnation point experiences a shift towards the inner walls surfaces
(Fig. 3.38a) . During this phase, the pump processes a higher mass flow rate
than expected. This induces the incidence velocity to translate towards the
suction side, thus reducing the blade loading. Therefore, cavitation may result
prevented, provided the off-design is not such deep to cause pressure side
cavitation. However, the reduced head rise, with the power characteristic
being almost constant, generates a performance decay. While being restrained,
as observed in Figure 3.36 , the overall performance is substantially affected
by the propulsive efficiency drop. In fact, as velocity increases beyond the
intake design condition, the nacelle resistance rapidly rises. Despite the field
distribution, that favours a drag deduction in the external cowl, the increment
of the pre-entry streamtube contribution cannot be contained. As far as inlet
cavitation, this flow configuration is such that the depression intensifies on
the external walls, where vapour volumes clouds may originate (Fig. 3.38b)
. Although they do not affect hydraulics, an extensive evolution of the phe-
nomenon should be avoided to prevent performance erosion.
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Figure 3.38: Contours of free-stream axial velocity−based pressure coefficient
on the propulsor walls, superimposed with a single-channel streamlines distri-
bution at sustained pre-diffusion conditions with IV R = 0.69 (a) and the corre-
sponding cavitation volumes visualised through isosurfaces of vapour volume
fractions, αv = 0.3 (b). Case with n = 2000 rpm and Rehl = 140% Rehl,design.

The occurrence of cavitation substantially affects the intake design as well.
In fact, this is regulated by the cavitation coefficient (Eq. 3.23), which has
no dependence on the rotational regime. As a consequence, when the pump
operates under similarity conditions and the intake processes an optimally

96



3.4. INSTALLED PUMP MODEL

shaped stream tube, cavitation occurrence remains a degree of freedom. This
is explained by considering that the coefficient numerator is constant for any
flow condition, thus varying only based on the advancing velocity at the
denominator. Clearly, the parameter magnitude lowers as the far-field speed
increases. Conversely, inlet similarity conditions would dictate a fixed pressure
coefficient distribution on the nacelle walls. Actually, this holds true unless
the cavitation coefficient is so small to be in the order of the wall pressure
field.

This is clearly depicted in Figure 3.39 through pressure coefficients dis-
tributions along the intake mid-plane. At low speeds conditions (Fig. 3.39a) ,
where IV R > 1, free-stream conditions do not induce cavitation for the cases
at 800 and 1400 rpm. As a consequence, the pressure field evolution is exactly
the same. Conversely, for the faster condition the cavitation number reaches
a value that is considerably within the pressure coefficient distribution in
non-cavitating evolution. Thus, cavitation cloud originates in the inner cowl
as graphically reported in Figure 3.37b . This phenomenon, except for inside
the vapour volume, does not modify the trend of the pressure coefficient
curve. However, the single-phase pressure field behaviour is delayed and the
complete recovery is achieved only and the ending part of the intake. As a
result, the wall integration feeds the ϕpre term, thus inducing incremental drag
on the intake drag. This evidence further confirms the previously documented
propulsive efficiency defect at the initial case, despite the affine stream tube
shape and pump operating conditions with other simulated rotor speeds.
Similar considerations hold for the high-speed case (Fig. 3.39b) . However,
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Figure 3.39: Wall pressure coefficient distributions over the external cowl mid-
plane, along the axial coordinate, for the three rotor speeds. Corresponding
cavitation conditions (cp = −σ) are included for clarity. The extreme off-design
conditions are reported: (a) near take-off, IV R > 1 andRehl = 60%Rehl,design,
and (b) pre-diffusion, IV R < 1 and Rehl = 140% Rehl,design.

97



3. VALIDATION

in this situation the stagnation point location (in the inner cowl) induces the
lowest pressures on the outer wall surface. Again, cavitation, now of external
type, occurs for the case with n = 2000 rpm, even though the spatial extension
is considerably constrained, as previously highlighted.

The second case on the operating map (Rehl = 70% of the design Rehl)
is analysed more in-depth (Fig. 3.40) to explain the sudden recovery in
the propulsive efficiency curve for the case at n = 2000 rpm, as observed
in Figure 3.35 . In fact, despite the intake cavitation being not negligible
(Fig. 3.40a) at these flow conditions, the extension of the vapour volume
is restricted to the throat near-region. As a consequence, the pressure field
distribution differs from the non-cavitating one, obtained at the lower regimes,
only for the initial portion of the inlet inner surface (Fig. 3.40b) . Then, at z/D ∼
−1.8, the pressure coefficient recovers the same values. The resulting wall
integration mitigates the local discrepancy, thus yielding the same propulsive
performance obtained at slower rotor speeds.
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Figure 3.40: Results for the case at IV R = 1.09, andRehl = 70%Rehl,design: (a)
cavitation volumes visualised through isosurfaces of vapour volume fractions,
αv = 0.3, for the configuration with n = 2000 rpm; and (b) wall pressure
coefficient distributions along the external cowl mid-plane, as a function of
the axial coordinate, for the three rotational regimes with cavitation conditions
(cp = −σ) included for clarity.
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4.1 Methods

The present section aims at introducing the main concepts recalled during
the discussion of the results. A detailed theoretical treatment is beyond the
purpose of the work and the reader is referred to the related bibliography for
further insights.

4.1.1 Design Of Experiments

Design of Experiments (DOE) encompasses a wide list of methods tailored
to efficiently extract valuable information from complex problem scenarios.
These approaches are designed to collect pertinent data without investing
excessive time in redundant analyses, thus emphasising a high-yield perspec-
tive. DOE methods are well-suited for various research domains, offering
versatility in the pursuit of valuable insights. In particular, the term "experi-
ments" within DOE extends beyond traditional physical tests and includes
computer experiments, making it a comprehensive approach adaptable to
different research contexts.

Among these methods, Latin Hypercube Sampling (LHS) stands out as a
statistical technique, ensuring a systematic and evenly distributed exploration
of the parameter space, contributing to a more thorough understanding of the
system response to different conditions. Its advantage relies in the ability to
randomly explore the design space, without including repeated or too similar
evaluation points [36].

4.1.2 Evolutionary algorithms

This type of optimisation algorithms exploits the principles of the Darwinian
evolutionary theory, according to which the fittest individuals survival allows
for the biological evolution [95]. In nature, this process is achieved through
the transfer of the optimal genes from the parents chromosomes to the off-
spring ones. Numerically, this concept is translated by linking each decision
variable to a gene. In this way, an equivalent chromosome, characteristic of
each individual, consists of a set of genes. These latter are selected based on
their optimality, which is quantitatively measured with the objectives of the
optimisation problem to be solved. Essentially, this quantity represents the
metrics of the survival probability of each individual [68].

A set of individuals defines a generation. Thus, the process starts from an
initial population, from which a new set of individuals is generated, which, in
turn, sets the starting point for the next generation, and so on. The key stages
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during the evolution are directly borrowed from the biological nomenclature
and are briefly outlined below.

Selection

Selected individuals are retained for breeding, based on their fitness. Several
methods are available for the extraction of chosen chromosomes, the most
popular including: proportional selection, ranking and tournament selection
[68]. Specifically, the latter is implemented as follows (Fig. 4.1) . In principle,
all the individuals from a generation may be selected. Thus, a certain group
is randomly extracted, which promotes preservation of the chromosomes di-
versity [14]. The winner individuals within the competitors are finally chosen
among the ones characterised by the highest fitness values.

Figure 4.1: Concept of the Tournament selection, adapted from Banihashemian
and Adibnia [14].

Crossover

The genes of the parents retained for breeding are recombined and mixed
together in the offspring chromosome. These are chosen based on the fitness,
thus promoting the inheritance of the best characters. A common implemen-
tation is the so-called Simulated Binary Crossover (SBX), which performs a
representation of real values into binary notation before applying the single-
point crossover. Probability density of the genes crossover is regulated through
the coefficient, ηc [37]. Thus, single-point operation defines the crossover point
at which the chromosomes of the two parents are split, a the corresponding
halves are swapped [64].

Figure 4.2: Concept of the single-point crossover, adapted from Katoch et al.
[64].
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Mutation

Crossover operation itself is not sufficient to explore the possible space of
decision variables. If genes do not undergo mutation, optimal solutions may be
locked in local optima, thus preventing the generation of fitter individuals [95].
Therefore, random mutation of genes introduces diversity among subsequent
generations. One possible implementation is the Polynomial mutation, where
the gene variation is applied linearly, by adopting factor that is chosen within
the bounding values, according to a density distribution coefficient [121].

Figure 4.3: Concept of the Polynomial mutation, adapted from Tong and Du
[121].

Elitism

This operation prevents the complete substitution of the parents chromosomes
by offspring ones, at a given generation. Preserving part of the parents charac-
teristic unchanged, by selecting them based on the fitness values, allows for
transferring the optimal genes, without damaging them through the crossover
process. Thus, retained candidates can be newly selected as parents [95].

Among the several GA implementations available, the NSGA-II represents
a common choice in CFD optimisation of aerodynamic applications [110].

4.2 Intake optimisation

Parametric model

The focus of the following analysis is to maximise the propulsive performance
through the minimisation of the intake resistance. The motivation behind this
choice is twofold. In fact, according to Equation 3.22, in the present model the
net thrust is regulated by the inlet drag and the momentum imbalance across
the pump sections. Therefore, while considering the machinery operations
unchanged, the only driver to increase the efficiency is the reduction of the na-
celle axial resistant force. As for the assumption of known pump characteristic
curve, Section 3.4 already clarified that within a certain operating range, the
installed hydraulic performance are the same as the isolated ones. Therefore, a
multi-fidelity approach is employed, with the optimisation conducted on the
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2D axi-symmetric model. The assessment of improvements is then verified
using the integrated intake-pump configuration.

To efficiently control the nacelle shape, the corresponding geometry is
piecewise-defined and parameterised. Specifically, B-splines are adopted to
reconstruct the external cowl and the aft inner walls. The latter encompassing
the outline from the intake throat to the pump interface. Conversely, for the
fore inner curve that completes the geometry the original quarter-ellipse equa-
tion [71] is retained and altered. Three points are directly manipulated during
the whole optimisation process, respectively: the axial (xhl) and the radial
(rhl) coordinates of the highlight location, and the throat section area through
the extension of the corresponding radius, rth (Fig. 4.4) . These parameters
directly affect the way the sucked stream tube is directed towards the pump.
As a consequence, they result as primary drivers in the research of an optimal
flow distribution, which is able to improve the propulsive performance. This
fact explains why these geometrical features are a common choice as deci-
sion variables for aeronautical nacelles optimisation studies [83, 82]. With the
downstream control points being fixed, no variations of the maximum diame-
ter and related thickness are included. To keep the smooth trend of the profile,
the B-spline interior control points are linearly scaled, based on the terminal
fixed coordinates and the modified initial point location. This applies for both
the axial and radial positions in the case of the external cowl, while only the
vertical locations are re-computed for the inner curve. As far as the fore inner
wall, the coefficients are determined by inverting the quarter ellipse equation
based on the modified coordinates of the extreme points. This ensures the
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Figure 4.4: Outline of the baseline intake geometry, with addition of the ma-
nipulated coordinates and the B-splines’ control polygons.

original null tangency at the throat section is maintained across the various
individuals. It is not worthless to be mentioned that, to preserve the diffusive
behaviour of the shape and its ability to ingest the flow without inducing
consistent lip separations, the throat radius is restrained to lay always be-
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low the highlight location. To guarantee this constraint, the vertical variation
is provided as a negative distance, relative to the lip radius. Following this
approach, the main nacelle characteristics being modified are: the external
axial extension, lnac, the capture area and the throat area or, equivalently, the
Contraction Ratio (CR). The latter being defined as ratio between the throat
and the highlight areas, as CR = Ath/Ahl Within this study, no influence of
the inner walls axial length is considered. The maximum extensions of the
exploration ranges is reported in Table 4.1.

Table 4.1: Ranges of the modified geometrical parameters, with respect to the
baseline.

Minimum Maximum

rhl -16% +16%

lnac -7% +7%

rth -17% +19%

(CR) (-24%) (+4%)

Solution strategy

Optimisation algorithms are managed by Pyhton scripts. The latter are respon-
sible for all the tasks required for the generation of the individuals’ necessary
statistics. The steps include:

• nacelle curves manipulation;
• writing of the geometry file in a mesher-readable format;
• invoking the CFD solver (Ansys Fluent) for case computation and per-

formance extrapolation;
• storing the propulsive metrics;
• selection of the next individual parameters according to the optimisation

method.

The process for creating the intake 2D planar grid described in Section 3.4 is
scripted and executed for all the geometry variants considered. As a conse-
quence, the grid sizing and elements distributions are kept unchanged. The
only minor differences being the cells quality at local level, where the baseline
manipulation occurs. As far as the boundary conditions and computational
strategy, the same approach as described in Section 3.2 is applied. Thus, SST
turbulence model is employed for in-design flow investigations. In addition, to
account for feasible solutions, the geometries with cavitation susceptibility are
discarded. Although the two-phase modelling is not included in the individu-
als’ CFD evaluations, the selection relies on the pressure distribution along the
intake walls. Specifically, the cases recovering minimum values, lower than
the saturation pressure are not retained for statistic post-processing.
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The optimisation is cast as a two-objective constrained problem, which
aims at reducing the drag coefficient (see Eq. 3.21) while maximising the
Pressure Recovery, the latter being defined as the ratio between the PIP and
the free-stream total pressure:

PR =
p0PIP
p0∞

(4.1)

It should be noted that to satisfy the requirements of the GA, which is im-
plemented to solve a minimisation problem, the second objective function is
re-formulated in terms of a pressure coefficient as:

1− PR (4.2)

4.2.1 Latin Hypercube Sampling

Sampling setup

An initial design space exploration is conducted by analysing the statistics of
a set of geometry variants, distinguished following a LHS distribution. In this
process, 150 individuals are generated. Specifically, a LHS matrix with three
columns and as many rows as the geometrical variants is produced. Thus,
each row contains a triplet of decision variables that uniquely identifies one of
the individuals. Then, to enforce the dimensional variations as of Table 4.1, the
matrix arrays are further manipulated. In particular, the first two columns, rep-
resenting the axial and radial coordinates of the highlight, are re-ranged from
−1 to 1, while the third column is multiplied by −1 to include only negative
values, representing the difference between the throat and the lip radius. The
prescribed variable-specific ∆ is then multiplied columnwise, according to the
chosen ranges. In this way, the triplet are read at each simulation step by the
script, which is then responsible for the definition of the B-splines describing
the intake shape. Thus, the algorithm can proceed with the mesh generation,
before CFD computation results are returned for post-processing.

Results

In Figure 4.5 the sensitivities of both the nacelle drag and pressure recovery
are reported as a function of the decision variables. The two statistics indicate
a clear monotonically increasing trend as a function of the highlight radius
(Figs. 4.5a and 4.5d), suggesting a mutual conflict in the search for an optimal
solution. The correspondingR-values prove almost the same linear correlation,
despite the deviation is one order higher for the pressure recovery. This aspect
is motivated by the significant dispersion of the scatter in a majority of the
interval, even though the scatter denotes a slight clustering towards the right
end. It is important to mention that by assuming the flow conditions fixed,
while modifying the highlight radius, induces a variability of the captured
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stream tube shape, which is included through the IV R colorbar. Even in this
regard, the two objectives denote opposite behaviours, where near-cylindrical
flow configurations favours drag reduction, while significant pre-diffusion
can improve the pressure recovery. Concerning the intake length, reducing
the extension of the nacelle allows for decreasing the overall wetted surface,
thus acting in favour of lower resistance (Fig. 4.5b) . On the other side, the
PR looks almost insensitive to such a variable, with a barely null correlation
(Fig. 4.5e) . Although the scatter plots depict a consistent dispersion, the
general behaviours allow for an important consideration. In fact, moving
towards shorter solutions appear as an efficient driver for the optimisation,
since drag reduction can be pursued without any significant impact on the
pressure recovery. As for the contraction ratio, the considerations hold similar
to those drawn for the highlight radius sensitivity (Figs. 4.5c and 4.5f). In
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Figure 4.5: Nacelle drag (a-c) and pressure recovery (d-f) sensitivity to the
decision variables, respectively: highlight radius (a-d), intake length (b-e) and
throat radius (c-f). The R-values and deviation for the corresponding linear
regressions are printed.

fact, the two objects denote clear conflicting trends, even though the effect
of the modified IV R is in this case less defined. It should be noted that the
pressure recovery exhibits a reduction of the database dispersion towards the
right limit of the considered range, except for the presence of three outlayers.
This evidence suggests that a stabilisation in the direction of a maximum
improvement achievable at high contraction ratios. With little room left for
increasing this parameter, it follows that optimal solutions should not be
endeavoured far from the baseline value, especially if at lower CR. In general,
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the results indicate that drag performance can be improved up to 5%, if part
of the solutions are excluded based on the IV R. Conversely, the PR best
increments do not exceed 1%.

From these considerations, a Pareto front is expected to generate on the
objective functions domain (Fig. 4.6) . Low-resistance curves require in gen-

0.9875 0.9900 0.9925 0.9950 0.9975 1.0000 1.0025
PR/PRbase

0.95

1.00

1.05

1.10

D
/D

ba
se

opt2: min Drag

opt1: max PR

opt3: trade-off

0.65 0.69 0.74 0.79 0.83 0.88 0.93 0.97 1.02 1.07
IV R

Figure 4.6: Objective functions space, depicting nacelle drag versus the pres-
sure recovery. The Pareto front from the DOE analysis is tracked and three
dominant solutions are selected.

eral a high-IV R flow configuration, even though the baseline performance
can be slightly outreached even without drastic variations on the captured
stream tube. On the other hand, to obtain minimal pressure recovery rise it
is necessary to account for consistently increased pre-diffusion. Further flow
field investigations are performed by selecting three distinct individuals on
the Pareto front. To this end, two solutions are identified that exhibit IVR val-
ues not significantly distant from the design. These include: one in favour of
maximum PR (named opt1) and one with consistent drag minimisation (opt2).
In particular, the latter reduces the resistance by 6%, while the best pressure
recovery improvement from opt2 is limited to 0.26%. Then, a third trade-off
case (opt3) is retained. The latter allows for satisfying both the objectives, with
-2% in drag and +0.02% in PR, while preserving a feasible IV R value.

A comparison between the optimised geometries and the baseline is drawn
in Figure 4.7 . Following the previous discussion on the decision variables sen-
sitivity, the three individuals all show a shorter intake length. Specifically, opt1
geometry depicts a significantly augmented capture section, with a contraction
ratio that is only about 1% lower than the baseline. Thus, the expansion is only
partially affected. However, if the relative variation between the highlight and
throat areas is minimal, the same consideration is not applicable to the recipro-
cal variation between the throat and the pump interface section. In fact, while
the latter experiences no manipulation, the former results significantly aug-
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Figure 4.7: Comparison between the baseline geometry and the chosen opti-
mised solutions from the Pareto front (Fig. 4.6).

mented. As a consequence, the diffusion occurring in the inner region of the
intake is markedly reduced, which favours the decrease in the pressure losses.
The solution providing minimum drag displays instead a completely different
shape. The highlight is shifted downward, thus reducing the capture area by
6%. The evident increased bluntness of the lip, due to a CR reduction by 13%,
suggests greater expansion and, consequently, major effect through the diffu-
sion process. In this case, the motivations for the solution optimality should
be endeavoured in the TDB. In fact, as the intake shape favours cylindrical
captured stream tube, the ϕpre component becomes negligible and so does the
external nacelle contribution. On the other hand, a sustained pre-diffusion
tends to feed the pre-entry drag up to a condition that neither a negative ϕnac
can mitigate the resistance. Interestingly, the trade-off solution appears as
a shorter version of the baseline, with only a 2% increment in the highlight
area and a 2% reduction in the contraction ratio, which proves the reference
geometry an efficient starting point within the present flow conditions and
decision variable ranges.

The flow field distribution (Fig. 4.8) is analysed to draw a visual compari-
son among the optimised solutions and the baseline (Fig. 4.8a) . The slim lip
geometry of solution opt1 (Fig. 4.8b) almost suppresses the flow acceleration
at the throat location. This is a consequence of the increased pre-diffusion
induced by the augmented highlight area. As the IV R reduces to 0.66 from
the design value, 0.84, the stagnation point shifts towards the inner walls
surface. As a consequence, the depression transitions at the external cowl,
where the pressure distribution indicates visibly lower field values. The re-
duced diffusion allows for a smoother recovery, which results in a higher
pressure distribution at the pump interface. The solution minising the drag,
here named opt2 (Fig. 4.8c) , portrays a completely opposite situation. The
blunt nose induces a high flow acceleration that is hardly recovered at the
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impeller upstream, from which the inferior recovery capability is justified. On
the external surface the pressure has essentially the same distribution as in the
baseline flow field, except for an enhanced depression on the rear region. The
trade-off between the two (Fig. 4.8d) provides no significant difference with
the starting geometry. A minor region towards the backward section of the
external cowl displays lower pressure values, which suggests that despite in-
creased highlight radius, the length reduction locally generates slightly strong
wall gradients.
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Figure 4.8: Contours of pressure coefficient, cp, superimposed with stream-
lines colourised by stream function, ψ, normalised with the pump mass flow
rate. Baseline solution (a) is compared with three optimised individuals: (b)
maximum pressure recovery, opt1, (c) minimum drag, opt2, and (d) a trade-off
between the two, opt3. The corresponding IV R are: 0.85, 0.66, 0.91 and 0.83.

4.2.2 Genetic Algorithm

Evolutionary setup

Conflicts between the chosen objectives, as proved in the previous discussion,
justify the adoption of a GA for the research of optimal individuals. A NSGA-
II implementation is selected from the Python Multi-Objective Optimisation
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(PyMOO) open source library. The optimal individuals triplets identified in
the Pareto front of the DOE are retained as the initial population. Thus, this
set of starting parents are let propagate for 30 generations, each consisting
of 15 individuals. Crossover among the parents characteristics is regulated
using SBX with a probability set to 0.9. Mutations of geometrical parameters
inherited from the parents are introduced following a polynomial strategy,
with a distribution index, ηc = 20 [37]. Shape constraints are set as reported in
Table 4.1.

Results

The objectives function domain is plotted in Figure 4.9 . The dispersion of
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Figure 4.9: Objective functions space, depicting nacelle drag versus the pres-
sure recovery. The Pareto front from the GA analysis is tracked and three
dominant solutions are selected.

the individuals allows for a clear identification of the Pareto front, which
further confirms the conflicting response of the two statistics. The minimal
improvements achievable on the pressure recovery enforces the curve to flat-
ten asymptotically towards the right end of the plot, which then acts as a
physical limit for the system. The solutions clustering around this region
feature significant reduction of the cruise IV R, thus resulting in augmented
drag. Conversely, the front follows a much smoother trend in the sense of
resistance deduction. In fact, up to baseline values the curve portrays a mono-
tonic behaviour with an average reduced slope. This in general encompasses
solutions with a wider range of admitted capture ratios. In is worth noting
that in the region where trade-off solutions lay, the increasing outline of the
minimum drag branch transitions to a short plateaux before the ramp-up
segment promoting PR maximisation. This small sector denotes an optimiser
defect in keeping the resistance minimisation trend while increasing the pump
inlet pressure. Notably, these individuals meet the two-objectives optimisa-
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tion with feasible values IV R. In this case, the variety of admissible cruise
solutions is more populated. The latter intended as the ones characterised by
optimised performance without a stream tube shape that may compromise
off-design conditions. Consequently, the selection of three improved individu-
als is possible even within suitable IV R values, ranging from 0.78 to 0.91. Due
to the more pronounced tendency of the drag objective to be optimised, the
chosen maximum PR configuration, opt1, results, in fact, as a lower resistance
geometry, with cd reduced by ∼ 2%. However, the trade-off solution, opt3,
loses only 0.1% benefit in pump pressure if compared with the previous, while
improving the drag by ∼ 1.2%, thus leading to more than 3% increment in the
propulsive efficiency. If a 0.07% deterioration in the PR is accepted, a mini-
mum drag solution (opt2) can be selected to provide a resistance reduction of
4.9%, while keeping the IV R = 0.91, i.e. 0.06 higher than the baseline.

To provide an increased pressure recovery without including an exces-
sive pre-diffusion, the algorithm performs towards the suppression of the
throat section, therefore minimising the diffusion through the internal ducting
(Fig. 4.10) . Thus, preserving the IV R induces a contraction ratio almost equal
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Figure 4.10: Comparison between the baseline geometry and the chosen opti-
mised solutions from the Pareto front (Fig. 4.9).

to 1 and, consequently, a strong sharpness of the lip outline, which may be
critical for off-design conditions. Notably, solution opt2 recovers the same
shape of the external surface as the DOE counterpart and so does with the
capture stream tube. Conversely, the inner surface is considerably manipu-
lated, by restoring the flat shape at the throat section typical of the baseline. In
addition, the contraction ratio is markedly augmented, from -13% obtained
with the analogous DOE individual to the present -0.5%. As a consequence,
the strength of the diffusion process results significantly reduced. As far as
the trade-off solution, the latter denotes only minimal modifications with
respect to the previous DOE solution. The most evident being the length re-
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duction. Precisely, the highlight radius is only partially mutated from the DOE
counterpart, while the throat width modification provides a CR reduction
of 1.1% from the baseline. This result further confirms the optimal design of
the inner ducting, despite no definite conclusions can be drawn since local
manipulation is not performed at finer level than the linear scaling of the
control points. In general, all these three geometries collapse to shorter shapes,
flattening towards the lower constraint of the nacelle extension. This obser-
vation suggests that further analysis should be conducted by loosing such
bound and, consequently, letting the axial location of the plug being adjusted
to include the benefits of different mutual placements.

Propulsive performance is further analysis by comparing the walls pres-
sure distributions on the optimised solutions obtained from the two ap-
proaches (Fig. 4.11) . The maximum PR solution from the GA allows for
a substantial reduction of the pressure undershoot on the external cowl, near
the lip (Fig. 4.11a) . This evidence results from the substantial reduction of
the pre-diffusion, which induces lower flow turnings upon stagnation and,
consequently, lower depression intensity. While this behaviour affects mainly
the initial region, the remainder recovers essentially the same field as both the
LH counterpart and the baseline. As far as the internal duct, the straight shape
of the LH solution ensures an almost flat trend of the pressure coefficient. The
addition of a lower throat radius induces augmented acceleration of the cap-
tured stream tube. As a consequence, the diffusion process depicts a stronger
local gradient that explains the poorer recovery capability at the pump in-
terface. This flow evolution impacts on the entire internal duct. As a result,
the increment in the total pressure introduces higher pressure components
on the plug, thus resulting in raised coefficient curves (Fig. 4.11b) . Thus, the
walls integration favours the drag reduction of the GA variant over the other
two. Figure 4.11c suggests that to reduce the propulsor resistance, the main
strategy to follow is to drastically reduce the internal pressure distribution,
which again contrasts with the optimisation of the other objective. Specifically,
if the external contribution is neglected since is almost equivalent among the
three geometries, the inner ducting portrays completely inverted trend as
previously observed. The highlight radius reduction generates a captured
flow acceleration that results in lower wall pressure loads than in the external
surface. This effect is evidently emphasised by the small contraction ratio of
the LH solution, characterised by a significant bluntness. Additionally, the
internal pressure reduction induces smaller pressure distributions on the spin-
ner (Fig. 4.11d) . The strong diffusion occurring on the region downstream of
the throat is markedly depicted through the slope of the cp curves, on both
the nacelle and the centerbody surfaces. This effect results in a penalised pres-
sure recovery at the pump inlet. A trade-off solution figures in general as a
shorter variant of the baseline. In fact, the pressure distribution on the internal
channel is essentially the same, though spread over a smaller wetted surface
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(Fig. 4.11e) . This fact if further confirmed from the coefficient trend of the plug
wall (Fig. 4.11f) . Similar considerations hold for the external surface, where
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Figure 4.11: Pressure coefficients distributions on the intake walls, comparing
between the optimal solutions from LH and GA, with baseline as a reference.
Nacelle (a-c-e) and spinner (b-d-f) data are reported for the solutions labelled
as: maximum pressure recovery, opt1 (a-b), minimum drag, opt2 (c-d), and
trade-off performance, opt3 (e-f).

minimal local modifications of the undershoots intensities can be identified.
In this regard, the augmented performance of the GA solution should be
primarily ascribed to the nacelle length, and partially to pressure distribution
on the near-throat region, which promotes the thrust integral, thus reducing
the ϕpre term.
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4.3 Installed model outcomes

4.3.1 Results

To assess the operations at off-design conditions, the optimised solutions
analysed in the GA section are retained and tested in installed configuration.
To this end, the corresponding 2D-axisymmetric geometries are revolved by
60◦ and the 3D periodically reduced integrated model is defined following
the computational principles outlined in Section 3.4 for the baseline shape.

The chosen geometrical manipulation strategy focuses on the fore portion
of the intake, thus letting essentially unaltered the inner ducting in the prox-
imity of the pump interface. As a result, the hydraulic performance depicts
no significant sensitivity to the inlet geometry over almost the entire set of
operational regimes (Fig. 4.12) .
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Figure 4.12: Head coefficientH∗, power coefficientP ∗, and hydraulic efficiency
as functions of flow coefficient Q∗. The CFD results, obtained at three different
rotor speeds for both the baseline and opt2 geometries, are compared with
experimental data [28] and previous numerical solution from isolated model.
IV R values are added as data tips: baseline beneath and optimal solution
atop.

However, the pump characteristics at low-speed conditions (Rehl = 60%

Rehl,design) deserve some additional inspections. In fact, with the stagnation
point located in the external cowl, the flow turning at the lip increases thus
inducing a low pressure core in the internal fore region. The circulation occur-
ring within causes an obstruction of the ingested mass flow rate, resulting in
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lower flow coefficients in the configurations with higher design IV R (Fig. 4.13)
. However, the stream tube capture ratio is not sufficient to determine the
pump operations. In fact, the shape of the inner walls may promote the the
boundary layer thickness, thus inducing augmented obstructions despite the
value of IV R. This is the case of the opt1 geometry (IV R = 1.12) reported
in Figure 4.13b . Anyhow, although depicting the wider circulation bubble
among the other shapes, the highlight opening is sufficient to mitigate the
blockage effect, then resulting in ingested mass flow rates, stably higher than
the baseline (Fig. 4.13a) , despite the 11% defect in the capture ratio. Fur-
thermore, the minimum drag solution portrays a smaller circulation region
than the previous geometries (Fig. 4.13c) , even at high IV R = 1.31. Never-
theless the depression intensity outreaches any other individual, especially
opt3, which recovers the best stream tube configuration for the low-speeds
conditions (Fig. 4.13d) . The obstruction effect depicts a non-linear trend, en-
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Figure 4.13: Contours of free-stream axial velocity−based pressure coefficient
on the propulsor walls, superimposed with a single-channel streamlines dis-
tribution at Rehl = 60% Rehl,design and n = 800 rpm. Magnification of the
circulation region near the lip for the baseline (a), opt1 (b), opt2 (c) and opt3 (d)
geometries. Corresponding IV R values are: 1.23, 1.12, 1.31 and 1.20.

hancing as the rotor velocity, especially as a consequence of the cavitation
volumes development as observed in Figure 4.12 . The implications are ex-
tremely emphasised with the opt2 solution, where the two lower operating
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4.3. INSTALLED MODEL OUTCOMES

points of the curve at 2000 rpm denote a significant reduction of the mass flow
rate processed by the pump. This induces lesser velocities at the highlight
section, with a consequent reduction of the IV R by up to ∼ 10% if compared
with the corresponding conditions at 800 rpm. Conversely, as the far-field
velocity increases the optimality of the stagnation point location mitigates this
flow evolution, thus allowing the pump to operate at the same conditions
irrespective of the upstream inlet geometry.

Considering propulsive performance, the improvements are only marginal
and in general lower than predicted by the 2D axi-symmetric model. In par-
ticular, at the lower regimes, no significant two-phase phenomena affect the
system operations and the propulsor maps depict restrained discrepancies
until the free-stream cavitation number starts to play a role (Fig. 4.14) . The
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Figure 4.14: Specific thrust Ts, propulsive efficiency ηprop, and overall effi-
ciency η0 as functions of normalised advancing velocity. The baseline pefor-
mance is compared with the one obtained from the three optimal individuals,
at a rotor speed of 800 rpm.

main advantages of the optimisation procedure are evident at low-speeds
conditions, where the intake trade-off shape provides improved propulsive
efficiency by ∼ 0.5% over the baseline. Conversely, opt2 geometry denotes a
performance degradation. In fact, the combination of hydraulic and propul-
sive statistics induces a lowering of 0.4% with respect to the starting outline
that increases to 1% if opt3 is considered. Near the design conditions, the
efficiency peaks are more bounded, ranging from 0.756 to 0.761, which re-
duce to 0.638 ÷ 0.641 if the overall quantity is considered. In any case, the
baseline operates with lower performance. At high-speeds operations, the
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maps result improved by all the optimised solutions. In terms of propulsive
efficiency, solution opt2 outperforms by 0.7%, compared to the +0.5% of the
trade-off geometry. However, this slight superiority is mitigated by the pump
performance, thus leading the two shapes to the same overall performance
of 0.544. Despite the restrained improvements, geometry opt3 results in more
efficient operations over the entire envelope. Although the obstruction effects
developing at the highlight at higher rotor regimes, significant detrimental
effects appear only when inlet flow acceleration induces cavitation occurrence.
As a consequence, the lowest far-field velocities considered for operations at
1400 rpm, as observed in Section 3.4, have no remarkable outcomes on the
propulsor maps.

Irrespective of the installation, the pump operates at similar conditions
(Fig. 4.15) , thus resulting in the same non-dimensional hydraulic curves
as in the cases at 800 rpm. The system can tolerate over 7% difference in
the IV R, as in the case of opt1 (Fig. 4.15a) and opt3 (Fig. 4.15b) geometries,
without considerable impacts on the pumping device. In fact, despite the major
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Figure 4.15: Contours of free-stream axial velocity−based pressure coefficient
on the propulsor walls, superimposed with a single-channel streamlines distri-
bution at Rehl = 60% Rehl,design and n = 1400 rpm, for the opt1 (a) and opt3
(b) geometries. Corresponding IV R values are: 1.13 and 1.20.

extension on the internal low pressure region near the throat of the trade-off
solution, the cp over the blade is essentially the same. Inner and outer pressure
field discrepancies are only effective in terms of propulsive performance.
However, when considering non-dimensional quantities, these follow the
discussion for the operations at the lower regimes, depicted in Figure 4.14 .
Specifically, except for the Reynolds effect, which tends to penalise low rotor
speeds conditions, the trends of the performance curves and the relations
among the different geometries remain valid.

The shape of the capture stream tube throughout the operating points can
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be quantitatively analysed through the behaviour of the IV R as a function of
the normalised far-field velocity (Fig. 4.16) . The curves in general follow the
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Figure 4.16: IV R as a function of normalised advancing velocity, comparing
the three optimised solutions and the baseline at the three rotor rotational
regimes.

same monotonic decreasing trend, collapsing on single lines depending on the
intake geometry. These portray a separation from the baseline reference, which
remain nearly constant over the whole range of advancing velocities. This
evidence denotes a tendency of the system to operate always under similarity
conditions, unless non-linear flow phenomena alter the general evolution.
When these occur, the related effects are observable in the curve of the opt2
configuration operating at 2000 rpm. As anticipated, when cavitation occurs
in the inner ducting, thus obstructing the ingested flow, the resulting highlight
velocity can be such affected to cause affinity breakdown on the processed
stream tube. Conversely, vapour volumes developing on the external walls,
a situation typical of high velocity conditions, induce no alterations on the
capture stream, thus letting the hydraulic performance unaffected. However,
either internal and external cavitation drastically impact on the propulsive
statistics. This aspect results evident when propulsor maps at 2000 rpm are
investigated (Fig. 4.17) . Low Rehl operations are drastically prejudiced when
extended cavitation volumes develop at the inlet, which is the case of the
initial operating points on the high design IV R opt2 geometry. Here, the
performance sudden drop is mainly caused by the intake pressure field dis-
tribution. In fact, while the pump experiences markedly different operating
points, the blades’ vapour volumes are not enough to overcome thrust break-
down limit, the corresponding cavitation coefficient being N∗ = 1.219. On
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Figure 4.17: Specific thrust Ts, propulsive efficiency ηprop, and overall effi-
ciency η0 as functions of normalised advancing velocity. The baseline pefor-
mance is compared with the one obtained from the three optimal individuals,
at a rotor speed of 2000 rpm.

the contrary, wall pressure integration massively feeds the ϕpre component,
which suddenly erodes the efficiency by up to 49%, thus confirming a highly
non-linear response. At the same flow conditions, the maximum pressure
geometry exhibits the exact opposite behaviour. At reduced IV R, internal
cavitation is delayed, thus sustaining propulsive performance up to 1% over
the trade-off solution. Anyhow, this improvement comes at the expense of
high speed operations. Here, in fact, the behaviour of opt1 and opt2 is inverted,
even though the efficiency drop of the former is considerably less pronounced
that the one of the latter at low Rehl. In general, the two extreme solutions
denote reduced ranges of the feasible operating points. Additionally, with a
peak overall performance again bounded into a limited range of 0.659÷ 0.662,
the trade-off solution results as an optimal choice when considering the entire
envelope, despite improvements on the baseline are minimal.

The preceding considerations are visualised through flow field snapshots
below. Critical evolution at high IV R, obtained with the minimum drag
solution at low Rehl, are reported in Figure 4.18 . While the external cowl
portrays no significant variations with respect to near-design configurations,
the internal ducting is evidently experiencing massive low pressures, which
also affect a major region of the blade suction side (Fig. 4.18a) . The flow
obstruction results clear from the vapour regions extensions at the inlet, which
now are consistently distributed even on the hub surface (Fig. 4.18b) . As a
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Figure 4.18: Contours of free-stream axial velocity−based pressure coefficient
on the opt2 propulsor walls, superimposed with a single-channel streamlines
distribution at near take-off conditions with IV R = 1.21 (a) and the corre-
sponding cavitation volumes visualised through isosurfaces of vapour volume
fractions, αv = 0.3 (b). Case with n = 2000 rpm and Rehl = 60% Rehl,design.

consequence, the mass flow rate is altered not only in terms of magnitude,
which produces smaller IV R values if compared with similarity conditions at
slower regimes, but also regarding its optimal distribution. In fact, while pump
starvation promotes the vapour generation at the tip, the flow distortion causes
cavitation to occur also at the blade root. This observation sets a difference with
the isolated thrust breakdown analysis, where the vapour volumes gradually
extend from the tip as the inflow total pressures reduces. However, the axial
placement of the pump seems to partially prevents inlet cavitation clouds
to directly touch the blades. Off-design operations of the rotor induce non-
optimal conditions at the stator leading edge, which consequently experiences
high angles of attack, thus resulting in cavitation occurring on the suction side
along the entire span.

High advancing speeds operations (Rehl = 140% Rehl,design) represent a
difficult operating point for geometries characterised by low design IV R, as
in the case of individual opt2 (Fig. 4.19) . However, in this case the pump is far
from cavitating conditions and the efficiency loss is rather due to the transition
of the stagnation point toward the suction side, deriving from the increment of
the processed mass flow rate. As a consequence, this part of the blade operates
under higher pressure distributions, which holds true even for the inner inlet
ducting as a consequence of the capture stream tube stagnation line located
internally (Fig. 4.19a) . Here, the propulsor performance drop is almost entirely
a result of non-optimal flow distribution on the outer walls. Specifically, with
the pump operations not departing from the characteristic curve, the efficiency
deduction is to be attributed to the lower pressures occurring on the cowl. At
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particularly low IV R values, these region experiences cavitation (Fig. 4.19b) .
Here, the cloud is significantly more extended than in the baseline geometry.
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Figure 4.19: Contours of free-stream axial velocity−based pressure coefficient
on the opt1 propulsor walls, superimposed with a single-channel streamlines
distribution at near take-off conditions with IV R = 0.63 (a) and the corre-
sponding cavitation volumes visualised through isosurfaces of vapour volume
fractions, αv = 0.3 (b). Case with n = 2000 rpm and Rehl = 140% Rehl,design.

This flow phenomenon boosts the ϕnac component, thus inducing a drag
increment. However, the lack of a concomitant hydraulic drop seems to justify
the slower decay than the one observed at low speeds.

This last concept is further confirmed when the best performing geometry
at Rehl = 140% Rehl,design is considered, i.e. opt2. Here, the internal flow
pressure evolution is essentially unchanged from the previous one (Fig. 4.20a)
. Conversely, the external walls depict much higher cp values, especially in the
near lip region, which is where the stream experiences the highest acceleration.
As a result, a higher IV R results in a suppression of the external vapour
generation (Fig. 4.20b) . Thus, from the flow field integration the propulsive
efficiency results improved by more than 5% over the opt1 corresponding
performance.

Finally, the trade-off solution proves the only geometry that can conjugate
the two objectives of the optimisation. However, the manipulation adopted
during the process shows its limits. Shorter shapes than considered and addi-
tional variability on the plug axial locations appear as possible drivers for a
further performance improvement. At the local level, increasing the number
of degrees of freedom, by letting autonomous modification of the interior
splines control points, appear as a natural consequent approach. Considering
the critical off-design operations observed in the optimised individuals, the
single-point optimisation here conducted proves an insufficient approach.
Thus, in addition to an advanced geometrical variation, a multi-point strategy
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Figure 4.20: Contours of free-stream axial velocity−based pressure coefficient
on the opt2 propulsor walls, superimposed with a single-channel streamlines
distribution at near take-off conditions with IV R = 0.74 (a) and the corre-
sponding cavitation volumes visualised through isosurfaces of vapour volume
fractions, αv = 0.3 (b). Case with n = 2000 rpm and Rehl = 140% Rehl,design.

results mandatory. Anyhow, assuming the pumping device fixed represents
a strong limit. The results commented so far seem to suggest that without
modifying the two components simultaneously, a significant improvement is
hardly reachable, since no solution is obtained for the performance peak shift
observed in the detailed discussion on the baseline operations.

121





5 CONCLUSIONS AND OUTLOOK

The present state of waterjet marine propulsion is intrinsically tied to the
integration of the propulsion system with the vessel. This integration poses
challenges to significant advancements in propulsive performance due to flow
distortions and losses introduced by the driving shaft and non-optimal capture
stream tube, influenced by the nearby hull boundary layer. Recent innovations
in industrial technology, particularly electric engines, have demonstrated the
possibility for a novel propulsion system design. This Outboard Dynamic-
inlet Waterjet (ODW) represents an innovative outboard device, independent
of the specific vehicle application. Unlike traditional systems, the ODW is
a stand-alone unit, housing the entire propulsion apparatus, reminiscent of
aeronautical installations. This design eliminates the need for a shaft con-
necting the pump to the internal engine, allowing flexibility in propulsor
placement below the waterline. Notably, this configuration overcomes previ-
ous limitations and ensures optimal alignment between thrust and advancing
directions.

In light of these recent advancements, the current work aims to estab-
lish a comprehensive numerical framework for approaching the study of
the proposed ODW system. By employing various methods with increas-
ing complexity, the study provides essential tools for system design and the
development of validated numerical models for analysing and optimising
preliminary geometries.

Taking inspiration from fluid dynamic principles in aero-engines cowls,
a 1D method is implemented to offer initial predictions of propulsive perfor-
mance. Fundamental fluid dynamic laws are applied to an axisymmetric duct,
with intake recovery modelled using experimental- and numerical-derived
correlations, where the former are obtained from available measurements in
literature, while the latter are derived from the present study systematic analy-
ses. The code is compared with computations performed on an intake-installed
pump configuration developed later in this work. Results show promising ac-
curacy in estimating the thrust coefficient, though propulsive efficiency is still
overestimated. In fact, while the CFD reference propulsor map denotes a peak
performance, the meanline solution depicts a delay in the curves drop. As a
consequence, at the best efficiency point the overprediction reaches a value
of 6.7%, which gradually increases due to the opposite plot trends, with only
minimal differences between the two correlations. A design approach for the
bladed components is proposed, involving a BEM-aided meanline implemen-
tation. The method solves mass and flow momentum conservation principles
through a predefined number of streamlines, discretising the stage channel.
Empirical correlations, derived from experimental and numerical literature,
are used to include in- and off-design deviation angles, head losses, and other
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effects. The code’s accuracy is assessed by comparing global and local quan-
tities with available experiments, concerning three test cases from different
axial-flow pump applications. The analysis confirms significant accuracy in
predicting flow directions and magnitudes, with a remarkable overlapping
between experimental and computed spanwise distributions downstream of
the blades. Conversely, underestimation of the head losses appears as a major
cause for the pressure field overprediction. At the integral level, this effect
mitigates the shaft power overestimate, thus resulting in pump efficiency
maps as accurate as ∼ 1% near design conditions. At off-design, the computed
curves tend to depart from experimental data, showing discrepancies up to
∼ 10%. While this outcomes suggest a lack of strong calibration, the code
stability is proved over wide range of operating conditions.

Validation of isolated geometries computational models begins with an
open-source ram-type inlet shape, solved using 2D-axisymmetric RANS equa-
tions coupled with four turbulence models with incremental closure equation.
Sensitivity to domain discretisation is assessed through incremental grid
refinements, with computational results proving accurate in reproducing ex-
perimental flow evolution. Specifically, pressure coefficient distributions are
analysed against measurements for both external and internal locations. Dif-
ferent combinations of grid resolution and turbulence modelling provides
no additional accuracy for this field variable, while boundary layer specific
statistics, such as y+ and friction coefficients, depict major dependency on the
turbulence treatment strategy. For pump validation, the AxWJ-2 test case is
chosen, and an extensive study is conducted to numerically characterise the
model under nominal and cavitating conditions. This analysis including the
combination of three incremental discretisation refinements and three turbu-
lence models with different boundary layer modelling strategies. While near
design operations can in general reproduce experimental measurements with
good agreement at both local and integral precision, thrust breakdown loops
show poor reliability during fully-developed cavitation. This effect resulting
especially as a consequence of a generalised tendency to overestimate the
pressure rise capability. To this end, in-depth investigations are conducted to
evaluate the influence of the ZGB cavitation model coefficients as possible
drivers for accuracy improvement. Specifically, the head rise curve shows
enhanced similarity to measurements when the nucleation site radius is in-
creased, thus leading up to a 4% error reduction. The results from this phase
of the work contribute to a published paper [9]. Based on insights from iso-
lated investigations, an installation strategy is proposed to evaluate pump
behaviour under the influence of an upstream dynamic inlet. During this
study, the free stream velocity is varied while keeping the pump rotational
speed fixed, repeating the computations for three different regimes. As a con-
sequence, both hydraulic and propulsive statistics result from the assumption
of nozzle adaption to ambient pressure at the exhaust section. While hydraulic
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performance shows minimal sensitivity, the mutual inspection of propulsive
statistics reveals non-optimal conditions, with distinct performance peaks of
the two subsystems occurring at different operating points. Additionally, the
entire system proves to operate under almost similarity conditions among
the three regimes, except for a minor Reynolds effect penalising operations at
lower speeds. However, when the boundary conditions are such that cavita-
tion occurs on the intake, the similarity becomes affected by the evolution of
vapour volumes on the inlet inner side, which induce performance degrada-
tion of the two subsystems.

To enhance the system’s propulsive performance, an optimisation study
focuses on the intake while assuming fixed blade geometry. A multi-fidelity
strategy is adopted, optimising the 2D-axisymmetric model and evaluating
off-design operations using the installed configuration. The baseline shape
is parameterised and three decision variables are selected, namely: axial and
radial coordinates of the highlight location and the vertical extension of the
throat section. Thus, a genetic algorithm is employed after a starting from
the post-processing data of a LHS analysis, performed on 150 individuals
generated as triplets of the decision variables. Minimisation of both the intake
drag and pressure recovery reveals the two objectives as conflicting. As a con-
sequence, 15 individuals on the LHS Pareto are retained as initial population
for a 30-generations based GA optimisation. The latter depicts an optimal so-
lution as a shorter variant of the baseline, providing up to 3% increment in the
propulsive efficiency. Despite this significant drag performance improvement,
the pressure recovery has limited potential for maximisation. Additionally,
simulations with the installed pump show that at off-design conditions, cavita-
tion on the offspring may result anticipated, leading to drastic efficiency drops.
As a consequence, while improvements for a single operating point may be
moderate, the effects evaluated on wider mission envelopes are necessary to
finally deem an individual as optimal or unfeasible.

Future developments

Based on the discussed points, several additional investigations are considered
crucial:

1. Propulsor design method enhancement: The propulsor design method
needs further refinement to enhance accuracy, particularly in terms of
propulsive efficiency. Adopting a more robust approach, similar to the
one commonly used for pumpjet ducting, is seen as a natural extension.

2. ARES calibration: A comprehensive calibration of ARES is anticipated
as a near-future activity to minimise discrepancies in predicting the pres-
sure field. This calibration is essential before introducing the capability
to perform geometry manipulations within design explorations.

3. Integration of design codes: The integration of the two methods is ex-
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pected to create a comprehensive tool for the accurate design of the
entire system. This outlook is considered as strictly tied to point 1.

4. Transient simulations and distorted inflow: The integrated model is in-
tended to be utilized for transient simulations to better capture take-off
dynamics and operations under inlet distortion conditions.

5. Advanced optimisation analysis: A more in-depth optimisation is planned,
involving local manipulation of the intake splines. Moving towards a
multi-point strategy will allow the inclusion of potential off-design detri-
mental effects before evaluating them using the installed model.
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