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Abstract—The four-switch buck-boost (FSBB) topology is
often used in combination with other isolated converters
to extend the voltage range capability of the overall
structure. In such applications, the duty-cycles of the two
legs of the FSBB are independently controlled, and a
phase-shift is introduced in order to shape the inductor
current ripple and thus achieve zero voltage switching.
This paper proposes a non-linear average model, and the
corresponding linearized small-signal model, for the FSBB
operated in the described way. The derived average and
small-signal models are shown to be in excellent agreement
with simulation and are also validated by measurements
on an experimental prototype.

Index Terms—four-switch buck-boost, average model, small-
signal model.

I. INTRODUCTION

THE four-switch Buck-Boost (FSBB) topology, shown
in Fig. 1, is a well-known non-inverting step-up/down

topology, which is used in combination with other isolated
converters for higher input/output voltage ranges. Examples of
such application are reported in [1]– [4], where one switching
leg is shared with a constant frequency half-bridge LLC stage,
employed as an isolated DC transformer with a fixed voltage
gain. In [4], the FSBB is used with an LLC stage with a
diode rectifier, and it allows for an almost constant operating
frequency of the LLC stage over a wide output voltage range.
In these applications, one of the leg is operated at a fixed duty-
cycle of 50%, leaving the duty-cycle of the other leg as the
only control variable for voltage gain regulation. However, a
second degree of freedom is represented by the phase-shift
between the driving signals of the two legs, which can be
used to properly shape the inductor current waveform, so as
to achieve full Zero-Voltage-Switching (ZVS) operation.

Despite the simple structure of the FSBB, the literature
lacks a model that covers the dynamics of the converter during
the above described operation. Typical FSBB average models
account for Buck or Boost operating modes, where only one of

the two legs is modulated to reach the desired output voltage,
or operating in buck-boost mode where S1t and S3t are turned
on and off simultaneously [5], [6].

In [7] a control strategy that utilizes buck-boost operation
for a smooth transition between the buck and boost modes is
presented. This strategy is used in [8], where a single small-
signal model for the FSBB in all three operation modes is
derived. However, the effect of the phase-shift, present in the
buck-boost mode, is neglected. Furthermore, no results are
provided in the buck-boost mode.
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Fig. 1. Four-switch buck-boost converter schematic.

The aim of this paper is to develop a suitable non-linear
average model for the converter in Fig. 1 in the most general
case, where both input and output legs operate with indepen-
dent duty-cycles, and the phase-shift between the two legs is
used for inductor RMS current minimization and ZVS range
maximization. From the non-linear average model, a simple
linearization technique is used to derive the desired small-
signal linear model, using which, the converter dynamics can
be analyzed.

In Section II, the converter modes of operation are re-
viewed. In Section III both average and small-signal models
of the converter are shown, presenting the somewhat unusual
approach used for the derivation. Section IV addresses the



verification of the models by simulation of the switching
circuit in Matlab/Simulink. Finally, in Section V the output
duty-cycle to output voltage transfer function is verified with
experimental measurements.

II. REVIEW OF THE CONVERTER’S MODES OF OPERATION

An example of the waveforms of the converter operated as
previously explained is displayed in Fig. 2. Dg and Do are
defined as the duty cycles of the top mosfet of the input and
output leg respectively (denoted as S1t and S2t of the Fig. 1) .
The standard way to define the phase-shift, as the relative time
between the center points of two voltage waveforms v1(t) and
v2(t), is here denoted by β, and is positive when v2 leads v1.
Note that, in order to simplify the analytical derivations in
Section III, the overlap δ2 between v1 and v2 is used as the
control variable instead of β.
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Fig. 2. Example of converter waveforms for different phase-shift values.
(a) Region 2 in step-up case (Do < 0.5); (b) Region 8 in step-down case
(Do > 0.5).

It can be derived from the volt-second balance of the
inductor that the voltage gain is a function only of the two
duty-cycles. Thus, the phase-shift can be used to properly
shape the piece-wise linear current waveform iL(t) to achieve
ZVS of the four switches, as well as minimization of its
RMS value. Depending on the phase-shift β, four different
modes are possible for each of the step-up or step-down cases;
boundary regions are reported in Fig. 3 for two different
values of input duty-cycle Dg . A proper design should avoid
operation in regions 1 and 5, because of the lack of a complete

ZVS condition. In this paper the analysis is focused on regions
2-6 and 4-8, since these make it possible to achieve ZVS turn-
on transition for all four switches by modulating the phase-
shift.

In each region of operation, the switching period can be
divided into four different sub-periods ∆tk. In (1) the sub-
periods and their normalized duration are described as function
of the two duty-cycles and the phase-shift β.

∆tk = tk − tk−1 ⇒ δk =
∆tk
Tsw

= f(dg, do, β). (1)

The corresponding inductor current piece-wise linear wave-
form can be described by the following:

Ik = Ik−1 +
δk
L
VLk (k = 1, 2, 3, 4), (2)

where VLk is the voltage across the inductor L during the k-th
sub-period. Expressions (1) and (2) will be the foundation of
the derivation in the following section.

III. AVERAGE NON-LINEAR AND SMALL-SIGNAL MODELS

In order to understand the dynamic behaviour of the in-
ductor in the FSBB, the waveforms of interest are provided
in Fig. 4 for operation in region 4-8. There, it is shown that
a variation of the overlap (which is the normalized duration
δ2 defined by (1)), causes a change in the inductor voltage
waveform vL. This results in a finite impulse response of the
averaged inductor voltage defined by:

v̄L(τ) =
1

Tsw

∫ τ+Tsw
2

τ−Tsw
2

vL(t)dt. (3)

In response to the voltage variation the inductor current will
change its moving average value according to:

L
d

dt
īL = v̄L = dgvg − dovo + vFIR(t, dg, do, δ

k
2 , δ

k+1
2 ) (4)

where vFIR describes the finite impulse response of the
averaged inductor voltage. In order to derive a model that
can provide an insight into the behaviour of the FSBB, the
dynamics introduced by vFIR are neglected in the following
steps, avoiding additional complexity.1 On the other hand, the
effect of vFIR on īL cannot be so easily neglected, since it
causes a permanent change. This leads to the necessity for
defining a new state variable, īe, described by:

v̄L ≈ v̄Le = dgvg − dovo = L
d

dt
īe. (5)

The key point is that the new state variable, īe, takes into
account only the average voltage that is not phase-shift (over-
lap) dependent. Fig. 4, which is given for region 4-8, also
highlights the fact that changing only δ2 results in no change of
the bottom envelope of the current. Similarly, the top envelope
remains unchanged in the case of region 2-6. This, along with
the fact that from (4) it can be shown that:

I4 − I0 =
dgvg − dovo

fswL
(6)

1The derivation of the model without neglecting the effect of vFIR might
be addressed in future work.
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Fig. 3. Mode boundaries for Dg = 0.4 and Dg = 0.6.

naturally leads to:

īe =
I0 + I4

2
⇒


I0 = īe −

dgvg − dovo
2fswL

I4 = īe +
dgvg − dovo

2fswL

(7)

It should be noted that the approximation introduced in (5)
is related to the assumption that δ2 changes during ∆t4, as it
does in Fig. 4. A different assumption of the instant when δ2
changes would result in somewhat different expressions, but
the performance of the model should remain the same.

The input and output current can be found by considering
the trapezoidal areas of the current waveform in Fig. 2 as
follows, for regions 4-8 and 2-6, respectively:

R 4− 8 :


īg =

2∑
k=1

δk
Ik−1 + Ik

2

īout =

3∑
k=2

δk
Ik−1 + Ik

2

(8)

R 2− 6 :


īg =

3∑
k=2

δk
Ik−1 + Ik

2

īout =

2∑
k=1

δk
Ik−1 + Ik

2

(9)

Using equation (7), the above equations can be rearranged
as in (10) and (11).

R 4− 8 :


īg = īedg +

vododg
2fswL

− voδ2
2fswL

īout = īedo +
vgdodg
2fswL

− vgδ2
2fswL

(10)

t

v2(t)

Vo

Vg

t0

v1(t) ∆tk2

Vg − Vo

Vg

−Vo

τ
τ + Tsw

2
τ − Tsw

2

t

t

t

t

∆tk+1
2

vL(t)

v̄L
iL(t)

īL
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Fig. 4. Instantaneous and moving average waveforms on the inductor L in
region 4-8. The changing of the overlap δ2 generates a step response on the
average voltage v̄L that causes a variation on the inductor current iL and thus
in its average value īL.



TABLE I
SMALL SIGNAL PARAMETERS OF THE INPUT AND THE OUTPUT CURRENTS IN THE CONSIDERED REGIONS
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Fig. 5. Non-linear average model of the FSBB in the Regions 2-6 and 4-8

R 2− 6 :


īg = īedg −

vododg
2fswL

+
voδ2
2fswL

īout = īedo −
vgdodg
2fswL

+
vgδ2
2fswL

(11)

Thus, the input and the output current can be represented as
the sum of the current īe, multiplied by dg and do respectively,
and an additional current generator labeled īx and īy as
follows: {

īg = īedg + īx

īout = īedo + īy.
(12)

The resulting equivalent non-linear average model of the
converter is shown in Fig. 5. From the average model, a
simple linearization technique is used to derive the linear
small-signal model reported in Fig. 6, in which all coefficients
are a function of the considered operating point. In Table I the
small-signal coefficients related to Fig. 6 are shown.

IV. SIMULATION RESULTS

In this section, the proposed large-signal model and the
related small-signal model are verified with a simulation in
Matlab/Simulink using an ideal inductor, capacitor and switch-
ing elements. The resistance of the inductor and capacitor and
the on-state resistance of the MOSFETs are included in the
simulation in the next section. The parameters of the simula-
tion, used for both average and small-signal comparisons, are
reported in Table II. State-of-the-art symmetric-on-time single-
update digital pulse-width modulators with triangular carriers
are used in this paper. With such a modulation method, the
input (control) variables are dg , do and β. On the other hand,
in the derivations in the previous section, δ2 is used in place
of β, since:

δ2 =
dg + do + β

2
, (13)

which stems from (1).

TABLE II
LIST OF PARAMETERS USED IN THE SIMULATION

Simulation Parameters

Vg 200V Co 100µF

fsw 100 kHz Dg 0.4; 0.5

RL 20Ω Do 0.6

L 6µH β −0.3; 0.35

A. Average model validation

In order to verify the average model based on (10) we
built a circuit simulation using Matlab/Simulink comparing the
step response of the proposed large-signal model from Fig. 5
with the switching model. A step excitation of ∆d = 5%
is applied to the control variable do and the response of the
output voltage vo and the īg and īout currents are compared.
Note that, in order to excite the derived large-signal model,
according to (13), it is necessary to simultaneously impose a
step change of δ2 with an amplitude of ∆d

2 . The initial circuit
parameters are shown in Table II. The chosen steady-state
duty-cycles are Dg = 0.4 and Do = 0.6 for the region 4-8 and
Dg = 0.5 and Do = 0.6 for the region 2-6. Fig. 7-8 illustrate
the low frequency dynamics of the currents and the output
voltage. According to the presented results, the predictions of
the proposed model are in agreement with the results from the
switching model.

B. Small signal model validation

To verify the proposed small-signal model of the FSBB,
this subsection aims to compare the output duty-cycle to
output voltage transfer function predicted by the model and
the one obtained from the simulated frequency response mea-
surements. This transfer function is obtained from the model
in Fig. 6 by substituting d̂g = v̂g = 0 and δ̂2 = d̂o

2 , which
stems from (13) and β̂ = 0.

From the small-signal model in Fig. 6, the output duty-cycle
to output voltage transfer function can be calculated as:

Gdh(s) =
v̂o(s)

d̂o(s)
= − Vo

Do

1− sL
ao +

bo
2

DoVo

1 + s
L

D2
oRL

+ s2
CoL

D2
o

(14)
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Fig. 6. Linear small-signal model of the FSBB in the Regions 2-6 and 4-8

Fig. 7. Response of the switching and the proposed model in the region 8
to a step increment of do of 5%. In blue the currents and voltage of the
simulation, in dotted orange lines the model quantities

where s is a complex variable of the Laplace transform. Since
in this paper, the use of digital pulse-width modulation is con-
sidered, when performing frequency response measurements
in simulations (and also experiments, addressed in Section
V), Gdh can not be directly obtained. Rather, the small-signal
dynamics of the modulator, Gmod, also impacts the measure-
ment. Namely, by measuring the ratio between the output
voltage and the perturbed modulation signal, the product of
the two transfer functions is obtained (i.e., Gdh(s) ·Gmod(s)).
The transfer function of the considered DPWM is [9]:

Gmod(s) =
1

2

e
−
s(1−Do)

2fsw + e
−
s (1 +Do)

2fsw

 (15)

Thus, for the following validations Gdh(s) ·Gmod(s) predicted
by (14) and (15) is compared to the simulated frequency

Fig. 8. Response of the switching and the proposed model in the region 6
to a step increment of do of 5%. In blue the currents and voltage of the
simulation, in dotted orange lines the model quantities

response measurements. In simulations, the perturbation of
the duty-cycle is created by superimposing a sine wave to
the steady-state value of do for a frequency sweep between
1 kHz and 50 kHz (Nyquist frequency). Comparison between
simulation results and analytical predictions is shown in Fig. 9
for different operating points. The model precisely predicts
the response across the whole considered frequency range.
The gain at the resonance frequency shows a difference of
maximum 0.5dB.

V. EXPERIMENTAL VERIFICATION

A laboratory prototype is built using the SiC devices
UJ4SC075009K4S for the input leg and UF3SC065007K4S
for the output leg. The inductor is based on a PQ32-N97 core
with 9 turns, using 800 × 71µm litz wire, and an air gap of
1.7mm . In Table III the circuit parameters are shown. The
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Fig. 9. Simulation validation of the output duty-cycle to output voltage transfer function. Comparison between frequency response obtained from simulations
and the model Gdh(s) ·Gmod(s). The results are given for two operating points: a) Region 4: Dg = 0.4, Do = 0.6, δ2 = 0.2 ; b) Region 2: Dg = 0.5,
Do = 0.6, δ2 = 0.2.

TMS320F28379D is used to implement digital pulse-width
modulation.

Firstly, the experimentally obtained time domain waveforms
of the input and output switching node voltage v1 and v2, and
inductor current iL of the tested FSBB are shown in Fig. 10,
for two different operating points. Fig. 10 a) corresponds
to operating region 2 (step-up case), whereas Fig. 10 b)
corresponds to operating region 8 (step-down case).

For these two operating points, frequency response mea-
surements are performed in order to experimentally validate
the output duty-cycle to output voltage transfer function.
The procedure used is explained in the following. The Bode
functionality of the Rohde&Schwartz RTA4004 oscilloscope
was used with which it is possible to calculate the Bode plot
of the transfer function of two probe signals. The waveform
generator signal of the RTA4004, taken as input of the Bode
plot, after first filtering and scaling, is acquired by the analog
to digital converter of the microcontroller TMS320F28379D
and is properly scaled and processed to inject a sinusoidal
perturbation on the duty-cycle of the output leg. The output
voltage vo of the FSBB is chosen as the second signal.
Perturbing the circuit, the oscilloscope automatically measures
the Bode plot. The proceeding is described in the following
steps:

• Calibrations step: by connecting the two probes to-
gether, the measurement offset, which will later be sub-
tracted from the main results, is measured;

• Measurement step: using the Bode application, the
frequency response of the target transfer function is
measured;

• Post processing step: the results from the previous step
are post-processed, taking into consideration the micro-
controller operation and subtracting the offset calculated
from the calibration step.

In this way, experimentally measured perturbed modulation

TABLE III
PARAMETER VALUES OF THE CIRCUIT

Vg 50V Co 25µF

fsw 100 kHz Rind 16mΩ

RL 45.6Ω RC 20mΩ

L 6.4µH td 120 ns

signal to output voltage transfer function is obtained.

For the purposes of benchmarking, it is of interest to
compare experimental with simulated frequency response mea-
surements. Differently from the simulation model used in the
previous section, now the inductor resistance, Rind, MOSFETs
on-resistance, Rdson, capacitor ESR, RC , and dead-time, td,
are included in the simulation, in order to account for some of
the converter non-idealities present in the experimental setup.
In the simulation, the resistances are simply added to the
corresponding blocks and the dead-time effect is realized by
delaying the rising edges of all of the MOSFET gate signals.

The proposed small-signal model is also enhanced to take
the aforementioned non-idealities into account, as explained
below. To account for the parasitic resistances, the circuit from
Fig. 5 is modified such that the resistances of inductor and
MOSFETs are considered in series with the inductor and the
resistance of the capacitor in series with the latter. Therefore,
the impedances of inductance and capacitance become ZL =
sL + Rind + Rdson1 + Rdson2 and Zout = 1/sCo + RC ,
respectively, where Rdson1 and Rdson2 are the on-resistances
of the first and second leg. This yields the following output
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Fig. 10. Input and output switching node voltage v1 and v2, and inductor
current iL of two operating points: (a) Dg = 0.5, Do = 0.4, δ2 = 0.23 and
(b) Dg = 0.5 Do = 0.6, δ2 = 0.3 .

duty-cycle to output voltage transfer function:

Gpar
dh (s) =

v̂o(s)

d̂o(s)
= Zout

ao +
bo
2

− coVo

ZL

1 +
coDoZout

ZL

(16)

The dead time is taken into account as a reduction of the
effective duty-cycles Dg and Do.

Comparison between the proposed small-signal model
which takes into account converter non-idealities and the
previously explained experimental and simulated frequency
response measurements is provided in Fig. 11, for the step-up
and step-down case. Simulation results match the analytical
predictions in the whole considered frequency range. Around
resonant frequency, a slightly higher damping is observed in
the experimental results. This is assumed to be related to the
non-linear damping effect of the dead-time as reported in [10]
and to the core and switching losses, none of which are taken
into account neither in the model nor the simulation. A more
detailed analysis of these effects will be addressed in future
work.

VI. CONCLUSIONS

This paper has presented a non-linear average model and
the corresponding small-signal model of the four-switch buck-
boost converter under both duty-cycle and phase-shift modu-
lation. This paper focused on two specific regions of operation
that allow zero voltage switching of all four switches. In the
presented modelling approach, the average inductor current is

(a)

(b)

Fig. 11. Verification of the output duty-cycle to output voltage transfer
function. Comparison between frequency response obtained from simulations,
preliminary experimental results and model Gpar

dh
(s) ·Gmod(s). The results

are given for two operating points: (a) Dg = 0.5, Do = 0.4, δ2 = 0.23 and
(b) Dg = 0.5 Do = 0.6, δ2 = 0.3 .

not one of the state variables, and instead, a new state variable
is introduced. The simulation and experimental results have
verified the non-linear large-signal and linearized small-signal
models of the four-switch buck-boost converter. Compared to
the analytical predictions and simulation results, experimental
frequency response measurements exhibit a slightly higher
damping around the resonant frequency. This is assumed to
be due to the effects of the losses in core of the inductor and
the non-linear damping of dead-time, which will be analyzed
in future work.
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