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The common intuition among the ecologists of the midtwentieth century was that large
ecosystems should be more stable than those with a smaller number of species. This view
was challenged by Robert May, who found a stability bound for randomly assembled
ecosystems; they become unstable for a sufficiently large number of species. In the
present work, we show that May’s bound greatly changes when the past population
densities of a species affect its own current density. This is a common feature in real
systems, where the effects of species’ interactions may appear after a time lag rather than
instantaneously. The local stability of these models with self-interaction is described by
bounds, which we characterize in the parameter space. We find a critical delay curve that
separates the region of stability from that of instability, and correspondingly, we identify
a critical frequency curve that provides the characteristic frequencies of a system at the
instability threshold. Finally, we calculate analytically the distributions of eigenvalues
that generalize Wigner’s as well as Girko’s laws. Interestingly, we find that, for sufficiently
large delays, the eigenvalues of a randomly coupled system are complex even when the
interactions are symmetric.

time delay systems | random matrix theory | linear stability analysis

The study of large communities of interacting entities has been the focus of disparate
fields of research in the last decades (1–5) and has witnessed important strides of progress.
One of the endeavors is to discover what the minimal ingredients are that beget persistent
coexistence (6, 7). What are the key features of the interactions that lead communities,
such as bacterial colonies (8, 9) or ecological systems (10, 11), to become diverse and stable
assemblies of entities?

A thread of research dates back to May’s work (12) and has recently gained momentum.
It is motivated by the lack of knowledge about species’ interactions in large communities
and relies on the study of disordered Lotka–Volterra or replicator equations (13–18).
Global analysis of fairly general nonlinear systems with random couplings has pointed out
the existence of a sharp transition between a phase portrait with a single stable equilibrium
and another one with exponentially many equilibria, which are unstable on average
(19, 20). Surprisingly, the transition has a structure that is similar to the local instability
threshold found by May (12) in his seminal paper. Other studies have highlighted that
disordered ecosystems are marginally stable as a large fraction of species grows strong and
heterogeneous interactions (21, 22). Thus, strong random couplings drive large systems
close to May’s bound, where they are susceptible to tiny perturbations.

Chaotic coexistence has instead challenged equilibrium stability and ecological neu-
trality as a possible mechanism promoting extensive diversity. Albeit chaos per se can
shatter diversity by triggering a cascade of extinctions (23), a simple spatial structure can
nevertheless sustain a phase of spatiotemporal chaos, which robustly maintains diversity
(23, 24).

Spatial degrees of freedom may introduce effective delayed dynamics in mean field
models (25). Let us consider, for instance, the simple case of a species whose population
moves on a one-dimensional lattice with a logistic dynamics. When taking the mean field
approximation of the model, the common approach suggests to remove spatial diffusion
and consider the simpler logistic evolution. However, one could alternatively coarse grain
the spatial degrees of freedom (25) and find an effective dynamics, in which spatial
diffusion is eventually removed. This latter approach is not equivalent to the former and
has the benefit to include spatial effects into mean field models. In the more general case of
randomly interacting species, this mean field approximation has the advantage to include
spatial effects in May’s formulation of the problem. In SI Appendix, we show that a coarse
graining of the spatial degrees of freedom can generate a delayed dynamics, which includes
delayed self-interactions. These latter have important consequences for May’s bound as we
show in the following sections. Indeed, an arbitrary delay that does not affect species’
own density (i.e., in the absence of delayed self-interaction) would not modify May’s
conclusions, as it has been clarified in ref. 26. However, we argue that the presence of
delayed self-interactions is by far the most common situation in real ecosystems.
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The empirical evidence that the effects of species’ interac-
tions usually appear after a time lag, rather than instantaneously
(27–29), suggests that delay could have important implications
for coexistence and diversity. More specifically, considering that
it can elicit chaotic features even in simple logistic models (30,
31), delayed dynamics could potentially clarify how interacting
populations generate chaotic coexistence.

In the present work, we apply the theory of random matrices
to study the effects of delayed interactions on large systems near
stationarity. In the spirit of May’s approach, we focus on the
linear and stationary regime of interacting population dynamics,
in which the couplings are random and delayed. May (12) found
that, with no delay, there exists a critical threshold above which the
stationary state is almost surely unstable; if the interactions are too
strong or there are too many species, a system becomes unstable.
Some refinements of May’s paper (12) have weakened the range
of validity of his result (32). Here, however, we restrict ourselves
to systems where May’s critical threshold is correct.

We generalize his result, identify analytically stability criteria,
and calculate the geometric profile of the eigenspectrum, which
no longer follows the circular law. We first show the existence of a
critical delay curve, which depends on the number of interacting
species and above which the system is unstable. Correspondingly,
there is also a critical frequency curve that depends on the system
size and describes the oscillations of the population densities at
the instability threshold. Finally, we calculate analytically the dis-
tributions of the eigenvalues, which generalize Wigner’s semicircle
as well as Girko’s circle laws. For sufficiently large delays, we find
complex eigenvalues even when the interactions are symmetric
and multimodal distributions for the real and imaginary parts of
the eigenvalues for asymmetric random interactions.

Results

Discrete Delay. We model an ecological community of S differ-
ent interacting species with a (continuous-time) dynamical system
that governs the evolution of the population densities. The growth
rate of a population is ruled by the densities at time t as well as
those at the previous time t − τ , with τ being a positive time
delay. Hence, the starting equation is żi(t) = fi(z (t), z (t − τ))
for i = 1, . . . ,S , where zi(t) is the population density of species
i at time t and fi is a smooth function of its arguments. If we now
assume that the dynamics admits a strictly positive equilibrium
point and we restrict our scope to studying its local asymptotic
stability, we end up with a linear system of delayed differential
equations for the deviation of the density of species i from its
equilibrium [i.e., xi(t) = zi(t)− z ∗i ], which has the form

ẋi(t) =
S∑

j=1

Aij xj (t) +
S∑

j=1

Bij xj (t − τ), [1]

whereAij =
∂fi

∂zj (t)

∣∣
z� andBij =

∂fi
∂zj (t−τ)

∣∣
z� are the community

matrices that provide the current and delayed coupling strengths
between species i and j (33). For the sake of simplicity, we will
assume that the two matrices commute, so that the eigenmode
equation for the dynamics is decoupled. Hence, by making the
ansatz for the eigenvectors ui ∝ eλi t , the transcendental equation
satisfied by the eigenvalues λi of the system is

λi = ai + bie
−λiτ , [2]

where ai and bi are the (complex) eigenvalues of A and B ,
respectively. Indeed, the local asymptotic stability of equilibrium

densities ensues from the condition Re[λi ]< 0 for any i (34).
The solution of Eq. 2 for λi as a function of the delay τ and the
eigenvalues of A and B is given by

λi = ai +
W (biτe

−aiτ )

τ
, [3]

where W(·) is the Lambert W function (35), which is a mul-
tivalued function and is implicitly defined through the identity
W(z )eW(z) = z .

We consider here the simple situation where A=−dA1 with
dA ≥ 0, which guarantees the commutativity of matrices. This
allows us to study the effect of the delay more closely while
ensuring stability for a sufficiently small community matrix delay.
From the ecological standpoint, we focus on systems in which self-
interaction has two components; current intraspecies couplings
are always stabilizing, whereas there exist intraspecies interactions
that occurred in the past and have an effect on the current
growth rate of the population densities. We then suppose B to
be a random matrix with a constant diagonal entry −dB ≤ 0
and off-diagonal elements normally distributed with zero mean,
SD σ, and connectance C , where C does not depend on S ,
and it is the probability that an interaction occurs between a
pair of species. Under this hypothesis, the eigenspectrum of B
follows the circular law (12); namely, it belongs to a circle C
centered at (−dB ; 0) with radius rB ≡ σ

√
SC in the large size

S limit. As anticipated, dA and dB are in general different since
a variety of ecological effects may induce different current and
delayed interactions. Furthermore, even though in the following,
we assume the diagonal elements Aii and Bii to be constant, the
results are robust for a larger class of matrices: that is, for random
delayed intraspecies interactions inasmuch as their fluctuations are
comparable with the ones of the interspecies interactions. In ad-
dition, in SI Appendix, we also consider a case of noncommuting
matrices. In particular, we allow the undelayed interaction matrix
to also account for interspecies interactions, which are modeled
as a small perturbation of the constant intraspecies interaction
matrix −dA1. By means of perturbation theory, we derive an an-
alytical expansion at the first order for the system eigenspectrum.
Furthermore, in SI Appendix, we numerically show that the system
eigenspectrum weakly changes when we also allow the current
intraspecies interactions Aii to be normally distributed as long
as their SDs do not exceed σ.

For a given set of parameters dA, dB , and rB , from Eq. 2
one can derive the equation of the profile of the eigenvalues λi

(SI Appendix) as a function of τ :

d2
B + 2dBe

τΛ [(dA + Λ) cos (τω)− ω sin (τω)] +

+ e2τΛ
[
(dA + Λ)

2
+ ω2

]
= r2B , [4]

where Λ≡ Re [λ] and ω ≡ Im [λ]. This is plotted in Fig. 1,
Inset. Conditions for Λ, ω, and τ have already been obtained
from Eq. 2 (26, 33); here, Eq. 4 is instrumental to our main
findings and for showing how dB > 0 changes the profile of the
eigenspectrum. We now focus only on the rightmost part since
local stability depends only on the eigenvalues with the largest real
part. However, it is not difficult to obtain the entire profile of the
eigenspectrum through the branches of the Lambert function.

As expected, if τ = 0, Eq. 4 reduces to the one of a circle
with a radius rB and the center at (−dA − dB , 0). Thus, we
recover May’s condition rB < dA + dB ≡ r�B . When τ is larger
than zero, two wings bulge, with the tips pointing toward the
imaginary axis. If we fix the system size so that it is stable for
τ = 0, as in Fig. 1, Inset, we notice that an increasing delay tends
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Fig. 1. Maximum of the real part Λ of the eigenspectrum (Eq. 2) as a function
of the discrete delay τ when A = −dA1 and B is a random matrix for three
representative values of rB = σ

√
SC (black solid lines). When rB = 0.15, the

system is always stable since max(Λ) < 0 for any τ . Conversely, when rB =
2.5, the system is always unstable since max(Λ) > 0 for any τ . When rB = 1,
there is a critical delay τ� for which max(Λ) = 0 (•). The real part Λ vs. the
imaginary part ω of the eigenvalues is shown in Inset, where the rightmost
profiles of the eigenspectrum (blue solid lines) are plotted for increasing
values of τ (according to the direction of the arrow) when rB = 1. We recognize
the circular law (12) for τ = 0, while for τ > 0, we observe wing-like shapes,
which lead to instability as soon as they cross the imaginary axis. The solid
lines depict solutions of Eq. 4 (for different delays), and the color-coded points
represent the point with the highest real part of a given profile. Here, dA = 1.1
and dB = 0.9 in both the main panel and Inset. In Inset, C = 0.1, σ = 0.1, and
S = 1,000, whereas τ = 0, 1, 1.3, 2, and 3.

to destabilize the system. In particular, as τ increases, the wings
cross the imaginary axis, and the system becomes unstable. On
the other hand, if a system is unstable for τ = 0 (i.e., if rB > r�B ),
the delay cannot stabilize the system as illustrated in Fig. 1.

For studying this instability, it is convenient to define a critical
delay τ� as the minimum value of τ , above which the system
becomes unstable [i.e., above which max(Λ)> 0], with all the
other parameters being fixed. As exemplified in Fig. 1, there
are three possible scenarios, which depend on the parameters. If
rB ≥ r�B , the system is already unstable for τ = 0, and hence,
we set τ� = 0. If instead, the system is stable for any arbitrary
τ , then τ� =∞. The intermediate case occurs when the largest
eigenvalue crosses the imaginary axis for a finite critical delay (i.e.,
0< τ� <∞).

Remarkably, it is possible to obtain from Eq. 4 two inde-
pendent conditions for determining τ� and the corresponding
critical frequency ω�, at which the transition from the stable to
the unstable regime occurs. As shown in Materials and Methods,
they read

d2
B + d2

A + ω�2 + 2dB [dA cos (ω�τ�)− ω� sin (ω�τ�)] = r2B ,
[5]

(1 + dAτ
�) dB sin (ω�τ�) + dBω

�τ� cos (ω�τ�) = ω�. [6]

Interestingly, when dB = 0, these two equations are satisfied
if and only if ω = 0 and rB = dA. This means that the sta-
bility does not depend on τ , as already found in ref. 26; the
system is stable for any τ when rB < dA (τ� =∞), whereas it
becomes unstable as soon as rB ≥ dA (τ� = 0), regardless of τ .
In this case, May’s bound is not affected by the delay, and the
circular law is still valid. This result as well as conditions for
Λ, ω, and τ for dB = 0 can be obtained directly from Eq. 2
(26, 33). However, when dB is strictly positive, τ� becomes
a nontrivial function of dB , dA, and rB , as shown in Fig. 2.

Therein, we have fixed dA and dB , and we have investigated the
dependence of τ� and ω� on the system size through rB . First
of all, we observe the presence of three regimes for τ�: τ� =
∞ when 0≤ rB ≤ max {0, dA − dB}, 0< τ�(rB )<∞ when
max{0, dA − dB}< rB < dA + dB , and τ� = 0 when rB ≥
dA + dB . Remarkably, τ�(rB ) diverges as rB approaches dA −
dB ≥ 0, whereas it has a finite jump τ�0 when rB approaches
dA + dB . As a consequence, May’s stability condition rB < r�B =
dA + dB is still valid as long as τ ≤ τ�0 . On the other hand, when
τ > τ�0 , a more restrictive condition for the stability holds (i.e.,
the system becomes unstable for smaller S ). Although Eqs. 5 and
6 cannot be explicitly solved, for dA > 0 it is still possible to find
the value of the finite jump τ�0 , which reads

τ�0 (dA, dB ) =

√
1 + dA/dB − 1

dA
[7]

and becomes simply τ�0 = 1/(2dB ) in the interesting case of a
pure delayed dynamics (i.e., when dA = 0). On the other hand,
when dB → 0+, τ�0 diverges, and again, we recover that in this
case, May’s condition is valid regardless of τ . Furthermore, it is
also possible to find the asymptotic behavior for τ� and ω� as rB
is close to max{0, dA − dB} or dA + dB , and it is nonanalytic
at both boundaries. In this latter case, their series expansion at
both boundaries has been exploited for getting both local and
global approximated solutions for Eqs. 5 and 6, as demonstrated
in SI Appendix.

Distributed Delay. When including a distributed delay in the
dynamics, Eq. 1 has to be replaced by

ẋi(t) =
S∑

j=1

Aij xj (t) +
S∑

j=1

Bij

∫ ∞

0

dτ f (τ)xj (t − τ), [8]

where f (τ) is a positive function normalized to one. As we show
in SI Appendix, equations of this kind can be derived by coarse-
graining spatial degrees of freedom in logistic or resource compe-
tition models (25). For example, if we consider a logistic equation
with a diffusive term on a one-dimensional infinite chain, the
dynamic equations after one step of spatial coarse graining are
formally equivalent to Eq. 8, with a tridiagonal delayed interaction

Fig. 2. Critical delay and critical frequency (Inset) curves as a function of
rB = σ

√
SC for the system defined in Eq. 1. The simulations (black dots)

(SI Appendix) agree perfectly with the analytical prediction (black solid lines)
given by Eqs. 5 and 6. Here, we have considered dA = (

√
2 + 1)/2 and

dB = (
√

2 − 1)/2. As rB ≤ dA − dB, the system is always stable, whereas it is
always unstable when rB ≥ dA + dB. When dA − dB < rB < dA + dB, the system
changes its stability along the curve τ�(rB). In addition, the presence of a finite
jump τ�

0 at dA + dB as given by Eq. 7 shows that May’s stability condition
rB < dA + dB is still valid for τ < τ�

0 .
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matrix. This highlights the importance of the nonzero diagonal
elements, at variance with what was studied in ref. 26. Also, when
Eq. 8 is the result of a spatial coarse graining, in general the
parameters dA and dB are no longer independent. A detailed
derivation of this result is reported in SI Appendix.

As A and B commute, the equation for the eigenvalues reads

λi = ai + bi L (λi), [9]

whereL (λ) =
∫∞
0

f (τ)e−λτdτ is the Laplace transform of f (τ).
Under the same hypothesis that we have previously introduced, it
is possible to derive a profile equation analogous to Eq. 4, namely

d2
BLI (Λ,ω)2 +

[
dA + Λ+ dBLR(Λ,ω)

]2
+ ω2+

+ 2dBωLI (Λ,ω) =
[
LR(Λ,ω)2 + LI (Λ,ω)2

]
r2B . [10]

Here, we indicate with LR and LI the real and imaginary parts
of the Laplace transform. Clearly, if f (τ) = δ (τ − τ̃), Eq. 10
reduces to Eq. 4 (SI Appendix).

Let us consider the simple case of an exponential distribution
f (τ) = e−τ/τ̃/τ̃ , where τ̃ is the scale parameter. Now, Eq. 9
becomes a quadratic equation in λ (i.e., the eigenspectrum is
formed by two branches). If we now substitute this expression in
Eq. 10, we get the curves reported in Fig. 3. The shape of the
profile shrinks as the scale τ̃ increases, and the system becomes
more and more unstable as τ̃ increases. However, if τ̃ is large
enough, the system eventually goes back to the stable regime, as
shown in Fig. 3.

We now define two critical scale times τ̃�− and τ̃�+, corre-
sponding to the transitions from the stable to the unstable regime
and vice versa. Two independent conditions at criticality can be
obtained; for the case with exponentially distributed delay, if
dA ≥ dB , there is no solution, and the transition from the stable
to the unstable regime occurs at r�B = dA + dB . However, for
dA < dB and 2

√
dAdB < rB < dA + dB , the system admits two

Fig. 3. Maximum of the real part Λ of the eigenspectrum of Eq. 8 for
an exponentially distributed delay f(τ) = 1/τ̃ e−τ/τ̃ as a function of the
temporal-scale parameter τ̃ . Here, A = −dA1 (dA = 0.2), and B is a random
matrix for three representative values of rB = σ

√
CS (black solid lines). When

rB = 0.75, the system is always stable since max Λ < 0 for any τ̃ . Conversely,
the system is always unstable for rB = 1.25. When rB = 1, as τ̃ increases, the
system is first stable; then, it transits to an instability region (as indicated
by the horizontal segment), and finally, it goes back to the stability regime.
This behavior is displayed in Inset, which shows the system eigenspectrum
(color-coded circles) for some increasing values (according to the direction of
the arrow) of τ̃ when rB = 1. The solutions of Eq. 10 (solid color-coded lines)
and the points where the real part Λ of those curves is maximum (colored
bordered circles) are reported for each τ̃ . Here, dA = 0.2 and dB = 1. In Inset,
C = 0.1, σ = 0.1, and S = 1,000, so that rB = 1, whereas τ̃ = 1, 2, 6, and 25.
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Fig. 4. Critical timescales τ̃� and the corresponding critical frequencies
curves (Inset) given by Eqs. 11 and 12 as a function of rB = σ

√
CS for an

exponentially distributed delayed system, as defined in Eq. 8. An instability
region is between the curves τ̃�

− and τ̃�
+ (black solid lines). This means that

when 2
√

dAdB < rB < dA + dB, the system is stable for small or large timescale
τ̃ , while it is unstable for intermediate values. We have considered dA =

√
2−1
2

and dB =
√

2+1
2 .

solutions τ̃�− and τ̃�+ between which the system is unstable, with
their corresponding ω�

− and ω�
+. They are reported in Fig. 4 and

read

τ̃�± =
dB − χ±

√
(dB − χ)2 − d2

A

d2
A

, [11]

ω�
± = dA

√
χ τ̃�±, [12]

withχ≡
√
(dA + dB )

2 − r2B . For rB = 2
√
dAdB , the two crit-

ical delays τ̃�+ and τ̃�− coincide, whereas for larger values of rB ,
they connect to the instability region.

Delay Effects on the Eigenspectrum
Distribution

In addition to the geometric profile of the eigenspectrum, which
rules the linear stability of the system, it is also possible to derive
the complete eigenvalue distribution ρ(Λ,ω) as a function of the
real and imaginary parts of λ. For the discrete delay case, in which
A is diagonal and B is random, we obtain

ρ(Λ,ω) =
1

πr2B
e2Λτ [1 + 2 (Λ + dA) τ

+
(
ω2 + (dA + Λ)2

)
τ2
]

×H
(
rB −

∣∣∣eτ(Λ+iω)(dA + Λ+ iω) + dB

∣∣∣
)
.

[13]

The effect of the delay in this case is twofold, as illustrated in
Fig. 5. On the one hand, the domain of the eigenspectrum defined
by the Heaviside H(·) function is no longer a circle, and it has
multiple sectors as a consequence of the multiple branches of the
Lambert W function in Eq. 3. On the other hand, the presence
of delay makes the distribution no longer uniform in its domain.
In particular, the eigenvalues tend to accumulate to the rightmost
part of each sector due to the exponential factor e2Λτ (Fig. 5).

For the case of an exponential distributed delay, the eigenspec-
trum distribution reads

ρ(Λ,ω)=
1

πr2B
H (rB − |(Λ+ iω+ dA)(1+Λ+ iωτ̃)+ dB |)

×
[
1 + 2τ̃ (dA + 2Λ) +

(
(dA + 2Λ)2 + (2ω)2

)
τ̃2
]
,

[14]
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Fig. 5. Eigenvalues distribution for the system defined by Eq. 1 in the
complex plane (Λ, ω). The principal branch (k = 0; in blue) is portrayed
together with two other branches (k = +1 and k = −1; in green and orange,
respectively) of the Lambert W function in Eq. 3. The marginal distributions
of Λ and the one of ω are represented in Upper and Right, respectively. They
are in perfect agreement with the theoretical marginals ρΛ(Λ) and ρω(ω)
(solid red lines) obtained by integrating Eq. 13 in the intervals depicted. Here,
dA =

√
2+1
2 , dB =

√
2−1
2 , rB = 1, and τ = 1.

which again breaks the circular law, although the absence of the
exponential factor makes the distribution relatively more uniform
with respect to Eq. 13. These results can be easily adapted to
other classes of random matrices B as long as the probability
density function of their eigenspectrum is known. As an example,
in SI Appendix, we have considered the class of symmetric random
matrices whose eigenvalues are distributed according to Wigner’s
semicircle law. Although the eigenvalues of B are real, those
of the system (1) are not always real. As soon as τ exceeds a
critical threshold (which we calculate in SI Appendix), a complex
branch emerges, where the real part is a function of the imaginary
one. This line of eigenvalues may cross the imaginary axis for
sufficiently large delays (SI Appendix, Fig. S5).

Discussion and Conclusions

In this work, we have applied random matrix theory and linear
stability analysis to randomly assembled species governed by
discrete- and distributed-time delay dynamics. Delay effects are
indeed expected to be the rule rather than the exception in real
systems and may originate from multiple sources; not all members
of the same species are the same age, interacting partners are not
necessarily affected simultaneously by their mutual interactions,
and coarse graining of space may induce delayed self-interactions
in mean field models.

We have first considered the effects of discrete delay, and we
have found a generalization of May’s bound. The critical delay
curve does depend on the system size, thus generalizing the result
in ref. 26 in which May’s threshold was not changed. Delay may
also induce oscillatory dynamics at the edge of instability (e.g., at
the critical delay). We have determined the frequency delay curve
of such oscillations as a function of the system size.

The previous equations with discrete or distributed delay dy-
namics assume that the amplitudes of the delayed interactions do
not depend on the delay itself. This means that the effects of past
populations densities on their current dynamics are independent
of how far in the past they were generated. This is somehow
unrealistic in real systems, where we expect that the amplitude
of interactions is damped as the delay increases. This can be easily
accommodated in the equations by replacing the matrix B with
f (τ)B , where f (τ) is a decreasing function of τ . In SI Appendix,
we show that even a very slowly decreasing function extends the
region of stability of an ecosystem.

In the case of an exponentially distributed delay, two critical
curves emerge in the rb − τ̃∗ plane. These contain an instability
region only for intermediate average delays, which was not present
in the discrete case. We argue that such a feature is more general
than the case considered here.

We have finally derived the full distributions of the eigenvalues
that generalize Wigner’s as well as Girko’s laws. The presence of
a temporal delay modifies not only the geometric profile of the
eigenspectrum but also, the distribution of the eigenvalues. The
generalized Wigner’s law may have a line of complex eigenvalues
that crosses the imaginary axis and destabilizes the system at high
frequencies. The generalized Girko’s law, instead, has marginal
distributions, which are multimodal for both the real and
imaginary parts of the eigenvalues. This is linked to the multiple
branches of the Lambert W function, which is nonanalytic. The
results obtained can also be adapted to other classes of interactions
(e.g., mutualistic, antagonistic, predator–prey ones, etc.) as long
as their eigenspectrum is known. We leave this characterization
to future works.

We retrieve May’s threshold when the random matrix B has zero
diagonal entries, but our results lead to a generalization of May’s
stability condition that accounts for delayed self-interactions,
which in general, play an important role in realistic situations. Of
course, our approach should include further layers of complexity,
such as environmental stochasticity (36) or more realistic species
interactions, for modeling natural ecosystems. However, the pro-
posed theoretical framework represents a first step toward the un-
derstanding of the delay effects in large ecosystems. Also, it can be
a useful tool for studying the simple effects of delay on the stability
of a wide range of different systems, including genetic networks
(37, 38), brain dynamics (39), and financial systems (40).

Materials and Methods

Profile Equation for the Eigenvalues. When considering a discrete-time
delay, the real and imaginary parts of Eq. 2 read

Λ = a + e−τΛ (Re [b] cosωτ + Im [b] sin ωτ), [15]

ω = e−τΛ (Im [b] cos ωτ − Re [b] sin ωτ), [16]

where we denote Λ≡ Re[λ] and ω ≡ Im[λ]. This system gives Λ and ω in a
parametric form, the parameters being the matrices eigenvalues [i.e., a =−dA

and b, which belongs to the circle centered at (−dB; 0)with radius rB = σ
√

SC].
Therefore, since the equation for λ is analytic in C, it is possible to describe (part
of) the profile of λ by fixing b on the circumference (i.e., by setting Re [b] =
−dB + rB cos θ and Im [b] = rB sin θ). The profile Eq. 4 of the eigenvalues λ is
then obtained by noting that Eqs. 15 and 16 must satisfy the identity cos2 θ +
sin2 θ = 1.

On the other hand, when studying a distributed delay, the real and imaginary
parts of Eq. 9 are

Λ =−dA + Re(b)LR (Λ, ω)− Im(b)LI (Λ, ω), [17]

ω = Im(b)LR (Λ, ω) + Re(b)LI (Λ, ω), [18]
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where we remind thatLR and LI are the real and imaginary parts of the uniform
Laplace transform. Eq. 10 follows analogously.

Critical Delay and Frequency. Let us consider the profile equation for the
discrete delayed system given by Eq. 4. From this equation, it is possible to obtain
two independent conditions for determining τ� and the corresponding critical
frequency ω�, at which the transition from the stable to the unstable regime
occurs. In particular, the first requirement is simply that Λ = 0 when τ = τ�.
Hence,

d2
B + d2

A + ω�2
+ 2dB [dA cos (ω�τ�)− ω� sin (ω�τ�)] = r2

B . [19]

A second condition can be obtained by parameterizing the profile curve as
Λ = Λ (ω) and constraining Λ (ω) to have a maximum at τ = τ�. From this,
we get the following equation:

(1 + dAτ
�) dB sin (ω�τ�) + dBω

�τ� cos (ω�τ�) = ω�. [20]

Eqs. 19 and 20, thus, give the conditions that define τ� and ω�. The analo-
gous derivation for a distributed delay is reported in SI Appendix. In the particular
case of an exponential distribution, the two conditions read

(dA + dB)
2 − r2

B + ω�2

(ω�τ̃�)2 =
2dB

τ̃�
−

(
d2

A + ω�2
)

, [21]

ω�

τ̃�

[
τ̃� 2

(
d2

A + 2ω�2
)
− 2dBτ̃

� + 1
]
= 0, [22]

whose solutions are given by Eqs. 11 and 12.

Eigenvalues Distribution. Let A =−dA1 and B be a random matrix whose
eigenvalues follow a distribution p(b), which for the particular class considered
throughout this work, is the uniform distribution given by the circle law: that is,

p(b) =
1
πr2

B
H (rB − |b + dB|). [23]

To our purpose, it is convenient to consider p(b) as a function of two real
variables (i.e., the real and imaginary parts of b) rather than a function of a
complex variable. Indeed, if we know such probability distribution, we can exploit
it to get

ρ(Λ, ω) = p(b(Λ, ω))
∣∣det Jb(Λ,ω)

∣∣ , [24]

where again, b(Λ, ω) is a vector whose components are the real and imaginary
parts of the inverse transformation of λ(b) and Jb(Λ,ω) is the Jacobian of
this transformation. For a discrete delay, λ(b) is given by Eq. 2, and the two
components of b(Λ, ω) read

Re [b(Λ, ω)] = e−Λτ [(dA + Λ) cos ωτ + ω sin ωτ ], [25]

Im [b(Λ, ω)] = e−Λτ [ω cos ωτ − (dA + Λ) sin ωτ ]. [26]

Therefore, the determinant of the Jacobian is
∣∣det Jb(Λ,ω)

∣∣= e2Λτ
[

1 + 2 (Λ + dA) τ +
(
ω2 + (dA + Λ)2

)
τ 2
]

,
[27]

and Eq. 13 follows immediately. A parallel derivation also can be done for the
distributed delay, starting from Eq. 9 (SI Appendix), which for the exponential
distribution, leads to Eq. 14.

Data, Materials, and Software Availability. Python code for numeri-
cal simulations has been deposited in GitHub (https://github.com/epigani/
DelayEffects) (41).
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