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Debris flows are natural hazards causing fatalities and damages to infrastructures every year. One of the current
challenges is to improve the predictability of such events using simulation tools. In this direction, the paper aims
to model debris-flow generation starting from the water component and then simulating the motion of the
bulked solid-fluid mixture mass flow. The debris component is progressively increased through entrainment of
the channel bed material. The simulation has been performed exploiting the tool r.avaflow, which implements
a physically-based model (Pudasaini and Mergili, 2019) for the flow propagation and an empirical multi-phase
model for the entrainment processes.
The investigated study case occurred in the Northeastern Alps of Italy, near the town of Cortina d'Ampezzo
(Veneto Region), during the summer of 2017. The debris flow was triggered by a heavy rainstorm that caused
extreme surface runoff, leading to entrainment of sediment from the channel bed. The debris flow obstructed
the bridge of a regional road and consequently flooded the adjacent areas.
Different types of debris flow simulations are performed, testing four specific functions to compute the entrain-
ment rate. The simulated results are then compared against field observations. The analysis considers the differ-
ences in volume and depth of entrainment and in the output hydrograph.
We conclude that entrainment is correlated with the terrain slope, particularly if it is calculated on a smoothed
digital elevation model, which dilutes a less significant local steepness. We calibrate a spatially distributed
slope-dependent erosion coefficient that successfully reproduced the observed entrainment volumes. The out-
comes highlight the great importance of simulating debris flow entrainment processes adopting a multiphase
model, which resulted particularly suitable for an accurate reproduction of the investigated event. The results,
corroborated by further verifications, can improve the reliability of challenging predictive simulations on debris
flow erosion.
© 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Debris flows are gravity-driven mass movements composed of a
mixture of water and sediment particles of various sizes (from clay to
boulders), moving down through a defined topography (Coussot and
Meunier, 1996; Hutter et al., 1994; Jakob et al., 2005; Pudasaini et al.,
2005). The motion of such phenomena is influenced by both solid and
fluid forces, distinguishing debris flows from related geomorphological
processes such as rock avalanches and sediment transport through
water floods (Hungr et al., 2014; Iverson, 1997). Debris flows are often
characterized by high flow velocities, high impact forces and long
runout distances, and represent one of the most hazardous landslide
gio).

. This is an open access article under
types (Hutter et al., 1996; Jakob et al., 2005; Takahashi and Das, 2014).
To predict thenecessary parameters for hazard and riskmapping, differ-
ent simulation tools have been developed in recent years. Most of them
are based on single-phase models, in which the solid and fluid phases
are considered as a mixture (Bartelt et al., 1999; Grigorian et al., 1967;
Iverson, 2012; Sampl and Zwinger, 2004; Savage and Hutter, 1989;
Voellmy, 1955), while only a few consider the two components sepa-
rately (Armanini et al., 2009; Gregoretti et al., 2018; Pitman and Long,
2005; Pudasaini, 2012). Some of these numerical models are imple-
mented in simulation tools and used to map and define hazard areas.
Examples of such tools are DAN (Hungr, 1995), FLO-2D (O'Brien et al.,
1993), LAHARZ (Iverson et al., 1998), TITAN 2D (Pitman and Long,
2005), SAMOS-AT (Sampl and Zwinger, 2004), RAMMS (Christen
et al., 2010), or TRENT–2D (Armanini et al., 2009; Rosatti and
Begnudelli, 2013). These simulation tools can mainly reproduce the
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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propagation through a defined topography of a mass flow starting from
a release area (in the case of landslides or avalanches) or alternatively
from an input hydrograph (for debris flows or floods).

A current research challenge consists in the reliable simulation of the
generation, propagation and deposition of debris flows. Regarding the
generation and development of debris flows, threshold conditions in
terms both rainfall and runoff amounts are fundamental (Pastorello
et al., 2020). Two main processes can be identified, depending on the
material characteristics. In poorly-sorted soils where the fraction of
silt and clay is higher than 30–40%, debris flows are mainly triggered
by shallow landslides in combination with high surface runoff (Baum
et al., 2011; Ellen et al., 1982; Kean et al., 2013). In other cases, extreme
water flux in a channel can destabilize its bed and banks (Berger et al.,
2011) and progressively entrain granular debris, increasing the solid
concentration of the flow (Griffiths et al., 1997). The latter process de-
pends on the channel slope, availability of loose material and the ex-
ceedance of a water discharge threshold able to exert a certain shear
force (Berti and Simoni, 2005; Takahashi, 2000). Moreover, once a de-
bris flow has been triggered it can erode and entrain new debris
(Iverson, 2012; Jakob et al., 2005; Reid et al., 2011), increasing its mo-
mentum and consequently runout distance and impact force (Iverson
et al., 2011; Pudasaini and Fischer, 2020). Bed incision can reach depths
of a few metres, or more, leading to a noticeable increase in the
transported volume and peak discharge (Berti et al., 1999; Jakob et al.,
2005; Pirulli and Pastor, 2012). Particularly if the bed slope increases be-
yond 10°, the flow can destabilize the channel path (Bagnold, 1966) and
sediments can be mobilized and entrained into the flow.

Two types of erosion models have mainly been developed to take in
account the increase in destructive potential of the flowing mass: em-
pirical and process-based ones. Empirical laws are easy to use for prac-
tical purposes, and they are generally based on an erosion rate, that is
time dependent rate of entrained material at the interface between
flow and channel bed (Chen et al., 2006; Egashira and Ashida, 1987;
McDougall and Hungr, 2005; Takahashi et al., 1992; Takahashi and
Kuang, 1986), or on a yield rate (mean entrained volume for channel
length unit) (Hungr et al., 1984; Rickenmann et al., 2003). Differently,
process-based models consider the physical understanding of ex-
changes between the flow and the erodible bed (Armanini et al.,
2009; Crosta et al., 2015; Fraccarollo and Capart, 2002; Iverson, 2012;
Pudasaini and Fischer, 2020). In spite of that, the simulation of debris
flow erosion processes still remains a challenge due to the spatial varia-
tion of the entrainable material, complex dynamics of such flows and
their rheology at the interface layer (Pudasaini and Fischer, 2020).
Even if erosion processes are not completely physically understood
they should be considered in debris flow simulations, since they notice-
ably increase the magnitude, runout distance, and impact force of such
gravitational flows (Berger et al., 2011; Han et al., 2015; Rickenmann,
2007; Takahashi et al., 1992). Moreover, erosionmodels should account
for the biphasic nature of debris flows, in order to simulate debris flow
propagation in the most reliable way (Pudasaini and Fischer, 2020).

The computational tool r.avaflow (Mergili et al., 2017) includes an
enhanced version of the Pudasaini and Mergili (2019) multi-phase
model and an empirical full multi-phase erosion model. Thanks to
these characteristics, r.avaflow is a simulation tool potentially suitable
to reproduce the generation of a debris flow event through progressive
channel erosion starting from water flux. Although the process-based,
fully mechanical multi-phase erosion model presented by Pudasaini
and Fischer (2020) could possibly better represent the physics of ero-
sion and entrainment phenomena, for simplicity here we only consider
an empirical erosion rate model. Furthermore, it also has the advantage
of a more flexible calibration as to a real case study.

In this paper we evaluate the applicability of the simulation tool r.
avaflow to reproduce the generation of debris flow event that occurred
in 2017 in the Gere catchment, located near the town of Cortina
d'Ampezzo (Veneto, Italy). In detail, we test different ways to set up
the empirical modelling of erosion implemented in r.avaflow, varying
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the coefficient of erosion as a function of the terrain slope. We also cal-
ibrate a function to calculate the erosion coefficient as an input map for
the simulation tool r.avaflow, based on the erosion observations of the
2017 Gere event. Moreover, we evaluate this new model erosion
setup against the default method that fixes the erosion coefficient
through thewhole computational area. Lastly, we compare the different
simulation results, analysing the entrained volume and the output
hydrograph.

2. Study area and debris flow event

The analysed event occurred in summer 2017, near the town of Cor-
tina d'Ampezzo located in the province of Belluno (Italy). During the
night between the 4th and 5th August 2017, a heavy rainstorm event
hit the Bigontina catchment, producing a large amount of surface runoff,
consequently triggering a debris flow and intense bed load transport,
leading to one fatality and flooding the village of Alverà.

The Bigontina catchment has a surface of 17.5 km2 extending from
3221ma.s.l. (summit of Cristallo peak) to 1150ma.s.l. at the confluence
with the Boite river near Cortina d'Ampezzo (Fig. 1). Rio Gere, the alpine
stream that produced the debris flow event under investigation, is lo-
cated in the upper part of the catchment. The Rio Gere joins the
Bigontina channel at an elevation of 1650 m a.s.l., just downstream
from the bridge of the regional road connecting Cortina d'Ampezzo
with Misurina. After the confluence with the Bigontina channel, the
thalweg slope of the channel becomes gentler, but the 2017 event still
maintained enough energy and turned in a debris flood event (Church
and Jakob, 2020), evident by the debris deposit upstream the village of
Alverà.

In this paperwe analyse the debris flow event triggered and prop-
agated in the Rio Gere basin (Fig. 1 and Fig. 2). The analysed catch-
ment has an area of 1.68 km2 and a mean slope of 42°. The main
channel is 3276 m long and has a mean slope of 19.9°. The relative
Melton number (1.19) is consistently higher than the value of 0.5
identified as the threshold for debris flow-prone catchments in
north eastern Italy suggested by D'Agostino (1996), meaning that
the Gere basin has the morphological characteristics to produce ma-
ture debris flows. The basin can be divided into two morphologically
and geologically homogeneous parts. We define the basin part with
an elevation above 1921 m a.s.l. (elevation of the input hydrograph,
Figs. 1, 0.94 km2) as the “high Gere” catchment and the remaining
part (0.74 km2), down to the confluence with the Bigontina channel,
as the “low Gere” catchment. Both areas are formed by dolomite
rocks. The “high Gere” consists of steep slopes and near-vertical
walls (mean slope 62.2°). The rock channel network is deeply incised
into the bedrock (main channel length 1375 m and mean slope of
25.2°), except for a 400 m channel section located upward the
input hydrograph point, where the channel bed and banks are
formed by loose sediment. The “low Gere” is less steep (the mean
catchment and channel slope are 29.3° and 10.9° respectively) and
consists of open slopes as consequence of past weathering breakage
processes and glacial debris transport. The channel passes through
colluvial deposits and is well defined by banks 2–5 m high for the
first 450 m downward the input section. Toward the confluence,
the channel path becomes rather diffuse and is characterized by
loose debris deposits. This sediment can therefore be quite easily
mobilized during intense rainfall events. The mean grain diameter
surveyed in the lower part of the Gere channel bed after the reported
event is 87.2 mm (range: 3.8–1019 mm) (D’Agostino et al., 2018).

The analysed debris flow event took place during the evening of
the 4th August 2017. The rainfall event had a total duration of 3 h
characterized by two major peaks. The nearest weather station
(Misurina, 3.5 km to the east) recorded a total amount of 110mmbe-
tween 10.00 p.m. and 12.00 p.m. of the 4th August with two peaks of
10.8 mm/5 min and 10.5 mm/5 min respectively at 10.10 pm and
11.40 pm (local time). The intense runoff in the Gere catchment



Fig. 1.Overview of the Bigontina catchment (elevation difference between contour lines: 25m). The no erosion area (black polygon) represents the parking lot, the bridge of the regional
road and the chairlift station.
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triggered a debris flow through entrainment of debris from the bed
and banks.

3. Material and methods

3.1. The simulation tool r.avaflow and the empirical erosion model
algorithm

To back-calculate the described event we use the simulation tool r.
avaflow,which is able to reproduce rapidmass flows andprocess chains
starting from a defined area down to a deposition zone (Mergili et al.,
2017). r.avaflow is a raster module of GRASS GIS 7 (GRASS
Development Team, 2020) and is completely open source and freely
available at Mergili and Pudasaini (2020). The tool includes two differ-
ent models: a single-phase shallow water model with Voellmy friction
relation (Christen et al., 2010; Fischer et al., 2012) and the Pudasaini
and Mergili (2019) multi-phase model with ambient drag (Kattel
et al., 2016). The simulation tool is wrapped in Python (data manage-
ment, pre- and post- processing tasks), while the core of the flow prop-
agation algorithm is implemented in the C programming language. R (R
Core Team, 2020) is employed for the validation and visualization func-
tions. Themulti-phasemassflowmodel can simulate the propagation of
three different components: solid, fine solid and fluid. Each of them has
a specific physical behaviour as described in Pudasaini and Mergili
(2019). For this case study we represent the debris as solid component
and the water fraction as fluid.

The essential inputs of r.avaflow are a digital terrain model (DTM),
the solid and fluid release heights or hydrographs and a set of values de-
scribing the flow rheology. Moreover, six specific optional complemen-
tary functions are implemented in r.avaflow: conversion of release
heights into release depths, diffusion control, surface control, entrain-
ment, stopping and dynamic adaptation of friction parameters.
3

Focusing on the entrainment model, the algorithm implemented in
r.avaflow is based on an empirical multi-phase model. Considering the
multi-phase model applied with two phases, the potential fluid and
solid entrainment depths (DE,f and DE,s [m]) are expressed as a function
of thefluid and solidmomentum(Mf andMs [kgm s−1],fluid/solidmass
multiplied by its mean velocity), based on a user-defined empirical ero-
sion coefficient (CE [kg−1]). The solid fraction (αs,Emax) of the entrained
material is defined by the user as a fixed number. Alternatively, it can
be spatially varied throughout the computational region.

DE,s ¼ CE Ms þMf

�
�

�
�αs,EmaxΔt ð1Þ

DE,f ¼ CE Ms þMf

�
�

�
� 1−αs,Emaxð ÞΔt ð2Þ

The solid and fluid entrained depths are added to the flow after each
time step and the basal topography (represented by a DTM) is updated
at the same time. Flow momenta are updated accordingly. The maxi-
mum depth of entrainment can be defined by the user as a raster map.

In this study we use the r.avaflow model (version 2.2), where en-
trainment is considered as a complementary function of themultiphase
model of Pudasaini and Mergili (2019).

Tohighlight how the erosionmodelworkswithin r.avaflow, a simple
demonstrative debris flow scenario is reproduced. Eleven simulations
are performed reproducing a hypothetical debris flow, propagating on
a computer-generated hillslope. The topography is represented by a
uniform slope, 500 m long with a grade of 0.20 m/m; the channel has
a width of 20 m and is delimited by two levees 5 m high. The input
hydrograph has a triangular shape, starting with a discharge of 20
m3/s, reaching a peak of 100 m3/s after 160 s, decreasing to 20 m3/s
and stopping after 320 s. The input solid volumetric concentration is
set to a constant value of 0.5; the total input volume amounts to
19,240 m3. The eleven simulations are performed on this scenario,



Fig. 2. Photo of the Gere catchment, captured 200 m upward from the confluence with the Bigontina channel toward the watershed border. The blue line represents the watershed line.
Photo taken by Francesco Bettella (University of Padova) on 10th April 2017.
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progressively varying the erosion coefficient in a range between 5∙10−8

and 2∙10−6 kg−1. The simulated entrained volumes are then normalized
for the channel length and width (eroded volume per unit of channel
width and per unit of channel length), obtaining a normalized mean
erosion depth (Den) that is reported in Fig. 3. Den has a power trend ap-
proximated by Eq. (3).

Den ¼ 2:51∙107∙CE
1:26 ð3Þ

From this scenario it is possible to detect that entrainment is signif-
icant (Den > 0.15 m) for values of CE greater than 3∙10−7 kg−1; the
upper CE limit could be detected between 2 and 3∙10−6 kg−1 corre-
sponding to a mean Den of 1.6–2.8 m.

3.2. Topographic information and simulation input data

To perform a debris flow simulation with entrainment in r.avaflow,
the following data have to be set up as input: DTM, input hydrograph,
flow and entrainment parameters. Moreover, to assess the performance
of the simulation model we use a post-event LiDAR based DTM.

The pre-event DTM is derived from a LiDAR survey performed in
2009. It has a spatial resolution of 1 m. The point cloud was produced
within the PST-A programme (extraordinary Italian plan of remote
sensing). We obtained the already processed raster-based DTM from
the Italian Environmental Ministry. The vertical and planimetric errors
are 0.15 and 0.30 m respectively. The DTM is successively resampled
to a resolution of 2 m, using a mean value method, in order to reduce
the computational time. The DTM is also modified to represent the
obstructed bridge on the regional road SR48. We consider the bridge
as a filter of an open check dam for sediment retention, for which the
quasi-total trapping condition occurs when Bmin/ DDF < (1.5–2), where
Bmin is theminimum filter dimension (vertical or horizontal dimension)
andDDF themaximum boulder diameter of the debris flow (D'Agostino,
2010). In this case Bmin and DDF are 1.60 and 1.01 m, leading to a com-
plete obstruction of the opening. For this reason, the cells representing
4

the river bed in the location of the bridge are raised to the elevation of
the road.

After the debris flow thewhole area of the Bigontina catchmentwas
surveyed through a LiDAR campaign on 26th October 2017. The vertical
accuracy is 0.051 m (root mean square error of seven ground control
points surveyed with a RTK-GPS) and the mean point density is 10
pts./m2. From the LiDAR data, the DTM (1 m resolution) is computed
using a kriging method (Oliver and Webster, 1990), representing the
post-event conditions. Thanks to the availability of the pre- and post-
event DTMswe compute the DEMof Difference (DoD).We adopt a sim-
pleminimum level of detection approach (Brasington et al., 2000; Fuller
et al., 2003), assuming a uniformly distributed error. Difference values
lower than the minimum level of detection are not considered in the
DoD analysis. The individual errors in the DTMs are propagated in the
DoD as the root of the square DTMs' error sum (Brasington et al., 2003).

The resulting area of interest for the simulations is shown in Fig. 1.
The computational domain has an extent of 0.183 km2 corresponding
to 44,700 computational cells. The length of the simulated channel is
1483 m with a vertical height drop of 266 m (from 1920 m a.s.l. to
1654m a.s.l.). The mean channel slope is 10.2°, varying along the chan-
nel path: the upper part (the first 500 m downstream from the input
hydrograph) has a mean slope equal to 13.6° while the rest of the
path has a mean slope of 8.3°.

The position of the input hydrograph is shown in Fig. 1. It is placed in
that location in order to simulate the observed erosion process which
occurred downstream. The liquid discharge is calculated from the
radar measurement of the precipitation in the “high Gere” catchment.
The data were acquired by themeteorological station atMonteMacaion
(province of Trento, IT), at a distance of 75.5 km from catchment in W
direction. The original reflectivity volume scans are elaborated using
correction algorithms able to diminish the impact of errors due to
(i) radar hardware mis-calibration (Marra et al., 2014), (ii) partial
beam blockage (Pellarin et al., 2002), and (iii) signal attenuation due
to heavy rain (Marra and Morin, 2018, 2015). Radar reflectivity (R) is
converted to rain intensity (Z) following a power-law relationship in



Fig. 4. Input hydrograph used in the r.avaflow simulations (source: D’Agostino et al.,
2018).

Fig. 3. Results of the sensitivity analysis of the normalized mean erosion depth to the
erosion coefficient. The x and y axes are displayed in logarithmic scale.
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the form Z = 308 · R1.5, well suited for convective precipitation in the
area (Anagnostou et al., 2010), and projected to a 1 km grid. Finally,
radar estimates are compared with in-situ rain gauge measurements
from 3 stations, and adjusted to remove the residual mean field bias
(Marra et al., 2014).

After the rainfall assessment, the FLO-2D (O'Brien et al., 1993) two-
dimensional flood routing model is used to calculate the fluid
hydrograph at the starting location. The SCS - CN (Soil Conservation
Service - Curve Number) (Mishra and Singh, 2003) method is adopted
to compute the surface rainfall runoff generation together with the
model equations for flow propagation as reported in O'Brien (1986).
The input data are (i) the DTM (cell size of 20m); (ii) the initial abstrac-
tion (considered equal to 5% of the potential maximum retention); (iii)
the Curve Number CN (we used CN at the Antecedent Moisture Condi-
tions AMC III, since the soil was already wet before the event) derived
from the combination of the land use-land cover and the hydrological
soil group map; (iv) the Manning's surface roughness derived from
the land covermap; (v) the radar derived precipitation rainfall intensity
(temporal resolution of 5 min and cell size of 20 m, resampled with the
natural neighbour algorithm from the1 kmresolution grid).We used an
average on the weighted area to derive the CN III and the Manning
values, that resulted equal to 75.3 and 0.053 respectively (the litholog-
ical, land cover maps and tables used to calculate the CN value and the
Manning number are reported in D’Agostino et al., 2018). The model
calculates two major discharge peaks of 14.48 and 13.02 m3/s; accord-
ing to this simulation the time between the two peaks is 64 min
(D’Agostino et al., 2018). Since it is not possible to validate themodelled
peak water discharge in the field, due to the bedrock channel morphol-
ogy, we compare it with (i) the empirical relation of Forti (1920) for ex-
treme events and (ii) the rational method (suitable for small alpine
catchments (Grimaldi and Petroselli, 2015). The first method results in
a peak discharge of 13.07 m3s−1, while using the rational method we
derive a peak of 15.80 m3s−1. We adopt here a runoff coefficient equal
to 0.8 (Berti et al., 1999) and use a concentration time of 27min coupled
with the corresponding mean rainfall intensity of 75 mm/h (according
to the above mentioned rainfall data). Through these crossed verifica-
tions, we confirm the peak discharge value of the spatially distributed
model. The time period between the two major peaks is then cut from
the final hydrograph to decrease the computational time, keeping the
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fluidflowdischarge to 3m3/s for 300 s (interval: 1100–1400 s). Further-
more, 10% of solid content is added to the input hydrograph to repro-
duce the flux coming from the upper catchment in a more realistic
way. The upper part of the Gere catchment stores a consistent amount
of debris (particle diameter range: 25–100 mm) easily entrainable in
the case of an intense rainfall event such as the one investigated. Conse-
quently, it is very likely that the flux at the input hydrograph section al-
ready transported a certain quantity of solid particles before the debris
flow triggering. The resulting input hydrograph used in the simulations
is shown in Fig. 4.

The solid and fluid physical parameters used in this case study are
shown in Table 1. A description of the parameters is reported in
Pudasaini and Mergili (2019). The values are not optimized ad hoc for
this event because instruments to detect flow depth and velocity are
not present along the channel path and cross sections of the path are
strongly modified by the passage of the debris flow causing deep ero-
sion and making a reconstruction of the frontal flow depth unreliable.
The physical parameters are basically derived from the back calculation
of the 2013 Gadria debris flow event (Bolzano, IT) reported in Baggio
(2018), in which an accurate calibration procedure was adopted thanks
to the availability of real time event flow depth measurements and rel-
ative velocities. The parameters differ from the Gadria case in terms of
the basal friction angle (δ) and fluid friction coefficient (CFF). These
two parameters are slightly modified in order to obtain reliable front
flow velocities as observed in other debris flow events that occurred
in catchments of the Dolomites (Berti et al., 1999).

3.3. Observed entrainment

We analyse the erosion depth of each pixel and correlate it with the
slope map to verify whether entrainment would depend on the local
slope and to obtain a possible correlation between these two variables,
and a slope threshold for entrainment. The analysis is performed at the
post-event DTMresolution (1m), dividing themain channel in different
reaches 20 m long in order to obtain mean erosion and slope values for
each specific channel reach.

Another important use of the DoD is to assess the accuracy of the
simulated entrained volumes and entrainment patterns.We investigate
the difference between the observed and simulated entrainment pat-
terns. For the whole computational area, we calculate the total eroded
volumes and compare them with the simulated ones.

3.4. Improvement of the erosion input data

The empirical erosion algorithm implemented in r.avaflow (Eqs. (1)
and (2)) is based on the erosion coefficient that can be set up in the



Table 1
Physical parameters used to perform the simulation in r.avaflow.

Symbol Physical parameter Unit Value

ρs Solid material density kg m−3 2650
ρf Fluid material density kg m−3 1000
φ Solid internal friction angle Degree 35
δ Solid basal friction angle Degree 18
ν Fluid kinematic viscosity m2 s−1 10−3

τY Fluid yield strength Pa 0
CAD Ambient drag coefficient – 0.02
CFF Fluid friction coefficient – 0.05
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model as afixed value or a rastermap, allowing a pattern of different en-
trainment rateswithin the computational region to be created. Together
with the erosion coefficient, the model requires the maximum possible
height of erosion and the solid fraction of the entrainable material. For
the reported event, we fix the maximum erosion height at 8 m, based
on the DTM of difference that highlights a maximum erosion height
around 8 m (Fig. 7). In some areas, entrainment is not allowed, corre-
sponding to artificial surfaces (Fig. 1), representing the regional road,
the bridge, the parking area and a chairlift station.We set the solid frac-
tion of the entrainable material to 0.7, considering the saturated soil
condition caused by the rainfall preceding the debris flow event.

We test the hypothesis that the erosion coefficient can be calibrated
as a function of topographic variables. In the literature the variable that
mainly affects the erosion rate is the slope (Jakob et al., 2005;
Kronfellner-Kraus, 1984; Rickenmann et al., 2003). In this way we use
the observed erosion depths in order to calibrate a function able to
link the slopewith the input erosion coefficient.We study four different
functions to derive the spatial distributed erosion coefficient. The types
of functions are exponential, linear, logarithmic and power. In particu-
lar, the exponential function allows the prediction of a broad variety
of eroded volumes for channel units with different terrain slopes, de-
pending on the chosen parameters. Therefore, we test a total of six ex-
ponential functions. The tested functions are summarized in Table 2
and shown in Fig. 5. Moreover, we perform a simulationwith a fixed co-
efficient of erosion for the whole computational region (CE = 10–6.3).
The function parameters are selected through preliminary ‘best-fitting’
simulations in which those parameters are progressively varied. ‘Best-
fitting’ depends on the results of the sensitivity analysis introduced
along with the entrainment model. The minimum CE value, for a slope
of 0%, is in the range between 2∙10−8 and 10−7 kg−1. The maximum
value of CE is fixed at 10−6 kg−1 which, from Eq. (3), leads to a normal-
ized mean erosion depth of 1 m.

In this study, we report the ‘best’ simulations for the following func-
tion types: linear, logarithm and power, while all the performed
Table 2
Comparison between the simulation resultswith different coefficients of erosion, calculated for t
area 2) of the channel path. Observed values are shown as reference.

AOI Con

CE Volume
[m3]

Volume [m3] Simulate

Observed (DoD) – – 10,714 ± 824 –
Fixed CE (F) CE = 10–6.3 73,722 5528 0.52
Exponential 1 (E1) CE = 10(0.05 S - 7.5) 41,702 11,445 1.07
Exponential 2 (E2) CE = 10(0.025 S - 7) 29,968 6429 0.60
Exponential 3 (E3) CE = 10(0.03 S - 7.5) 10,000 3611 0.34
Exponential 4 (E4) CE = 10(0.05 S - 7) 151,393 12,505 1.17
Exponential 5 (E5) CE = 10(0.025 S - 6.75) 83,267 11,601 1.08
Exponential 6 (E6) CE = 10(0.02 S - 6.75) 52,710 8645 0.81
Linear (LIN) CE = 2.5 10−8 S + 10–7.5 69,947 9659 0.90
Logarithm (LOG) CE= 4.5 10−7 ln(S+ 5)+ 7 10−7 128,648 11,140 1.04
Power (P) CE = 1.5 10−7 S0.6 + 2 10−8 173,469 12,377 1.16
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simulations are reported for the exponential function. The slope map
to calculate the erosion coefficient is derived from the pre-event DTM.
As highlighted in the results of the DoD analysis, we avoid the effect of
microtopography, re-sampling the slope map derived from the 1 m
pre-event DTM to a raster cell size of 10 m and then interpolate it to a
final resolution of 2 m, using a bicubic method. This final raster map is
used to create the different erosion coefficient maps used in the simula-
tions. To find out which equation better represents the observed en-
trainment pattern we compare the simulated eroded volumes with
the DoD as described in the section ‘Observed erosion’. A given simula-
tion is considered accurate if it reproduces the eroded volumewithin an
error of 20% with respect to the observed erosion (derived from
the DoD).

Quantification of the increase in debris flow volume and solid con-
centration due to entrainment is based on the analysis of the simulated
output hydrograph located at the lower end of the computational area
(the location of the hydrograph is shown in Fig. 1). At the end, we com-
pare the output hydrographs of those five simulations providing the
best performance for each type of erosivemap (fixed, linear, power, log-
arithm, exponential). In this way, we analyse the evolution of the solid
concentration at the lower end of the computational domain as well
as the related peak discharge. We compare the output hydrographs of
the ten different simulations performed with different erosion coeffi-
cient maps. In this way we can detect whether the differences in the
erosion coefficientmap lead to a significant difference between the sim-
ulated output hydrographs.

4. Results

Firstly, we analyse the patterns of the DoD (propagated error 0.16
m). Fig. 6 (A) illustrates the erosion depths within the computational
area. Thepost-event DTMwas recorded on 26thOctober 2017, 3months
after the investigated event. As shown in Fig. 6 (A), we manage to com-
pute the observed eroded volumes only for two areas (control areas 1
and 2) of the simulated channel path. This is because the material was
immediately moved by human activity after the event and before the
LiDAR survey. Some places were filled in, others excavated, in order to
restore the channel flow and the ski slope for the coming winter season.

The first investigated area is located in the upper part of the compu-
tational area (Figure 6 (A), Control area 1) and corresponds to the right
turn of the channel. There, major erosion processes due to bank and bed
debris entrainment are observed. Themaximumvalues of erosion depth
are in the range between 6 and 7m. In that reach, themain channel has
a total length of 216 m and mean slope of 12.9°. Regarding this control
area, the calculated total eroded volume is 17,684 m, corresponding to
an erosion of 81 m3 per meter of channel length. The value is so high
due to the collapse of part of the external bank in correspondence to
hewhole computational area (AOI), the upper part (control area 1) and lowerpart (control

trol area 1 Control area 2

d/observed Volume/channel
length [m3/m]

Volume [m3] Simulated/observed Volume/channel
length [m3/m]

49.6 ± 3.8 13,215 ± 1625 – 31.2 ± 3.8
25.6 21,410 1.66 50.5
53.0 6570 0.51 15.5
29.8 5875 0.45 13.9
16.7 1424 0.11 3.4
57.9 48,475 3.75 114.4
53.7 21,815 1.69 51.5
40.0 12,294 0.95 29.0
44.7 17,932 1.39 42.3
51.6 40,619 3.14 95.9
57.3 54,923 4.25 129.7



Fig. 5. Functions used to calculate the spatially distributed erosion coefficient in relation to the slope map.
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the left turn. The calculated volume of the bank failure is 6,970 m3.
Recalculating the erosion per channel meter excluding this volume re-
sults in 50 m3/m.

The second control area is located near the confluence with the
Bigontina channel (Fig. 6 A, Control area 2). In this part, the channel is
not confined to a clearly recognizable path, but flows mainly on the
Fig. 6. Maps representing the observed erosion depths (A), simulated erosion depths (B, resu
material is part of the flow height (values lower than 0.25 m are not displayed).
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ski slope. The considered reach has a length of 423 m and a mean
slope of 8.9°. The calculated entrained volume caused by the debris
flow event is 13,215 m3, corresponding to a volume of 31 m3 per
meter of channel length (Table 2).

Regarding the deposit, we make an estimation of the debris volume
accumulated at the confluence between the Gere and the Bigontina
lts of simulation E6) and maximum flow height for simulation E6 (C). In (C) the eroded



Fig. 8. Analysis of the erosion depths derived from the DOD and local slope. Points
represent mean values extracted from the channel bed, dividing it in segments 20 m
long. The reported slope values are derived from the pre-event DTM resampled to 10 m
and successively interpolated to 1 m (bicubic method). The red line shows the linear
regression derived from the points. The orange dashed line represents the maximum
erosion depth identified by Kronfellner-Kraus (1984).
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channels. Unfortunately, the 2017 LiDARwas acquired after the anthro-
pogenicmovement of the depositedmaterial in order to re-establish the
flow passage and so the post-event DTM is not suitable for the volume
calculation. However, thanks to helicopter and citizens pictures cap-
tured the day after the event, we can identify the debris deposit height
relatively to the channel banks. We then fill up the channel post-event
DTM for those segments recognised in the pictures and we calculate a
total deposit of 13,500 m3. Such value is just an estimation since it is
not derived from a rigorous DoD analysis.

4.1. DOD analysis – pixel scale

Starting from the DoD map (Fig. 6 A), we analyse the erosion depth
(ED) at pixel level and correlate it with the local slope. In Fig. 7 and Fig.
8 we illustrate the results of this analysis. Fig. 7 A shows the correlation
between the slope and erosion depth at pixel level (1 m resolution). In
Fig. 7 A we simply plot these two variables: the slope is derived from
the post-event DTM. The results arewidely scattered and it is not possible
to identify a significant relationship between these two variables. When
substituting the previous slope values with the slope extracted from the
map used to calculate the erosion coefficient values (pre-event DTM
resampled to a resolution of 10 m and afterwards interpolated to the
final resolution of 1 m, using a bicubic method), it is possible to identify
a logarithmic trend between slope and erosion depth (Fig. 7 B). The cor-
relation becomes satisfactory only for slopes steeper than 25%. For slope
values around 20% the observed erosion depths appear extremely hetero-
geneous with several observations of erosion depths between 0 and 3 m.

4.2. DOD analysis – 20 m segments of the channel bed

After the analysis at pixel level we focus on erosion of the channel
bed in different reaches. To derive a mean value for different reaches
of the channel path,we divide it in segments 20m long for both selected
control areas (Fig. 6 A). For each segment, we extract the mean slope
(using the slope map to derive the erosion coefficients) and the mean
observed erosion depth. The results are plotted in Fig. 8. On these
data, we perform a linear correlation between slope and erosion
depth, finding a quite good correlation between these two variables.
Furthermore, analysing data reported in Fig. 8 we notice that low values
of channel slope (10–22%) are associated again (as for Fig. 7 at pixel
scale) to a great heterogeneity in erosion depth with a variance of 2.1
m (range: 0.3–2.4 m).
Fig. 7.Analysis of the slope and observed erosion depth derived from theDoD at pixel level. In p
is resampled from the pre-event DTM to 10 m and successively interpolated to 1 m (bicubic m
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Comparing themean erosion and slope per channel segment with
the maximum entrainment thresholds identified by Kronfellner-
Kraus (1984), we can confirm that relationship (Fig. 8). Moreover,
the Kronfellner-Kraus (1984) threshold and the linear interpolation
of the mean segment values show similar trends (0.13 and 0.17,
respectively).

4.3. Comparison of observed and simulated volumes

Wenow focus on the eroded volumes. The simulations performed in
this case study are reported in Table 2, togetherwith the results in terms
of eroded volumes. The equations employed to obtain the erosion coef-
ficient maps are shown in Fig. 5. In order to assess the accuracy of the
simulations, we compare the simulated erosion, represented by the
change of the basal surface, and the observed erosion, represented by
the DoD. The results are shown in Table 2 and Fig. 6. Looking at the
eroded volumes within the computational area, the simulation that
entrained the highest debris volume is simulation P (CE calculated
with the power function) (173,469 m3), while simulation E3 (CE calcu-
lated with the exponential function) predicts the uptake of the least
lot Awe extract the slope from the 1m resolution post event DTM,while in plot B the slope
ethod).
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amount of material (10,000 m3). Analysing the eroded volumes for the
control area 1, most of the simulations (E1, E4, E5, E6, LIN, LOG and P)
yield an accurate (error less than 20%) prediction in terms of the eroded
volume. The simulations F (fixed CE), E2 and E3 underestimate the
eroded volumeswith an error of between 48 and 66% (Table 2). Looking
at the control area 2, the simulation that most accurately represents the
observed eroded mass is simulation E6 with a difference between the
simulated and observed eroded volumes of −614 m3 (relative error of
−5%). Simulations F, E4, E5, LIN, LOG and P entrain a large amount of
solid material with respect to the observed debris volume (error be-
tween 39 and 425%). On the contrary, the simulations E1, E2, E3
entrained considerably small amounts of volume (error between −49
and -89%).

The ratio between the simulated and observed eroded volumes re-
veals that simulation E6 represents the observed data for both control
areas in the most accurate way (Table 2). The other simulations repre-
sent either control area 1 or control area 2 in an accurate way. Fig. 6
shows the results of simulation E6 for the entrained depths and maxi-
mum flow depths (Fig. 6B and C, respectively).

Analysis of the output hydrograph located just upstream from the
confluence with the Bigontina torrent (Fig. 1) allows the simulated
peak discharges and solid volume concentrations of the best five simu-
lations to be quantified. The hydrograph showing the discharge and
flow volumetric solid concentration for every time step is displayed in
Fig. 9 (for the exponential type simulationswe only show E6 for clarity).
We further detect that all the simulated flows increase their solid con-
tent, reaching a steady value around 0.4–0.6 at the output hydrograph
location, but they never exceed a value of 0.7. The solid volumetric con-
centration increases over time for all the simulations represented in Fig.
9 because of the dam effect of the simulated bridge obstruction. The ob-
struction involves deposition of the solid component while the fluid
fraction slowly flows downstream, consequently increasing the volu-
metric solid concentration at the output hydrograph location (Fig. 9).
Looking at the discharge, the performed simulations show two types
of patterns. Simulations F, P and LOG show a single discharge peak cor-
responding with the first surge, while the second surge is not captured
in the output hydrograph. On the contrary, simulations LIN and E6 show
the opposite pattern with a weaker discharge peak for the first surge
and a stronger one for the second surge. This can be explained by the
terrain morphology of the computational area and the maximum
entrainable depth. The simulations P and LOG entrain a large amount
of sediment especially in control area 2 (Table 2), leading to a big dis-
charge peak at the output hydrograph for the first surge. However,
Fig. 9. Output hydrographs (total discharge and volumetric solid concentration over time) of t
(location shown in Fig. 1).
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they do not show the same discharge intensity for the second surge be-
cause the maximum entrainment depth has almost been reached after
the passage of the first surge. In this way, the simulations P and LOG
do not predict a large amount of entrainable sediment available for
the second surge. On the contrary, the simulations LIN and E6 show
higher discharge peaks for the second surge, resulting in agreement
with the witnesses to the event. In this case, the first surge is mitigated
by the morphology of the computational area in which the obstructed
bridge creates a dam effect, decreasing the flow velocity and promoting
deposition of the solid component. This mitigation effect is not present
with the second surge, because the channel has already been filled up
with the sediment of the first surge. The second discharge peak thus re-
sults decisively more intense than the first one, also due to
remobilisation of the previously deposited debris.

Fig. 9 reveals two further aspects: the first surge is highly impulsive
showing a sharp discharge increment, conserving a pattern which is
similar to the input hydrograph. In addition, the solid volumetric con-
centration is similar for all the simulations, looking at the first surge,
with values around 0.50–0.55.

5. Discussion

We investigated the debrisflow eventwhich occurred in a Dolomitic
catchment near the town of Cortina D'Ampezzo (IT) on 4th August
2017. We firstly analysed the observed erosion pattern and then
adapted the parameterization of the erosion model implemented in r.
avaflow in order to reproduce the observed entrained volumes in the
most accurate way. The first analysis was based on the comparison of
pre- and post-event DTMs. From these data we identified a maximum
erosion depth value of 8 m. Entrainment was comparatively high with
a value of 50 m3 per meter of channel unit in control area 1 and 31 m3

per meter channel unit in control area 2. Comparing these values with
other erosion amounts in literature, it is possible to highlight the inten-
sity of the event in terms of debris flow erosion. Rickenmann and
Zimmermann (1993) reported maximum erosion depths for debris
flows in the Swiss Alps of around 5 m. Hungr et al. (2005) reviewed de-
bris flow erosion analysing the entrainment per channel unit, obtaining
a range 0–50 m3/m considering more than 500 events reported in 14
studies from different mountain chains. Extreme values of 300 m3/m
were identified by Rickenmann and Weber (2003) for debris flow
events in Kazakhstan due to bank failure. Regarding the eastern Alps,
Marchi and Cavalli (2007) related values of entrainment per channel
unit to the cumulative frequency. In the same study they investigated
he performed best simulations just upstream of the confluence with the Bigontina torrent
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a debris flow event, reporting a maximum value of 110 m3 per meter of
channel unit. Furthermore, Marchi and D'Agostino (2004) analysed the
magnitude of 127 debris flow events in the Eastern Alps, observing that
the erosion per channel unit is rarely larger than 50m3/m (7% of the en-
tire sample). Thus, according to these findings, the present case study
with amaximum value of 50m3/m is established as one of themost ex-
treme values recorded in the eastern Alps and worldwide.

Such high eroded volumes per channel unit are the result of a com-
bination of different contributing factors. In the investigated area the
availability of a thick layer of loose sediment, a well-defined channel
path and the saturation conditions enhanced the debris flow propensity
to erosion processes in a noticeable way (Berger et al., 2011; Cannon
et al., 2003; Reid et al., 2011).Moreover, the rainfall pattern distribution,
characterized by two peaks of equal high intensity, constantly stressed
the torrent path, leading to a major destabilization of the channel bed.

Another important driver of erosion in channelized beds is the slope
(Hungr et al., 2005); therefore we analysed this variable related to the
observed erosion depths. We noticed that plotting the erosion depths
against slope values at the DTM resolution we obtained no significant
relationship, as illustrated in Fig. 7 plot A. Next, we removed the
microtopography from the slope map by resampling the slope map
from the resolution of 1m to 10m (mean valuemethod) and interpolat-
ing it to the initial resolution (bicubic method). The new slope values
correlated well with erosion depths in a logarithmic way (Fig. 7, plot
B). This reveals that debris flow erosion is more related to a smoothed
slope than to a more precise slope value analysed in this case at the res-
olution of a 1 m LiDAR DTM. We may infer that the energy amount of
routing debris flows is so big that it can hardly be influenced by small
changes in slope, especially if we refer to a resolution of 2 m.

In order to understand themean erosion rate along the channel path,
we divided the torrent bed in reaches of 20 m and then correlated the
mean erosion depth with the slope of each bed area. We were able to
derive a regression trend line between these two variables confirming
the maximum threshold identified in Kronfellner-Kraus (1984), sup-
ported by data reported in Rickenmann and Zimmermann (1993).
Marchi et al. (2009) computed a similar analysis for a debris flow
event in the Eastern Alps (Rio Cucco basin), observing high erosion
depths (6–9 m) for channel slopes of 30–40% and lower erosion depths
for steeper sections (regarding the loose sediment bed material). We
further confirmed the threshold identified by Takahashi (2007) for the
initiation of stony debris flows for channel bed erosion equal to a
slope value of 25%. In Fig. 8, this value identifies those channel reaches
for which erosion processes resulted more intense, with mean erosion
depths exceeding 3 m, nevertheless a significant contribution to debris
flow triggering cannot be excluded in the range 15–20% (Fig. 8). In our
case study, the interpretation of the modelling results also confirmed
that slope is one of the main drivers in entrainment processes related
to debris flow events in natural confined beds, given that the other tor-
rent conditions remain the same along the path (geology, availability
and grain size of loosematerial and bedwidth). The slope can be consid-
ered as an indicator of the limit strength of the debris to bear erosion for
a certain catchment geology. Complementarily, we could suppose that
higher is this limit/slope more intense is the erosion when this limit is
exceeded, because of great shear stresses become suddenly effective
during flashy floods. In addition, after the solid particles detach from
the channel bed, the erosion process is amplified by the component of
their weight along the direction of the flow momentum (a component
that increases as the terrain slope increases). For such reason, we
might consider the topographic slope as the main control for debris
flow erosion as confirmed in Fig. 7 and Fig. 8. However, more studies
for a range of rheological and geological situations are required to fur-
ther investigate the role of slope angle as a control for debris flow en-
trainment processes.

Since we identified such slope control in channel erosion processes,
then we improved the parameterization of the empirical erosion model
implemented in r.avaflow calculating the coefficient of erosion (CE) as a
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function of the slope. Four different types of functions were used to cal-
culate CE. We compared the eroded simulated volumes with the DoD
and showed that an appropriately parameterized exponential function
represents the erosion pattern in the most accurate way. We compared
these results with a simulation performed with a fixed coefficient of
erosion equal to 10–6.3 kg−1. This comparison shows a more accurate
simulation using an exponentially slope-dependent erosion coefficient,
highlighting empirically adequate results for the two control areas char-
acterized by different mean slopes.

We have deliberately employed a simple and straightforward ero-
sion model, multiplying the momentum of the flow with an empirical
entrainment coefficient, and calculate this coefficient according to the
slope. In the newer literature, in contrast, erosion is often computed
by comparing the mechanical strengths of the flow material and the
bed (Iverson and Ouyang, 2015; Pudasaini and Fischer, 2020). Whereas
these models have a sound physical basis, they are still very hard to
apply to real-world cases in practice. Themodel outcomes are very sen-
sitive to the difference between the mechanical properties of the flow
and the surface – however, these properties are usually unknown, and
the best which could be done in this respect would be to calibrate the
strength parameters with observations. We have followed the alterna-
tive way to define those areas as erodible where the bed material is
most likely weaker than the flow material, based on geomorphological
evidences, and then tried to quantify erosion by hypothesizing a rela-
tionship with flow momentum and topography. However, there is an
urgent need for more research on how to appropriately compute and
parameterize erosion through debris flow processes.

In this study,wewere able to reproduce the generation and dynamic
of a debris flow through channel bed entrainment thanks to the use of
the Pudasaini and Mergili (2019) multi-phase model included in the
simulation tool r.avaflow, employing an empirical multi-phase erosion
model appliedwith two phases (Eqs. (1) and (2)). The r.avaflow tool al-
lows the simulation of different types of mass flows and considers the
strong relation between the fluid, fine solid and solidmomentum trans-
fer. It could therefore be used to reproduce the interaction, mixing and
separation of up to three considered phases. The simulations performed
in this study used two phases and showed that the solid and fluid com-
ponents entrained by the flow were mixed and contributed to the mo-
mentum increase of the flowing mass. In particular, the fluid
component played the main role in the entrainment process particu-
larly in the initial stage, progressively entraining solid material (the
input hydrographhad a 10% solid fraction). At the lower end of the com-
putational area, the results of simulation E6 (CE as an exponential func-
tion of the slope) showed a solid fraction up to 50–55% for the two
discharge peaks, typical for a mature debris flow. The similar solid con-
centration of the performed simulations can be explained by (i) the
value of the bed solid fraction (Eqs. (1)–(2), αs,Emax) fixed to 0.7 and
(ii) the effect of the fluid fraction necessary to produce drag force for
solid phase motion. In particular, if the fluid fraction is not sufficient to
move the total amount of the solid phase, the solid part tends to deposit
and eventually, it can be successively moved if the upcoming flow can
generate enough drag force. In this way, the simulated solid fraction at
the output hydrograph never exceeded a value of 0.57 during the flow
propagation, as shown in Fig. 9 for the first 20 min of the different sim-
ulations. Afterwards, the solid component noticeably increased for the
deposition process caused by the bridge.

Comparing the simulated and observed entrained volumes and the
erosion depths per channel unit for the two control areas we found a
good accuracy of the simulated amount of entrained material (Table 2).
The peak discharge increased up to four times the input hydrograph for
the second surge. The observed and simulated entrainment patterns
lead to the consideration that erosion processes have to be accurately
assessed for the simulation of debris flows over mobile beds since they
can notably increase their destructive potential as highlighted in earlier
studies (Berger et al., 2010; Chen and Zhang, 2015; Gregoretti et al.,
2019; Mergili et al., 2018; Rosatti and Begnudelli, 2013). In addition, the
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proposed entrainment approach could be straightforwardly applied for
the simulation of a dam break scenario. The erosion coefficient is really
small in the case of flat terrain (CE is never equal to zero), but if the flow
momentum results high, the fluid flux can trigger a debris flood or debris
flow depending both on its momentum and terrain topography. The
obtained slope-dependent function for CE assessment is at the same
time an easy and efficient approach to model debris flow erosion. The
proposed method can be potentially implemented also in other mass
flow propagation models, making it a broadly useful approach.

The investigated case study can be classified as extreme considering
the observed erosion rates, caused by the availability of a large amount
of loose saturated debris. Thefindings correspond to earlier studies both
for the Alps (Marchi and Cavalli, 2007) and worldwide, and the erosion
model reported here is considered suitable to reproduce this event. We
can affirm that themodelmay be used to accurately estimatemaximum
thresholds of erosion in the simulations of debris flows over natural
channels. However, the calibrated exponential function to derive the
erosion coefficient has to be accurately tested with other case studies
to evaluate its reliability. Future refinements of the proposed approach
might consider other factors affecting erosion such as bed confinement
and bed forms, and parameters describing the debris flow composition
in more detail.

6. Conclusions

We investigated the debris flow eventwhich occurred in 2017 in the
Bigontina dolomitic catchment of the Eastern Alps in Italy. The event
obstructed the bridge of the regional road and successively triggered
an intense bed load transport event that flooded the village of Alverà
causing one fatality. In this study we focused on the entrainment pro-
cesses of the debris flow event. The availability of pre- and post-event
LiDAR campaigns allowed us to study the spatial patterns of the
volumes entrained by the debris flow. We then successfully back-
calculated the debris flow using the simulation tool r.avaflow and pro-
posing a new parameterization of the erosion model.

Regarding the observed eroded volumes, we compared the investi-
gated event with studies reported in the literature and we can define
this event as one of the most extreme affecting the eastern Alps, in
terms of documented erosion. Furthermore, we confirmed that channel
erosion is highly correlated with a smoothed slope map (Fig. 7).
Moreover, we analysed the mean erosion depth observed within each
channel segment (Fig. 8), and we confirmed the threshold suggested
by Kronfellner-Kraus (1984).

Regarding the back calculation part, we used the Pudasaini and
Mergili (2019) multi-phase model included in r.avaflow, together
with the empirical erosion model. Since erosion is related to slope
(Fig. 7 and Fig. 8), we evaluated different equations to calculate a spa-
tially distributed erosion coefficient based on the topographic slope
(Fig. 5). We compared the simulated eroded volumes against the differ-
ence between the pre- and post-event DTMs. Thereby, an exponential
function of the slope turned out as the most accurate way to derive
the spatially distributed erosion coefficient for simulating the entrain-
ment process and to capture the complex dynamics of a composite/dou-
ble peak triggering event. Another important simulation result is the
generation of a mature debris flow through progressive entrainment
of the solid component along the channel path. The input hydrograph
is characterized by 10% solid content (Fig. 4), while at the end of the
computational area the solid ratio is 45–60% (Fig. 8), noticeably increas-
ing the peak discharge.

This study highlights that channel erosion processes have to be
taken into great account in debris flow simulations because they in-
crease destructive potential, times of passage of the surges, and dynam-
ics of the events. Furthermore, r.avaflow appears suitable for the
simulation of debris flows on erodible channels thanks to the multi-
phase propagation model in combination with a multi-phase empirical
erosion model. In particular, we defined a new method to improve the
11
quality of the entrainment parameters by calibrating a function for the
calculation of the spatially distributed erosion coefficient. Future studies
have to confirm and possibly to improve the reported approach in order
to make it suitable for predictive simulations within the framework of
hazard mapping and risk management.
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