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Abstract

We give explicit formulas for the number of meromorphic differentials on CP!' with
two zeros and any number of residueless poles and for the number of meromorphic
differentials on CP' with one zero, two poles with unconstrained residue and any
number of residueless poles, in terms of the orders of their zeros and poles. These are
the only two finite families of differentials on CP! with vanishing residue conditions
at a subset of poles, up to the action of PGL(2, C). The first family of numbers is
related to triple Hurwitz numbers by simple integration and we show its connection
with the representation theory of SL,(C) and the equations of the dispersionless KP
hierarchy. The second family has a very simple generating series, and we recover it
through surprisingly involved computations using intersection theory of moduli spaces
of curves and differentials.
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1 Introduction

On the complex projective line, for any configuration of n > 3 distinct marked points
and n nonzero integers summing to —2, there exists a differential, unique up to multi-
plication by a nonzero complex constant, whose zeros and poles are at the » marked
points and their order is given by the n integers.

Up to the action of PGL(2, C), which is three-dimensional, the space of configura-
tions of n marked points on CP! has dimension n — 3, so the number of configurations
of n marked points supporting a meromorphic differential with fixed orders of zeros
and poles is finite if and only if n = 3. Considering that, for n = 3, one pole and
one zero must always exist, this leaves us with two cases in which the number of
meromorphic differentials is finite: two zeros and one pole or two poles and one zero.

Each of these two cases can be enriched if we allow for extra poles of degree at least
—2 whose residue is constrained to vanish. This way, for each new pole, we introduce
a new degree of freedom (its position on CP') and an extra equation (the vanishing
of its residue), keeping each family zero-dimensional. We refer to differentials with
two zeros and any number of residueless poles as differentials of the first type, and
to differentials with one zero, two poles with unconstrained residue and any number
of residueless poles as differentials of the second type. This terminology is not to be
confused with the classical one for Abelian differential of the first, second, or third
kind (they are actually quite incompatible).

Meromorphic differentials of the first type are actually exact and can be integrated
to meromorphic functions, so the first family of numbers is a special family of triple
Hurwitz numbers for which classical Hurwitz techniques are available, as done in [6].
Our results, beside recovering those of [6], relate these numbers with the representation
theory of SL,(C) and the theory of integrable systems of PDEs. In particular, the
numbers of differentials of the first type turn out to coincide, up to a simple factor,
with the coefficients of the dispersionless Kadomtsev—Petviashvili (KP) equations.
This relies on a more general result from [4] involving Hodge and double ramification
integrals on the space of residueless meromorphic differentials on genus g curves
and their relation with the coefficients of the equations of the full KP hierarchy. We
also show that the generating series of the numbers of meromorphic differentials of
the first type is a Dubrovin—Frobenius potential and present two explicit formulas for
it. The dispersionless KP hierarchy is a reduction of the system of primary flows of
the associated principal hierarchy. We thus view the constructed Dubrovin—Frobenius
manifold as a natural Dubrovin—-Frobenius manifold underlying the dispersionless KP
hierarchy.

The number of differentials of the second type as a function of the order of their
zeros and poles was computed in [7, Proposition 2.3], in [9, Proposition 6.3] and in
[12, Proposition 4.6]. It turns out that these numbers, or their generating function,
are described by a remarkably simple formula, for which we give a new proof using
techniques of intersection theory on the moduli space of stable curves and projec-
tivized meromorphic differentials from [1, 2, 8]. In particular, our proof is based on
Lemma 4.2, a recursive relation between numbers of meromorphic differentials of the
first and second type of independent interest, lifted from the WDVYV relations in the
cohomology of the moduli spaces of rational stable curves.
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2 Main definitions

With the same notations used in [4, Section 1], for A = (a1, ...,a;r) € Z* and
B = (by,...,b,) € 7 _, satisfying ) "a; + ) b; = 2g — 2, let Hg(A; B) be the
locus in M .+, whose points correspond to genus g smooth curves with marked
points z1, . .., Zk+» such that there exists a meromorphic differential whose divisor of
zeros and poles is Z{F:l ailzi]l+ Z?:l bjlzi+j]land such that, fork+1 < j < k+n,
its residue at the poles z; vanishes. Hg(A; B) is a closed substack of M, 1, of
dimension

2¢—3+k, ifa; <0f 1<i <k,
dim M, (A; B) = g + if a; <' orsome 1 <i < @1
2g —2+k, otherwise.

We denote by ﬁg(A; B) the closure of H,(A; B) in /Vg,kﬂ.

Suppose that @; = 0 for some i, say i = 1. Then among the spaces ﬁg(A; B)
only the following ones are finite and non-empty: Ho(0, a; —a — 2), a > 0, and
Ho(0, —1, —1); and they are all just points.

Suppose that a; # 0 for all 1 < i < k. From formula (2.1) it is easy to see that
‘Hg(A; B) can be non-empty and finite only in the case ¢ = 0 and if one of the
following two conditions are satisfied:

(1) k=2anday,ar > 1;
(2) k = 3 and exactly one of the three numbers aj, a», a3 is positive.

Formally, there is also the case when k = 3 and exactly one of the three numbers
ai, az, az is negative, but this is obviously reduced to the first case. We see that these
two cases correspond to differentials of the first and second type, respectively. So our
goal is to compute the following two families of numbers:

[Ho(a, by —c1, ..., —cn)l, a,b>1, ¢ >2, a+b—Zc,~=—2,
[Ho(a, =b, —c; —dy, ..., —dn)|, a,b,c>1, d;i >2, a—b—c—Zdi:—z,

The space Ho(A; B) can be described very explicitly. Indeed, given a (k + n)-tuple
Z = (21, ..., Zk4n) Of pairwise distinct points on CP', there exists a unique, up to
multiplication by a nonzero complex constant, meromophic differential wz 4 p on

CP! such that (wz.4.5) = Zle ailzil + 3 j_; bjlz;j+]. It is given by
k n
®z.A.B = H(Z — ) H(Z - Zj+k)b-de,
i=1 j=I1

where, if z; = oo for some [, then we assume that the corresponding factor is equal to
1. Then

Ho(A; B)
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~ {Z = (21, -+, Zksn) € (CPHF™ féifgf?;?;fﬁz”‘ﬂ =0 }/PGL(Z, O).

Example 2.1 Let us compute the number [Ho(1, 1; —2, —2)|. A meromorphic differ-
ential w with (w) = [1] + [¢] — 2[0] — 2[cc], t # O, 1, 00, is given by

z—D(z—t
_G=be=n,
z
and we have res,_ow = —1 — t, which is zero only for + = —1. Thus,

[Ho(L, 15 =2, =2)] = 1.

Example 2.2 Let us compute the number |H0(2 2; —3, —3)|. A meromorphic differ-
ential  with (w) = 2[1] 4 2[¢] — 3[0] — 3[oc], t # 0, 1, o0, is given by

V20 2
_ z=1 3(1 t) dz.
Z

and we have res,—g w = 1 + 4t + 2. This quadratic polynomial has exactly two roots
and, therefore, |H(2, 2; —3, =3)| = 2.

Example 2.3 Let us compute the number |Ho(2, 2; —2, —2, —2)|. A meromorphic
differential w with (w) = 2[x] + 2[y] — 2[0] — 2[1] — 2[c0], x, ¥y # 0, 1,00, x # y,
is given by
(z—x)*(z—y)?
= Q.- @
2(z—1)

and we have

res;—ow = 2xy(—x —y+xy), res;—jw=—2(—1+x+y —x2y —xy2+x2y2).

So we have to find solutions of the system
—x—y+xy=O=—1+x+y—x2y—xy2+x2y2, x,y#0,1, x #y.

From the first equation we obtain x =

we get 2 yfr] = 0, which has exactly two solutions. Thus, |Ho (2, 2; =2, =2, —=2)| =

2.

_1 , and substituting this in the second equation

Example 2.4 1et us compute the number |[Ho(a+b—1, —1, —a; —b)|,a > 1,b > 2.
A meromorphic differential w with (w) = (a + b — )[t] — [1] — b[0] — a[oc],
t #0, 1, 0o, is given by

(l _ Z)a-i-b—l

d )
Pl—z °°
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and we have
b—1
a+b—1
reS,— =14 -1 k Z‘b_l_k =: P(1).
0@ =1") (=1) ( L ) ()
k=0
The ratio Ptff ) is a polynomial of degree b — 1, which does not vanish at = 0. Also

P(1) = (=1)b! (“Zf?z) # 0. From the elementary identity

—1 b—1
P = ——— i P = (—1)b<a +b )t‘“

P(1)
la

we conclude that the polynomial
b—1,—-1,—a;-b)|=b—1.

does not have multiple roots. Thus, |Ho(a +

3 Differentials of the first type

3.1 Hurwitz numbers

Let vy, ..., v, be tuples of positive integers and d > 1. We denote by
Hurg(vy, ..., v,)

the number of ramified coverings f: C — CP', where deg f = d, C is a compact
connected smooth algebraic curve, f is ramified over r fixed branch points in CP!, the
ramification profile over the i-th branch point is given by the parts of v; together with
the necessary number of units, and the ramified covering f is taken with the weight
that is equal to the inverse of the order of the automorphism group of the covering,
where we assume that an automorphism fixes the points corresponding to the parts of
V.

We will be interested in the numbers Hurz ci—n(@+1),b+1),(c1—1,...,cn—
1)), wherea, b > 1,c¢y, ..., ¢, > 2 and the conditiona +b — > ¢; = —2 is satisfied.
Then the Riemann—Hurwitz formula says that for a corresponding ramified covering
f:C — CP' we have g(C) = 0.

3.2 The dispersionless KP hierarchy

Let p and fi(j ), i > 1, j > 0, be formal variables, and consider the ring of polynomials

Rp:=C [ fi(j )] . We also denote f; := fi(o). Introduce a linear operator
' i>1, j>
i+1 . _
d: Ry — Rpbydr =321 j»0 fi(fJr )—a;(j).Let us endow the ring R ¢[p, p~ 1]

with a Poisson structure by

{A,B}:=03,A-0,B—0,B-0,A, A BeRslp p 'l
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where 0, := %. For a formal Laurent series A = ), _, a;ip' € R¢[p, p~'11, denote

Ay =YY" ap andres,—o A :=a_i.
Let

Mp)=p+Y fir™ €Rslp, p7 I 3.1

i>1

The dispersionless KP hierarchy is a system of evolutionary PDEs with dependent
variables f;, i > 1, spatial variable x, and times T,,, n > 1, given by

I (p) {
= 13M") A } > 1.
a7 = (") A =
For example, % = fi(l) and
d/1 M f a> 0
L =2, 92 _ 5 5 .
a7, f T, L +2A 0

Define a change of variables f; — w;(f1, f2,...) by
wi(fi, fo,.) ==respmo A(p), i = 1.
For example, we have

wi=fi, wa=2f w3=3f3+3f, ws=4f1+12f1f2,
ws = 5f5 +20f1 f3 + 10£2 + 107

Since

ow; i i j i i i
oz = om0 PO | = respoo (0,210 ) = k()80 p))
= resp—0 (—2()40:0,0(p)' = 2A(P)L 3,0 (p)')

=~ respmo (1P L300 )

we obtain that the dispersionless KP hierarchy written in the variables w; has the form

0 wi
B_Tj = 0y R; j,
where R; ; are polynomials in wy, w», ..., which can be found using the well-known

formula (see e.g. [15, equations (5.2.11)])
&Jz—m%ﬂQ@ﬁ%umﬁ.
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They satisfy the properties R; ; = R;; and R; 1 = R;; = w;. The first nontrivial
polynomials are

4 3 9 9
R22=—w3—2w%, Ry 3 = —wq —3ww;, R33=—w5—3w1w3——w%+3w%.

’ 3 ' 2 ' 5 4

It is easy to see that the coefficients of the inverse power series of (3.1),

pR) =r+ ) e,

a>1

are given by
We

o

tfafl

The following resultis well known, see, e.g. [ 15, equation (6.2.3)], but for completeness
we will give a short proof of it.

Lemma 3.1 We have
1 1 7 =7
Z _Rp,qué‘q = log 1— Z l—mwl . (32)
P.q=1 i>1

Proof First of all, for «, B > 0, we note that

1A =25 g, (PG = pG)
ooy ‘°g(l§,-w“"‘ = renmore o 1534 e (P50

and then transform the right-hand side as follows:

A) — p(A A
Ies), =0 Ies),; =0 [A‘{‘Azﬁ <log <M) + log at )j|

p(A2) Ay — A
Ip M(pD)* 1 9,y 1 (p2)PT! p2— D1
= I€S p,=( I€S p; =0 P 511 lo p2

res o (x(p)ﬁﬂap)\(p)aﬂ)
- @+ D(B+1)

_ Raqi1+1
@+ DB+’

where the extra term in the first line can be eliminated since it is regular as A1 — O.
O
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3.3 The representation theory of SL, (C)
Denote by p; the fundamental representation of the group SL, = SL,(C) and by px
its k-th symmetric power. The complete list of finite-dimensional irreducible repre-

sentations of SL; is {pk }x>0. The tensor product px ® p; is decomposed in the sum of
irreducible representations as follows:

Pk @ pr = Pik—1) D Pk—11+2 D - - . © Pr+i-

We embed the group C* into SL;, by

C*sim— (g )ﬁl) e SL».

For a finite-dimensional SL,-representation V and d € Z, we denote by Vig) C V
the subspace of vectors having weight d with respect to the C*-action. So we have

V = ®yez Viar-

3.4 The main result

Theorem3.2 Leta,b >0,n > 1,andcy, ..., c, > 2 be fixed integers satisfying the
conditiona + b — Y _ ¢; = —2. Then all the following numbers are equal:
(1) |Ho(a, b; —c1, ..., —cp)l;

(2) Hury o, ,((@a+ 1, b+ 1), (c1=1,....cn = 1));

(3) (=" c1—1D...(ca =1 0"Ray1,p+1
(@a+DOB+1) awC|*] cee aan*] wy=0

(4) (l’l — 1)’d1m (®?:1pci72)[aib];

n t—tc
(5) (n — 1)!Coef as1 ]_L_=l —

s

Proof To prove the equation (1)=(2), note that any residueless meromorphic differen-
tial w on CP! is exact and can be integrated to a meromorphic function f. Moreover,
if

n
(@) = alzi] +blzal = ) cilzival (3.3)
where 71, ..., Z,12 € CP! are pairwise distinct, then the only critical points of f are
the points z1, . . ., z,42 with multiplicitiesa+1, b+1,c1—1, ..., ¢, — 1, respectively.
Moreover, the set {z3, ..., Z,4+2} is the set of poles of f, and the Riemann—-Hurwitz
formulaimplies that f(z1) # f(z2). Since w satisfying (3.3) is determined by the tuple
Z = (21, ..., Zn+2) uniquely up to multiplication by a nonzero complex constant, a

function f satisfying df = w is determined by Z uniquely up to the transformation
froaf +B,a € C* B e C. Let us fix the choice of @ and B by requiring that
f(z1) = 0and f(z2) = 1. This proves that the correspondence f +— df gives abijec-
tion between the set of isomorphism classes of ramified coverings giving the number
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Hury~,_,((@+1), (b+1), (c1 —1, ..., cn—1)) and the set Ho(a, b; —c1, ..., —Cn).
Therefore, the equation (1)=(2) is proved.

The equation (1) = (3) is the special case of [4, Theorem 3.5] in genus 0.

Let us prove that (3) = (5). We have to prove that

1 "Ry, B (n—l)Coef,ﬁzli+l—z nop gty > 1,
zP -

anll...awln w*=0_ [T & i 1=z Coptg=n+)Y 1.

Note that if we assign to w; degree i + 1, then the polynomials R ; become homo-
l+1
i

1
Z n z'i—1
T—2 _Hz—lzl > We

geneous with deg R, ; = p + ¢. Transforming also [];_,
see that the desired equation is equivalent to

(n—1! L
= —nilcoele’;q [l=—= nrab....laz1
i=1 im1 2 ¢

1 "Rpgq
pq dwy, ...0wy,

w4=0

or, using the generating series, to

> o
el pq dwy ...0w,

(n— D 7=l
ZP;‘] — .
w,=0 [Tiziti l] ¢!

1

This can be further equivalently transformed as

" 1 Zl'_é-l'
e =) ————wi
wy; - .- dwy, ~jz=l—-¢

and therefore is equivalent to identity (3.2).
It remains to prove that (4) = (5). For a finite-dimensional representation V of SLy
denote

" 1
- - —R ) ZP@-‘I
dwy, ... 0wy, (Z Pq p-a

p.gz1 ws=0 ws=0

xv(g) =) _q*dim Vg € Zlq,q~"1.
deZ

i+1 —i—1
Note that x,, (g) = % and for two finite-dimensional SL;-representations V
and W we have xyew(q) = xv(q)xw(g). So we compute

ctfl clfl
n ¢ 5 5

. n
1 —t
Coefta+1 l_[ 1 = COCf,aHt 2

M

- T

i=1 i=1

I\J\
N\

n zrifl _cifl

a+b+2 t 2
= Coef ja+1t 2 1_[

i=1 - 7

)

c,-—] cl-—l

1 _  —ci+l

S q—t% e =g
= —b — Coef a—b —_—

I\J\

i=
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= dim (&7 pe;—2) (4]
as required. .

Remark 3.3 The equality (2) = (5) was proved in [6, Proposition 2.1] using other
methods.

Example 3.4 For n = 2, the theorem gives

|H0(a?b; —C1, _62)| = min(a7b7C1 - 15 2 — 1)9 aab Z 07 Cl1,C2 2 27
cir+cy=a+b+2.

3.5 Dubrovin-Frobenius potential

Consider the following formal power series in formal variables t*, o € Z* := Z\{—1},
collecting all the numbers |Ho(a, b; —c1, ..., —cp)|,a,b > 0,¢c1,...,¢cn = 2,a +
b — )" ¢; = =2, described above:

t4b e e
F@*y:=Y" Y [Hola.bi—ci.....—cy)| —— G4

2
n>1 a,b>0
ClyumnsCp>2
a+b=y ci=-2

Here and in what follows we use the subscript or superscript * to denote all possible
values of the corresponding index and we adhere to Einstein’s convention of sum over
repeated upper and lower indices.

Proposition 3.5 Define the constant infinite matrix n®f = Nap ‘= Oatp,—2, @, B € L*
and the differential operators E =}, t"‘% and E :=) ",y at“%. Then the
generating series (3.4) satisfies the following system of equations

PF ,, OF PF ., OF By scTh. (35)
= ) C(, ’ £ ’ .
9r29Bar oo oo art 917 atPard Y
3F .
a0 b wpeli, GO
EF =2F, EF =-2F. (3.7)

In other words, F(¢t*) is the Dubrovin—Frobenius potential for an infinite-
dimensional Dubrovin-Frobenius manifold with metric n = nqsdt* ® dtP, unit
a% This Dubrovin—Frobenius manifold is homogeneous with respect to the
two distinct Euler vector fields E and E, only the first of which is compatible with the
unit in the sense that [e, E] = e. See [10] for the general theory of (finite-dimensional)
Dubrovin—Frobenius manifolds. Infinite-dimensional Dubrovin—Frobenius manifolds
have appeared in the literature, for instance in [5, 13, 14], but for the formal ver-
sion needed here see the discussion in [3, Section 4.1] on tame infinite-rank partial
cohomological field theories.

e =
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Proof In [4, Proposition 1.8] it was proved that, for g,n > 0 such that 2g —
2 4+ n > 0 and for integers «y, ..., a, € Z*, the fundamental classes of the clo-
sure ﬁ;es(oq, ..., 0p) in Mg,n of the loci ’Hz,es(oq, ..., 0y) in My , whose points
correspond to genus g smooth curves with marked points z1, ..., z, such that there
exists a residueless meromorphic differential whose divisor of zeros and poles is
> ', @ilzi], which vanish unless ) /| o = 2 g —2, form a tame partial cohomolog-
ical field theory with phase space V = span(ey)qez+, metric n(eqy ® eg) = Sq14,—2,
and unit eg. This, in particular, entails the well-known fact that the genus O primary
potential F (¢*) of this partial CohFT satisfies the WDV'V equations (3.5), (3.6).

Homogeneity equations (3.7) follow from the fact that, forn > 3, H™ (1, .. ., )
is zero-dimensional only if exactly two o; among the «1, . . ., &, € Z* are nonnegative,
and empty unless ) 7, o; = —2. O

Consider the following formal power series:

P =2 P = Z;
a0 a>0

satisfying P’(A) = p(}).

Proposition 3.6 The Dubrovin—Frobenius potential (3.4) can be written as

1 A1) — p(A
F(1*) = res;,—q res;, =0 [—55()»1)5(%2) log (Mﬂ

M — A
POu(p))+0, P(u(p))
. .

(3.8)

=res,—

Proof The right-hand side in the first line of (3.8) is clearly quadratic in the variables
t* with @ > 0 and so is F(¢*) by the homogeneity condition EF = 2F, hence, in
order to prove the first equality, it is enough to check that

O*F pG-1) — pGa)
Frrrr res),—0 Iesy, =0 [—A?Ag log <W , o, B>0,

which readily follows from Eq. (3.2) and equality (1) = (3) in Theorem 3.2. For the
second equality, we have

1~ ~ A1) — p(h
F@*) = Tes),—0 ey, =0 |:—§P/()L1)P/(k2) log <p()hl)f)lj2(2))i|

1~ ~ A A
= T1€8),=0TeS), =0 |:—§P’()\1)P’()\2) <10g< p( 1)()L )( 2)) ﬁ)}

1
=resp,—(IeSp =0 [ 28171 P()‘«(pl))apz P()»(pz)) log < ):|

B POu(p)13p P(M(p))
= r1esp=0 3 R
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where the extra term in the second line can be eliminated since it is regular as A — O.
(]

According to [11], the primary flows of the principal hierarchy of the above
Dubrovin-Frobenius manifold are computed as

N A A G)
ot T e

a, B ez, (3.9)

wheret* = 1% (x, tJ) isnow seen as a formal loop on the Dubrovin—Frobenius manifold
depending on time variables tJ, & € Z*,d > 0. Obviously, if &, 8 > 0, then the right-
hand side of (3.9) does not depend on #¥ with > 0. This implies that restricting to
a, B > 0, we get a subsystem of the principal hierarchy, which by the equality (1) =
(3) of Theorem 3.2 coincides with the dispersionless KP hierarchy. Thus, the above
Dubrovin-Frobenius manifold is a natural Dubrovin—Frobenius manifold underlying
the dispersionless KP hierarchy.

4 Differentials of the second type
As remarked in the introduction, the following theorem was proved in [7, 9, 12]. We
provide an alternative proof in a different spirit, using Lemma 4.2, a recursive relation

between the number of differentials of the first and second type induced by the WDVV
relations in the cohomology of the moduli space of rational stable curves.

Theorem 4.1 We have

n
[Hoa, b, —¢; —=di, .., —d)| = n! [ [ (i — D),

i=I
wherea > 0,b,c > 1,d; > 2, anda—b—c— ) d;i = 2.

Proof Let us introduce the following generating series:

1
Op ettty i=3 — ) [Moa,=b,—ci=di,...,—dplta, -+ ta,,
n>0 """ di,...d,>2

1
b 2 : 2
Pll, (t27t37"') = ; |H0(a7b; _dla"‘v_dn)“d]”'tdn’ a7b20'
n>1""" dy,..d,>2
Zdl‘=a-7-b+2
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Clearly, we have

GZ”C:O ifb+c>a+2,
6. =1 ifb+c=a+2, (4.1)
egyczo ifb+c=a+1.

[}
Lemma4.2 Foranya,d,e, f > 1 and c > 2, there is the following relation:
aZPa,d oP% b2 8@ an 2.d d
Za 9 93}24_2 P E)Ef_zejl’ba Py +9?1 -
=2 1.0ty oo te p boa 101,
Pah zaebe 4 aPhl 2,br—2
TP Lo D (= 167,00, ————
b>2 T by,by>2
+ ) (b +by—2)64 _ae;{bz ph—2b2-2 4.2)
1 2 f.by 3tc . .
b1,br>2
Proof See Sect.5. m]

Consider relation (4.2) with d = 3 and ¢ = 2. Clearly,

32Pa,3
0t 0ty

=0, ifb>a+3,

and from Example 3.4 it follows that

82Pa’3

01201443

We see that the coefficient of 9 2 in the first sum on the left-hand side of equation (4.2)
is one for b = a + 3 and is zero for b > a + 3. Looking also at the other terms

in (4.2), we notice that if @ > 3, then relation (4.2) allows to express QL“‘; in terms
of 9;’ » with p < a. So relation (4.2) allows to express all polynomials 6 ¥ in terms

of the polynomials 95 » with p < 3, but all these polynomials are determined by
properties (4.1) and Example 2.4.
So it remains to check the following statement.

Lemma 4.3 The polynomials gg’c, a >0, b,c > 1, defined by

o= Y J]d-Du

>0 dy,...dy>2  i=1
> di=a+2—b—c

satisfy Eq. (4.2).
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Proof Let us substitute the polynomials 5,‘}’6 in (4.2) and sum both sides overa, d > 0

with the coefficient x*+1y4+1 Tt is sufficient to prove that we obtain an equality of
two formal power series in x, y, and #;.
Introduce the following formal power series:

Ny . .
A )= 14 3 St BW = 1= - el

i>0 i>1

The equality (1) = (3) of Theorem 3.2, together with formula (3.2), implies that

Z PObyatlybtl — oo A(x, y).
a,b>0

It is easy to see that

¢ Coef —1
= a+2—b—c .
b,c Z +2-b B(Z)
We compute
E| = Z watl d+12 %
,f
adn0 dt. 3tb
xcfl _ el 1 xbfl _ -1
oyl y—l 2 Z 1 . 1 Coef ey
X =y ALY i T =y @)
el _ ycf] 1 b1 ybfl Zetf=1
T — 2 Z 1 Coef
X7 =y AL YT i T =y B(2)

B xe— 1l yc—l 1 <xe+f—1 ye+f—1) 1

x~ =y A, »2 \ B) B(y) -y
g pab—2 aejf
Ey = Z xa+1yd+1
= ot. atp
b>2
c—1 _ c—1 1 b—1 b
=— Zyd“CoefyH (x -~ y_l )COCdeJrZef%
yart x Ty AL ) ' B(2)
b>2

xe— 1 — yc—l 1 b — l)yb+e+f—l
= —Coef »-1 — —
Vol am =y A y) B(y)?

x€ 1 _ yc 1 1 e+f
= _y3>‘< T_ -1 A ) 2P
x y (x,y)/) B(y)
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an 2,d

E; = Z xa+l d+lz 4 o
e

a,d>0 b>2
xS+b-1 xe—l ye—l P yc—l 1
= Z Coef -1
B(x) x b —y= 1 x=1_y=1 A(x, y)?

b>2

xf xeml = yeml yeml _ ye-l 1

B(x) x~l—y=l x=1—y=1 A(x, y)?

80d c — Dxfyete
E4 = Z a+1yd+19f1 a — ( 5 )B y2 :
ad=0 (x)B(y)
gP% b—2 80b

Esi= 3 xotlydt Z
a,d>0 b>2
x/=1 = yf—l 1 ) (c — 1)ybtete=!

= — Coef ,»—
bZ; " ( x7h—y= A, y) B(y)?

xffl _ yf71 1 (C _ l)y(3+c .

9

Tl x =yl A(,y)  B(»)?

| d+l an] —2,br—2
Ee = Z Xt y * Z (b2 — l)ef b|9Ldb23—t
c

a,d>0 b1,by>2
o fbi—1 petby—1 c—1 1
y X -y 1
(b — Coef »,-1 5,1 < >
b1§>2 B( ) B(y) xb1=1yb2 PR y—l A(x,y)

_ xf ye xe—1 yc—l 1 '
=\ yay —1 1 )
B(x) B(y) xT =y Alx,y)

d

20
E-b = a+1,d+1 b b 2 0 3b2 Pb] —2,by—
7 Z A0y Z (b1 + by = 2)0% ), —— a1,
a,d>0 bl,bzzz
f+b1—1 (c—1) ct+e+by—1
X C
Z (b1 +b2—-2) B B)(} 5 Coef by-1,0-1 log A(x, y)
b1.by=2 Y

xf (e = 1)yete

B(x) B(y)? (x3x + ydy) log A(x, y) |
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Let pg := x?~ 1 — y¢= 1 and Z(x, y) =@ =y HAQ, y). We compute

e -1 f—1
EI_E3=~Mcy2(xy Y )
A(x,y) B(x) B(y)

e ! f
3 e y X B y
Ey — E¢ = y0, (Z(x,y)) B(y) <B(x) B(Y)>'

We have to check the vanishing of the expression

<

““(Ey+Ey— E3— E4 — Es — Eg — E7) 4.3)

o me xSyt N a( e ) Lo xf oyl e—Dxfye

“Aay2 \ B By ) T\ Fe ) B \ B T BG:)) T BmBG)?
S A Bl V0L A Rl VG

(= )A“<x,y> Bo)? B BO)

(x0x + ydy)log A(x, y).

Note that
V2oyA(x, y) = B(y). (4.4)
Let us collect the underlined terms on the right-hand side of (4.3):

ey o)y e (P AG )y T e =yt
A, y)?B(y)  A(x,y)B(y)? A(x, y)?B(y)? A, )B(Y)?

The second and the fourth terms here obviously cancel each other, while the first and
the third terms cancel each other by (4.4).

Thus, the expression on the right-hand side of (4.3) is equal to

e xfy=! +y3v<~lic ) xf _(c—l)xfy‘
A(x,y)? B(x) "\Ax,y)) B®B(G)  Bx)B()?
1 e =1y xf (e —1)y°
~ +
A(x,y) B(»)? B(x) B(»)?

=%7 (c— Dy! xf _ Mcyfl/x/f/i (c—Dxfye
A2 B AGy) BWBO) Ay’ B()  B)B()?

; oyl iyl
A =1yt | xf (e— 1y Zizol+ D=t

(x0x + ydy)log A(x, y)

Ax.y) B(? ' B(x) B Ay
_ (= Dy°! xf 1 e —1)ye x (c—1)y° ZiZOinlii—l s+l
- A(x,y) B&B(G) Ax,y) B()? B(x) B(y)? A, )
e N i e T i e VT i

A(x,y) BWB(Y)  A(x,y) B»?  Bx) B2 A,y
=0,
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as required. O

5 Proof of Lemma 4.2
5.1 Multiscale differentials with residue conditions

For A = (ai,...,ax) € Z¥and B = (by, ..., by) € Z" withb; < —2,1 < j <n,
let us briefly review the properties of the moduli space 7T(g(A; B) from the point of
view of multiscale differentials with residue conditions as treated in [8].

In [8, Sections 3 and 4.1] (see also [2, Section 2]) the authors construct a proper
smooth Deligne-Mumford stack Eg (A; B) as a moduli stack for families of equiva-
lence classes of projectivized multiscale differentials with residue conditions on stable
curves, whose definition we will recall in this section. Our motivation comes from the
fact that this moduli stack comes with a forgetful map p: Eg(A; B) — ﬂg, k-+n ASSO-
ciating to a projectivized multiscale differential on a stable marked curve C the stable
marked curve itself and that this map restricts to an isomorphism of Deligne—-Mumford
stacks p : Bg(A; B) — Hgy(A; B) on the open substack B, (A; B) = p_l(/\/lg,k_m)
of projectivized multiscale differentials on smooth curves, so that

[He(A; B)] = pi[Bg(A; B)].

Moreover, the boundary Eg (A; B)\ Bg(A; B)isanormal crossing divisor and [8] gives
a modular description of these boundary strata. Crucially, the map p is compatible
with the stratified structures of the two spaces and we will use this fact to understand
the intersection of [ﬁg (A; B)] with the boundary strata of ﬂg’ k-+n, in particular those
formed by stable curves with one separating node.

In what follows, given a stable curve C with associated stable graph I'c, we will
denote its irreducible components by C, for v € V(I'¢) and we will use the same
notation for the marked points of C and the corresponding legs of the associated stable
graph I'c, for nodes of C and the corresponding edges of ', and for branches of nodes
on irreducible components C, of C and the corresponding half-edges of I'c. Given a
leg x; € L(I'c) or a half-edge h € H(I'¢), we denote by v(x;) or v(h) the vertex to
which they are attached.

Firstly, an enhanced level graph is a stable graph I" of genus g with a set L(I") of
n marked legs together with:

(1) atotal preorder1 on the set V(I') of vertices. We describe this preorder by a sur-
jective level function ¢: V(I') — {0, —1, ..., —L}. An edge is called horizontal
if it is attached to vertices on the same level and vertical otherwise.

(2) a function «: E(I') — Z>o assigning a nonnegative integer «, to each edge
e € E(T"), such that x, = 0 if and only if e is horizontal.

For every level 0 < j < —L, let C; be the (possibly disconnected) stable curve
obtained from C by removing all irreducible components whose level is not j and let

LA preorder relation < is reflexive and transitive, but x < y and y < x do not necessarily imply x = y.
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C( j) be the (possibly disconnected) stable curve obtained from C by removing all
irreducible components whose level is smaller than or equal to j.

Secondly, given a meromorphic differential @ on a smooth curve C and a point
p € C,if w has order ord, w = a # —1 at p then for a local coordinate z in a
neighborhood of p such that z(p) = 0 we have, locally, = (cz* + O(z*t!))dz
for some ¢ € C*. Then the k = |a + 1| roots ¢ such that {*t! = ¢~! determine

k projectivized vectors {aa—z € TpC/R.q (ifa = 0) or —{% € T,C/R.o (f
a < —1) which are called oufgoing or incoming prongs of w, respectively. The set of
outgoing (resp. incoming) prongs at p is denoted by P]‘;“‘ (resp. P).

Thirdly, let A = (a1,...,a) € Z* and B = (by,...,b,) € Z" with b; < -2,
1 < j < n.Thenamultiscale differential of profile (A; B), with Zle a,-+zl;=1 bj =
2g — 2, on a stable curve C of genus g with k 4+ n marked points x1, ..., Xk € C,
with zero residues at xx1, ..., Xk4n consists of:

(1) a structure of enhanced level graph (I'c, €, «) on the dual graph I'c of C (where
a node is said to be vertical or horizontal if the corresponding edge is);

(2) a collection of meromorphic differentials w,, one on each irreducible compo-
nent C, of C, v € V(I'¢), holomorphic and non-vanishing outside of marked
points and nodes, such that the following conditions are satisfied:

(1) ordy; wy(y;) = a;forl <i <k, andordxj Wy(xj) = bj_yfork+1 < j < k+n.

(i) resy; wy(xj) =0,k +1<j <k+n.
(iii) If g1 € Cy, and q2 € Cy,, v1, v2 € V(I'c), form anode e € E(I'¢), then

ordg, wy, + ordy, wy, = —2.

(iv) If g1 € Cy, and g2 € Cy,, v1,v2 € V(I'c), form a node e € E(I'c), then
£(v1) > £(vp) if and only if ord, w, > —1. Together with the previous
property, this implies that £(v1) = £(v2) if and only if ord,, w,, = —1.

(v) If g1 € Cy; and ¢ € Cy,, v1, v2 € V(I'¢), form a horizontal node e € E(I'c)
(i.e. k. = 0), then

resy; Wy, + €Sy, wy, = 0. 5.1

(vi) For every level —1 < < —L of I'c and for every connected component Y
of C(~y) such that Y does not contain any marked pole x;, with ¢; < 0 and

1 <ic<k,
D resy- wyg) =0, (5.2)
geYNCy,
where ¢ € Y and ¢~ € C( form the vertical node g € Y N Cyy.

(3) acyclic order-reversing bijection oy, : P;ﬂt — Pqirl for each vertical node g formed
by identifying g™ on the upper level with ¢~ on the lower level, where k, =
PO =PI,

Lastly, there is an action of the universal cover of the torus CL'° — (C*)L on
multiscale differentials with residue conditions by rescaling the differentials with
strictly negative levels and rotating the prong matchings between levels accordingly,
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producing fractional Dehn twists. The stabilizer of this action is called the rwist group
of the enhanced level graph and denoted by Twr. Two multiscale differentials with
residue conditions are defined to be equivalent if they differ by the action of Tt :=
CL /Twr. By further quotienting by the action of C* rescaling the differentials on all
levels and leaving all prong-matchings untouched, we obtain equivalence classes of
projectivized multiscale differentials with residue conditions.

Remark 5.1 Using notation from [8, Section 4.1], condition (2)(vi) is a reformulation
of the R-global residue condition in the particular case when A is the partition of H),
in one-element subsets and Agz is the set of parts of A corresponding to the residu-
eless poles. This condition is understood by realizing that the residues appearing in
the sum (5.2) correspond to periods around the “waist” of an undegeneration of the
corresponding node (see below for the explicit form of this undegeneration). The sum
of such periods has to equal the sum of residues in Y by the residue theorem applied
to such undegeneration.

As a special case of [8, Proposition 4.2] (corresponding to the choice of A and Ag
described in Remark 5.1), we have the following result.

Proposition 5.2 [8]

1. Given A = (ay,...,ar) € ZF and B = (b1,...,by) € Z" with b; < -2,
1 < j < n, there is a proper smooth Deligne—Mumford stack Eg (A; B) contain-
ing Bg(A; B) as an open dense substack whose complement is a normal crossing
divisor. Eg (A; B) is a moduli stack for families of equivalence classes of projec-
tivized multiscale differentials with residue conditions. Its dimension is

— 2¢—2+k, ifa; >0 1 <i<k,
dim By(A; B) = g + lfa,_.fora <i<
2g —3+k, otherwise.
2. We denote the closure of the stratum parameterizing multiscale differentials whose
enhanced level graph is (I', £, k) by D(r,¢,«) or simply by Dr. Then Dr is a proper
smooth closed substack of Bg(A; B) of codimension

codimDr =h+ L,

where h is the number of horizontal edges in (I, €, k) and L + 1 is the number of
levels.

Remark 5.3 Notice that the multiscale differentials appearing at level [ in the generic
boundary stratum of Eg(A; B) are of a new type, because of the global residue condi-
tion (2)(vi) not only is more general than just requiring the vanishing of each residue
at a subset of the marked poles, but also involves poles on different connected com-
ponents of the curve C;. This is the reason why, in [8], the authors consider moduli
stacks of more general projectivized multiscale differentials with residue conditions,
where the underlying stable curve can be disconnected and the residue condition con-
strains sums of residues at fixed disjoint subsets of poles. With their choice, the moduli
spaces involved in the boundary strata of another moduli space are all of the same type.
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This problem with the moduli spaces Eg (A; B) we introduced is less severe when-
ever one is only interested in boundary strata where the underlying stable curve has
only separating nodes (i.e. it is of compact type). Indeed, in that case, each sum in
condition (2)(vi) can only involve at most one pole for each of the N; connected
component of the curve Cy; at level /, and the effect of all the sums with more than
one summand is simply to reduce the (C*)V~!-symmetry consisting in rescaling the
differentials on each connected component by relative multiplicative constants.

This happens, for instance, if one studies genus 0 multiscale differentials (as we do
in this paper) or if one is interested in the intersection of the boundary strata with the
pull-back of the top Chern class A, of the Hodge bundle from Mg,kﬂ (since A is
well known to vanish on the locus of curves of non-compact type) or, more in general,
in the context of partial cohomological field theories.

5.2 Proof of Lemma 4.2

For n > 0 and for integers a,d > 0, e, f > 0,¢,c1...,c, > 2, consider the closed
substack of meoromorphic differentials

Hola,d, —e, — f; —c, —c1, ..., —Cy) C Mo 54n.
We will denote (—cq, ..., —¢;) =: — C and more in_general (—=ciys ooy —ciy) =1 —
C for any I_= {i1, ..., iy} C {1,...,n}, so that Ho(a,d, —e, — f; —c, —c1, ...,
—cy) = Hola,d,—e,—f; —c,—C). Consider moreover the moduli stack

Bo (a,d, —e, — f; —c, —C) of projectivized multiscale differentials described above,
with its natural projection

p: Bo(a,d, —e, — f; —c, —C) — Hola,d, —e, — f; —¢, —C) C Mo 540, (5.3)

which restricts to an isomorphism p: Bg(a,d, —e, —f; —c,—C) — Hopl(a,d,
—e, —f; —c, —C), so that [Ho(a,d, —e, —f; —c, —C)] = p«[Bo(a,d, —e, — f;
—c, —C)]. By Proposition 5.2, we have dimﬂo(a,d, —e,—f;—c,—C) =
dim Bo(a,d, —e, — f; —c, —C) = 1.

We want to intersect [ﬁo(a,d, —e, —f; —c,—C)] with the pull-back to
H?(My 54,) of the WDVV relation in H>(Mo 4):

a —e a —e
= e H*(Mo.4),
—c —f —f —c

via the map that forgets the n 4- 1 marked points with multiplicities d and —C. Notice
here that we are slightly abusing the usual stable graph notation indicating the classes
of boundary strata in My 4, since we are using the zero and pole multiplicities to
label the marked points of curves that, in general, do not belong to ﬁo (a,d,—e,—f)
(which can be empty because a + d — e — f is not necessarily equal to —2). As
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long as we assign a unique letter representing the order of a zero or a pole to each
marked point, the notation works for boundary strata in any mo,/ﬁn and is more
easily comparable with the corresponding enhanced level graph notation we will use
for strata of Eg (A; B), but the reader should be mindful that curves in these boundary
strata of m0,4 or Ho, 5+ do not carry, in general, any meromorphic differential with
the indicated multiplicities.

When pulled back to H 2(M0,5+n) the above relation becomes

a —e a —e a —e a —e
—c —f - -f -f - - -

f c
54
where we have omitted the n marked legs with multiplicities —C, i.e. each term in the
above formula represents a sum over all possible stable ways of distributing these n
legs between the two vertices of the graph.

The preimage through the map (5.3) of each of the boundary strata intervening
in Eq. (5.4) is a normal crossing divisor in Eo(a, d,—e,—f; —c,—C) and, hence,
is zero-dimensional. By what explained in Sect.5.1, each such divisor is a union of
strata Dr with I being either a one level connected graph with two vertices and one
horizontal edge, or a two level connected graph with no horizontal edges. Strata of
the second type can only be zero-dimensional if either there is one vertex at level
0 and one at level —1, connected by a vertical edge, or there is one vertex at level
0 connected by two vertical edges to exactly two vertices at level —1, with the C*-
symmetry rescaling the differential on one component at level —1 with respect to the
other being fixed by the global residue condition (2)(vi). This last situation can only
happen if the component at level O contains neither of the points marked with —e
and — f. Strata Dr with I" being a two level graph with more than one connected
component at level O or more than two connected components at level —1 are always
empty: if they were not, chosen a differential in the stratum, we could produce at
least a one-dimensional space of them by rescaling by a nonzero complex number the
differential on one connected component with respect to the others on the same level
(still satisfying the global residue condition (2)(vi) at level —1), which contradicts the
fact that these boundary strata should be zero-dimensional. Moreover any of the three
type of strata can be zero-dimensional only when the differential on each component
of the stable curve exhibits no moduli, i.e. when it has two zeros and one pole with
unconstrained residue or one zero and two poles with unconstrained residue (and, of
course, any number of residueless poles).

We will describe boundary strata of Eo(a, d,—e, —f; —c, —C) using enhanced
level graphs. In particular half-edges (not including legs) pointing upwards with respect
to their vertex represent poles of order at least 2, half-edges pointing downwards rep-
resent either zeros or points with multiplicity 0 and horizontal half-edges represent
simple poles for the meromorphic differential at the vertex. Somewhat similarly, legs
pointing upwards represent poles (including simple poles) and legs pointing down-
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wards represent zeros or points with multiplicity 0. Zigzagged half-edges and legs
always point up and represent residueless poles.

Letus list all potentially non-empty components Dr C Eo(a, d,—e,—f; —c,—C)
in the preimage of the stratum appearing in each term of Eq. (5.4) by the corresponding
enhanced level graph I':

first term: (5.5)
where b > 2; the preimage of the third term is empty; and the fourth term gives
—e —C
©)
d b-2
, , (5.6)
—b
=
©
a
where b > 2, together with
; (5.7

where by, by > 2.

Notice in particular how the last two graphs above represent zero- dimensional
strata thanks to the fact, mentioned above, that the global residue condition (2)(vi)
prescribes that the sum of the residues of the two differentials on the lower level at the
poles with multiplicities —b; and —b; must vanish.

To deduce from these considerations the intersection number of
Ho(a,d, —e, — f; —c, —C) with each boundary stratum appearing in Eq. (5.4) we
need to study the multiplicity of each of these intersections. These can be computed
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by studying the local model for the undegeneration of a multiscale differential at a
nodal singularity, see [1, Section 4] and [2, Section 4].

For all strata in (5.5) and (5.6) the local model and the argument are simi-
lar. Let us explain it for the first stratum in (5.6). Fix I,J C {l,...,n} with
I1uJ ={l1,...,n} and choose p; € ﬁo(d, b—2,—e;—c,—Cy) C mo,4+|1| and
p2 € Hola, —f, —b; —Cy) C Mo 34 y).-Leto: Mo ay 1 xMo3zqs) = Mo,s1nbe
the gluing map at the marked points carrying the labels b—2 and —b.Let p = o (p1, p2)
and denote S := ﬂo(a, d,—e, —f; —c, —C) for brevity.

Choose local coordinates V; on ﬂo,4+|1| and V; on MO,SHI\ sothat py =0 € V
and pp = 0 € V,. Denote by A, C C the disk of radius r. We claim that we can
choose local coordinates Vi x Vo x A, on Mo,sﬂ so that § = {0} x {0} x A, and
the image of o is Vi x V3 x {0}. Then the transversality of the intersection is obvious.
Let us describe how to choose these local coordinates.

Letk := b — 1. The curves C and C; corresponding, respectively, to the points pi
and pj, carry meromorphic differentials @ and §, both unique up to a multiplicative
constant. For the meromorphic differential o, we fix this constant arbitrarily. On the
other hand, note that 8 has a nonzero residue at the marked point labeled by —b.
So for B, we fix the multiplicative constant by requiring that this residue is 1. In a
neighborhood of the marked points with labels b — 2 and —b, respectively, there is a
local coordinate z on C; and w on C; such that & = z* % and 8 = (—w™* + 1)%”.
Additionally to that, in a neighborhood of the marked point with label d, there is a
local coordinate zg on Cy such that o = zgdzo. We extend such local coordinates to
curves in Vi and V», possibly after shrinking V; and V>, in an arbitrary way. So we
can assume that the differentials « and § are locally defined in these coordinates on
all curves in V; and V5.

Now, given a curve C; in Vi, a curve C; in V;, and a complex number € € A,,
there is a unique meromorphic differential on C; having exactly two poles at the
marked points labeled by —e and b — 2, both of order 1 and with residues €“ and
—e“, respectively. Denote this differential by 5. If » > 0 is small enough, then for
any € € A, we can perturb the local coordinate z (resp. zo) on an annulus around the
marked point labeled by b — 2 (resp. d) in such a way that o + n = (z* — €") dz—z (resp.
zgdZo) on this annulus. Let us now remove the disk in C| bounded by the internal
circle of the annulus around the marked point labeled by b —2, remove a neighborhood
of the marked point w = 0, and glue in the “waist” zw = €. Moreover, let us remove
the disk bounded by the internal circle of the annulus around the marked point labeled
by d and glue it back in such a way that the differential « 4 7 is equal to zgdz() on
the whole disk around the point zg = 0. When C; and C, correspond to 0 € V| and
0 € V, and € € A,\{0}, the curve thus obtained carries the differential that is glued
from the differential & 4+ 1 on C; and the differential €8 on C;, which, around the
“waist” zw = ¢, looks as follows:

d d
—w "+ 1) = — e
w Z

Notice how the complex number € corresponds to the period around the “waist”
W = €.
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We have thus shown that the intersection of ﬂo (a,d, —e, —f; —c, —C) with the
boundary strata appearing in Eq. (5.4) at points in the image through p of the zero-
dimensional strata (5.5) and (5.6) is transversal, so its multiplicity is 1.

The computation of the multiplicity at points in the image through p of the zero-
dimensional strata (5.7) is similar. Let us focus on the first one. Fix I,J,K C
{1,...,n} with / UJ UK = {l,...,n} and choose py € Ho(by — 2,by —
2; —c,—C1) C Mo p1 € Ho(a —f,=b1; =Cy) C M, 341/, and py €
Ho(d, —e, —b2; —Ck) C Mok Let o0 Mos4ir x Mo s+ X Mo stk —
mo,5+,, be the gluing map at the marked points carrying the labels by — 2 and —b;
and the labels b, — 2 and —b;,, respectively. Let p = o (po, p1, p2) and denote
S = ﬁo(a, d,—e,—f; —c, —C) for brevity.

Choose local coordinates V{y on /Vo,3+|1|, Vion /Vo,3+u|, and V; on /Vo,3+|1q )
that po =0 € Vp, p1 =0 € Vi, and pr» = 0 € V,. We will show that we can choose
local coordinates Vo x Vi x V; x Af on /70,5“ sothat Sisacurvein {0} x {0} x {0} x A%
whose equation we will write down explicitly. Moreover, the image of o will be
Vo x Vi x Vo x {0} x {0}, while Vjy x V1 x V, x {0} x A, and V x V] x V x A, x {0}
are the codimension 1 boundary divisors containing undegenerations of only one of
the two nodes, i.e. the images of the maps o7 : ./\/lo 341J] X Mo A+|TI+IK| = Mo 54n
and 07 : My AT+ X Mo, 3+|K| = M o540, respectively.

Let k1 := by — 1 and k3 := by — 1. The curves Cy, C1, and C, corresponding,
respectively, to the points pg, p1, and p;, carry meromorphic differentials «, 81, and
B2, all three unique up to multiplicative constants. For the meromorphic differential «,
we fix this constant arbitrarily. On the other hand, note that 8 (resp. 82) has a nonzero
residue at the marked point labeled by —b (resp. —b»). So for 81 (resp. B2), we fix the
multiplicative constant by requiring that this residue is 1 (resp. —1). In a neighborhood
of the marked point with label b1 — 2 there is a local coordinate z; on Cq such that
o = 211 dzzl‘ and in a neighborhood of the marked point with label b, — 2 there is a

local coordinate z» on Cy such that o = z5° dzéz In a neighborhood of the marked point

with label —by, there is a local coordinate w; on C; such that 81 = (—wl_Kl + l)dwil‘.
In a neighborhood of the marked point with label —b,, there is a local coordinate wy
on C; such that 8, = (—w, 2 _ l)dwﬂ. We extend such local coordinates to curves
in Vp, V1, and V; in an arbitrary way. So we can assume that the differentials o, By,
and B, are locally defined in these coordinates on all curves in Vp, V1, and V5.

Now, given a curve Cp in Vp, a curve C; in V1, a curve C; in V>, and a complex
number e, there is a unique meromorphic differential n. on Cp having exactly two
poles at the marked points labeled by b1 — 2 and b, — 2, both of order 1 and with
residues —e and €, respectively. If r > 0 is small enough, then for any (€1, €) € A%
we can perturb the local coordinate z; (resp. zz) on an annulus around the marked
point labeled by by — 2 (resp. by — 2) in such a way that o + 7, o= (z1 — 61')‘1Zl

(resp. & + 12 = (z2 + 62 d;;) on this annulus. Let us now remove the disk in
) ,

Co bounded by the internal circle of the annulus around the marked point labeled by
b1 — 2, remove a neighborhood of the marked point w; = 0, and glue in the “waist”
zjw) = €1. Let us also remove the disk in Cop bounded by the internal circle of the
annulus around the marked point labeled by by — 2, remove a neighborhood of the
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marked point wy = 0, and glue in the “waist” zowz = €2. When Cy, Cyq, and C;
correspond to 0 € Vp, 0 € Vi, and 0 € V,, respectively, and also e'f‘ = 652, the curve
thus obtained carries the differential that is glued from the differential o + n e on Co

and the differentials e'l(‘ B1 and egz B> on Cp and Cy, and which, around the “waists”
ziw) = €1 and zowy = €3, looks as follows:

_ dwi dz; _ dw, dzn
E’1(1(_w1 K1 + 1) — (Z’l(l _ 6’1(1) , 652(—1,02 K2 1) — (Zgz +€§2) .
wq 21 w2 22

We see that S is the curve in {0} x {0} x {0} x A% given by the equation e'lq = egz,
which intersects the image of o7 with multiplicity k = b» — 1 and the image of o9
with multiplicity k1 = by — 1.

Notice that, for the case in question, we are interested in the intersection with the
image of o7 only, since the image of o7 is not a component of the stratum represented
by the fourth term of Eq. (5.4). Indeed, contracting the edge labeled by b; — 2 and
—by in the first graph in (5.7), we don’t obtain the stable graph in the fourth term of
Eq. (5.4). On the other hand, for the second graph in (5.7), both the image of o7 and
that of o7 are components of the stratum represented by the fourth term of Eq. (5.4),
so the total multiplicity is the sum of the multiplicities of each component.

We have thus shown that the intersection of ﬂo (a,d, —e, —f; —c, —C) with the
boundary strata appearing in Eq. (5.4) at points in the image through p of the zero-
dimensional strata (5.7) has multiplicity b — 1 and by + by — 2, respectively.

Let us slightly abuse the level graph notation above by having an enhanced level

graph I" denote, instead, the pushforward to H, (ﬂo’s +n)» via the appropriate gluing
map at the nodes, of Hvev(r)[ﬂ(v)], where V(I') is the set of vertices of I and

H(v) := Ho(A(v); B(v)), with A(v) and B(v) being the labels at the straight and
zigzagged half-edges or legs of v. The above considerations prove that the intersection

of [Hy(a,d, —e, — f; —c, —C)] with Eq. (5.4) is equivalent to
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+ Y i+ -2)
b by>2 -f

Notice that, all of the involved spaces of meromorphic differentials being zero-
dimensional, the above equation is an equality of numbers. It is easy to see that,
expressing this equality in terms of the two generating series 6 .(t2,13,...) and

P%b(15, 13, .. .), we obtain exactly the seven terms equation of Lemma 4.2.
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