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1. Introduction

It is well known that the (elliptic) Laplacian in Rn with n ≥ 3 satisfies the Hardy
inequality (in the sense of quadratic forms for self-adjoint realizations of the respective
operators in L2(Rn))

−∆ ≥ cn
%2

in L2(Rn) , (1.1)

where %(x) :=
√
x2

1 + · · ·+ x2
n is the Euclidean distance to the origin of Rn and cn :=

(n − 2)2/4 is a dimensional constant. Moreover, the inequality is optimal in the sense
that no positive term can be added to the right-hand-side of (1.1), see [58, Sec. 8.1]. On
the other hand, if n = 1 or n = 2, there exists no positive function w such that −∆ ≥ w.
These properties are termed as the criticality versus the subcriticality of the Laplacian in
the low and high dimensions of the Euclidean space, respectively. These notions naturally
extend to the setting of more general elliptic operators and Riemannian manifolds, where
they coincide with the alternative concepts of the parabolicity/recurrency versus the non-
parabolicity/transiency (see [52] for an overview).

In 1998 Laptev and Weidl demonstrated in [42] that adding a magnetic field to the
Laplacian in R2 makes the operator subcritical, meaning that there is a Hardy-type
inequality. The result has stimulated an enormous growth of interest in magnetically
induced Hardy-type inequalities for elliptic operators with many important applications
in quantum mechanics and elsewhere. More generally (see [57, 10]), while the shifted
operator −∆ − cn/%

2 is critical in L2(Rn) for all n ≥ 2, it becomes subcritical after
adding a magnetic field to the Laplacian.

The purpose of the present paper is to study the influence of magnetic fields on the
criticality properties of the (sub-elliptic) Laplacian in the Heisenberg group H1. The
latter is the foremost example of sub-Riemannian structure on R3 formally defined by
the completely non-integrable distribution D := span{X,Y }, where

X := ∂x −
y

2
∂z, Y := ∂y +

x

2
∂z, (1.2)

with (x, y, z) ∈ R3. Observe that D = kerω, where ω is the contact form

ω = dz − 1

2
(x dy − y dx) . (1.3)

The directions of D are called horizontal directions, and fixing on D the metric for
which {X,Y } is an orthonormal frame allows to define a distance on H1. The associated
Laplacian is the sub-elliptic operator −∆ := −X2 − Y 2, that has been extensively
studied in the last fifty years due to its deep connections with diverse subjects; see, e.g.,
[36, 23, 24, 37, 47].

Similarly to (1.1), it is known due to Garofalo and Lanconelli [29] that the optimal
Hardy-type inequality

−∆ ≥ r2

ρ4
in L2(H1) (1.4)

3



holds, where ρ(x, y, z) := 4
√

(x2 + y2)2 + 16z2 is the Koranyi norm and r(x, y, z) :=√
x2 + y2 is the radial distance to the z-axis. Notice that r2/ρ4 = |∇ρ|2/ρ2, where
|∇ρ|2 = |Xρ|2 + |Y ρ|2 is the norm of the horizontal gradient of ρ, associated with
the sub-Riemannian structure of H1. Further results on Hardy-type inequalities on the
Heisenberg group are presented in [50, 14, 25]. We refer to [15, 30, 31, 56, 55, 12, 11, 44]
for extensions to more general Carnot Groups, and to [13, 15, 16, 39, 26, 1] for extensions
to sub-elliptic operators that are not necessarily induced by groups.

One of the main results of the present paper states that, while the shifted operator
−∆− r2/ρ4 is critical in L2(H1), it becomes subcritical after adding a magnetic field to
the Laplacian. In this way we establish a sub-Riemannian analogue of the celebrated
result of Laptev and Weidl [42]. Other functional inequalities in the Heisenberg group
and their respective magnetic improvements are also investigated.

2. Main results

2.1. Horizontal magnetic fields on the Heisenberg group

To state our main results, we first need to properly introduce magnetic fields in the
Heisenberg group. The notion of magnetic fields and associated magnetic operators are
naturally formulated in terms of differential forms.

On a Riemannian manifold M , a magnetic field B is a closed 2-form, i.e., dB = 0
where d is the exterior differential. The corresponding magnetic potential A is a 1-form
such that dA = B. The latter allows one to define the classical and quantum dynamics
under the influence of the magnetic field as follows. Classically, given a Hamiltonian
h ∈ C∞(T ∗M), the magnetic Hamiltonian is hA(p, q) := h(p + A(q), q), where q and p
are the (generalized) coordinates and momenta on M ; the magnetic classical trajecto-
ries are defined via standard Hamiltonian equations. The magnetic quantum dynamics
are then obtained by the Schrödinger equation with respect to an appropriate quantiza-
tion HA of hA. In the case of h being the free Hamiltonian on M , the quantum magnetic
Hamiltonian HA coincides with the magnetic Laplacian

−∆A := (−i∇+A)2 , (2.1)

where ∇ is the Riemannian gradient; or equivalently, ∆A = ∇A2, where ∇A := ∇ + iA
is the magnetic gradient. Of course, −∆0 = −∆.

In the context of the Heisenberg group H1, it is natural to define the magnetic fields
in such a way that the corresponding classical magnetic trajectories retain the property
of being horizontal. As we will show later in Section 4.2, this is not really a requirement
inasmuch it is a natural consequence of the definition of classical magnetic trajectories.
This naturally leads to define magnetic fields in the context of the Rumin complex [54].
The latter roughly corresponds to consider vector potentials modulo the contact form ω
defining D (i.e., A = Axdx + Aydy mod ω) and magnetic fields as horizontal 2-forms
(i.e., such that B∧ω = 0). Then, formally as above, the magnetic (sub-)Laplacian in H1

is given by (2.1) with the only difference that ∇u := (Xu)X + (Y u)Y is the now the
horizontal gradient.
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We stress that the strategy presented in this work to define magnetic sub-Laplacians
only requires the Rumin complex to be defined in the ambient space, e.g., on contact
manifolds or homogeneous groups [22]. The Rumin complex has also been applied to
derive Maxwell’s Equations in the more general setting of Carnot groups in [28, 27].

To the best of our knowledge, the notion of the Heisenberg sub-Laplacian with a
magnetic field has not been studied yet, except for [59]. We discuss this paper in Ap-
pendix A, where we raise a crucial criticism of its main result. For a study of magnetic
fields in almost-Riemannian structures, we refer to [7]. (Notice that in this context the
definition of magnetic fields is the Riemannian one.) We also mention [3] where the au-
thors investigate improved Hardy inequalities for the Grushin sub-Laplacian in presence
of Aharonov–Bohm magnetic fields. However, the magnetic operator introduced in that
work, when interpreted in our setting, corresponds to a magnetic sub-Laplacian with an
extra electric potential.

2.2. Uniform magnetic fields

In a Riemannian manifoldM , it is well known that the magnetic field has a deep influence
on spectral properties of the magnetic Laplacian −∆A (when realized as a self-adjoint
operator in L2(M)). Roughly, the magnetic field acts as a repulsive interaction, which
is known as the diamagnetic effect in quantum mechanics.

The diamagnetic effect is best seen in the case of uniform (or homogeneous) fields in
the plane R2, i.e., B(x, y) = b dx∧dy with b ∈ R. In this case, one has (see [45, Corol. 2.5]
and [47, Thm. 3] for higher dimensions and a Riemannian counterpart, respectively)

inf σ(−∆A) = |B| in L2(R2) , (2.2)

where A is any 1-form in R2 such that B = dA and we write |B| := |b|. Since σ(−∆) =
[0,∞), it is clear that any non-trivial uniform magnetic field uplifts the bottom of the
spectrum. This fact particularly implies that the heat semigroup associated with −∆A in
L2(R2) admits a faster decay rate once the magnetic field is turned on. As an immediate
consequence of (2.2), one has the optimal Poincaré-type inequality −∆A ≥ |B| in the
sense of quadratic forms in L2(R2). This inequality extends to the case of variable
magnetic fields of strength bounded from below by the positive constant |b|.

Our first result is the following generalization of (2.2) to the Heisenberg group.

Theorem 2.1. Let B(x, y, z) = b1 dx ∧ ω + b2 dy ∧ ω with b := (b1, b2) ∈ R2. Then

inf σ(−∆A) = c |B|2/3 in L2(H1) , (2.3)

where A is any 1-form in H1 such that B = dA, |B| :=
√
b21 + b22, and c > 0 is a

universal constant.

The proof of Theorem 2.1 can be found in Section 5.
The non-linear growth in the strength |b| of the magnetic field in (2.3) is ultimately

related with the results obtained in [47], see Remark 5.1 below.
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As above, (2.3) implies the optimal Poincaré-type inequality −∆A ≥ c |B|2/3 in the
sense of quadratic forms in L2(H1). This is again a non-trivial diamagnetic improvement
due to the magnetic field, because σ(−∆) = [0,∞) in the Heisenberg case as well.

Note that the results (2.2) and (2.3) depend on B only, while they are independent
of A. This is natural and physically expected because of the vanishing of the first
cohomology group of Rn. More specifically, given any 0-form f , the operators −∆A and
−∆A+df are unitarily equivalent, so isospectral. This is known as gauge invariance of
the magnetic field in quantum mechanics.

2.3. Aharonov–Bohm magnetic potentials

Interesting and unexpected phenomena appear for more complex geometries when the
gauge invariance does not hold. In this setting, the non-exact vector potentials A yielding
null magnetic fields (i.e., such that dA = 0 but A 6= df for any smooth function f) are
known as Aharonov–Bohm potentials.

The simplest example is the punctured plane R2 \ {0} with the magnetic potential
Aα := αdϕ where α ∈ R and (%, ϕ) ∈ (0,∞)× S1 are polar coordinates. It is important
to notice that Aα is actually a strongly singular vector potential; indeed, in Cartesian
coordinates one has Aα = α%(x, y)−2 (xdy−ydx). In particular, Aα is not locally square
integrable in R2.

Although classically invisible (indeed, dAα = 0 in R2 \ {0}), the Aharonov–Bohm po-
tential Aα still has a strong influence on spectral properties of −∆Aα , and therefore on
quantum dynamics. Indeed, it can break the essential self-adjointness of the magnetic
Laplacian [2, 17]. Moreover, even in the case of the Friedrichs extension, where the
spectrum stays unchanged, it was observed by Laptev and Weidl in [42] that the pres-
ence of the Aharonov–Bohm potential makes the magnetic Laplacian subcritical. More
specifically, one has the optimal magnetic Hardy inequality

−∆Aα ≥
d(α,Z)2

%2
in L2(R2 \ {0}) . (2.4)

The case of integer flux quanta, i.e. α ∈ Z, must be excluded, because −∆Aα with any
such α is unitarily equivalent to −∆, which is critical.

Our next result is the following generalization of (2.4) to the Heisenberg group. In
this case, it is natural to work in cylindrical coordinates (r, ϕ, z) ∈ (0,∞)× S1 × R.

Theorem 2.2. Let A be an Aharonov–Bohm potential on H1 \ Z with Z := {(0, 0, z) :
z ∈ R}. Then, up to gauge invariance, A = Aα := αdϕ mod ω for some α ∈ R and the
inequality

−∆Aα ≥
d(α,Z)2

r2
in L2(H1 \ Z) (2.5)

holds in the sense of quadratic forms, where r(x, y, z) :=
√
x2 + y2. Moreover, the

inequality is optimal in the sense that no positive function can be added to the right-
hand side of (2.5).
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The proof of this result can be found in Section 6.1. Theorem 2.2 shows indeed a non-
trivial magnetic improvement because (even if −∆ in L2(H1) is subcritical, see (1.4))
there exists no positive number c such that −∆ ≥ c/r2 in L2(H1 \ Z), see [56]. On top
of this, Theorem 2.2 will be instrumental to the proof of Theorem 2.4, where we show
that the critical operator −∆− r2/ρ4 becomes subcritical after adding a magnetic field
to the Laplacian.

The proof of Theorem 2.2, presented in Section 6.1, requires a careful analysis of
the commutation relations between the Aharonov–Bohm magnetic potential and both
horizontal vector fields. This is in contrast with the relatively simple proof of (2.4) based
on the polar decomposition of the Euclidean gradient into a “radial” and an “angular”
direction, which does not exist in the Heisenberg group (see [25], and Remark 6.1 below).

In the Euclidean case, an analogous decomposition in hypercylindrical coordinates
(r, ϕ, z) ∈ (0,∞) × S1 × Rn−2 allows for even stronger improvements. Namely, in [21],
the authors consider Aharonov–Bohm potentials Aα := αdϕ in Rn \ {r = 0}, where
n ≥ 2 and r(x) :=

√
x2

1 + x2
2 is the distance to the subspace {r = 0} of dimension n− 2,

and prove the following inequality for the Euclidean magnetic Laplacian:

−∆Aα −
cn
%2
≥ d(α,Z)2

r2
in L2(Rn \ {r = 0}) , (2.6)

where %(x) :=
√
x2

1 + · · ·+ x2
n is the Euclidean distance as in (1.1). That is, the

Aharonov–Bohm potential improves the classical Hardy inequality (1.1) with a weight
singular at the origin by a term that is singular on the subspace {r = 0}. For n = 2,
(2.6) reduces to (2.4).

Motivated by this fact, in Section 7.1, we study how Aharonov–Bohm potentials of
Theorem 2.2 interact with the Hardy-type inequality (1.4) due to Garofalo and Lan-
conelli, the latter being classical in the case of the Heisenberg group. The main result
of this section is Proposition 7.1 where we show that the following improvement holds
under suitable symmetry assumptions:

−∆Aα −
r2

ρ4
≥ d(α,Z)2 1− |∇ρ|4

r2
in L2(H1 \ Z) . (2.7)

Here, ρ is the Koranyi norm, and ∇ρ its horizontal gradient. In particular, the above
inequality holds for functions that are symmetric with respect to rotations around the z-
axis, or with respect to the reflection (x, y, z) 7→ (x, y,−z). We stress that these symme-
try assumptions frequently appear in functional inequalities concerning the Heisenberg
group, see, e.g., [49].

The crucial observation allowing to derive the improvement (2.7) is the connection
detailed in Lemma 7.1 below between the Aharonov–Bohm magnetic Laplacian ∆Aα

and the Folland–Stein operator [24]

Lα := −∆− iα∂z in L2(H1 \ Z) . (2.8)

This allows us to deduce (2.7) from the following Hardy-type inequality for Lα, proved
in Section 7.1, which is interesting in its own right.
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Theorem 2.3. Let α ∈ (−1, 1). The inequality

Lα ≥ (1− α2)
r2

ρ4
in L2(H1 \ Z) (2.9)

holds in the sense of quadratic forms. Moreover, the inequality is optimal in the sense
that no positive function can be added to the right-hand side of (2.3).

2.4. Mild magnetic fields

We now turn our attention to physically more relevant magnetic fields, which lie in
between the extreme situations of uniform and Aharonov–Bohm fields. We call them
mild for they are at the same time regular, in the sense that they are realized by smooth
magnetic potentials (contrary to the Aharonov–Bohm potentials), and local in the sense
that they vanish at infinity (contrary to the uniform fields). Then the quantification of
the magnetic effects is more subtle.

In the Euclidean case, it is known that −∆A − cn/%2 is subcritical in L2(Rn) if n ≥ 2
and B is not identically equal to zero (recall that −∆− cn/%2 is critical because of the
optimality of (1.1)). In the general setting, this was first observed by Weidl in [57], who
established the Hardy-type inequality −∆A − cn/%2 ≥ c(n,A,Ω)χΩ with any compact
subset Ω ⊂ Rn and c(n,A,Ω) being a positive constant depending on n ≥ 2, A 6= 0 and Ω,
where χΩ denoted the indicator function of Ω. The compactly supported Hardy weight
on the right-hand side of this inequality can replaced by a positive one [10, Thm. 1.1]:

−∆A −
cn
%2
≥ c(n,B)

1 + r2 log2 r
in L2(Rn) , (2.10)

valid for every smooth A such that dA = B, where c(n,B) is a positive constant de-
pending on n ≥ 2 and B 6= 0.

Under extra hypotheses, it is next possible to remove the logarithm from the right-
hand side of (2.10) (see [10, Thm. 3.2] based on ideas of [42]). In particular, this is the
case if n = 2, B(x, y) = b(x, y) dx ∧ dy with a smooth function b : R2 → R and the total
magnetic flux

ΦB :=
1

2π

∫
R2

b(x, y) dxdy (2.11)

is not an integer. A key observation is that, by Stokes theorem, the vector potential of a
compactly supported magnetic field B can be chosen as the Aharonov–Bohm potential
ΦB dϕ outside a compact neighborhood of the origin.

In the present setting of the Heisenberg group, we are primarily concerned with im-
proving the Hardy–Garofalo–Lanconelli inequality (1.4) due to the presence of any mag-
netic field.

Theorem 2.4. Let Ω ⊂ H1 be a bounded open set with Lipschitz boundary, and A be a
vector potential of either one of the following types:

(i) a smooth vector potential on H1 whose associated magnetic field B = dA is such
that B 6≡ 0 on Ω;
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(ii) an Aharonov–Bohm potential on H1 \ Z with non-integer flux (i.e., up to gauge
invariance, A = αdϕ mod ω with α ∈ R \ Z).

Then, there exists a positive constant c(A,Ω) dependent on A and Ω such that

−∆A −
r2

ρ4
≥ c(A,Ω)χΩ in L2(H1) . (2.12)

Moreover, if A is of type (i), c(A,Ω) depends only on the associated magnetic field B.

This result is reminiscent of that of Weidl [57] in the Euclidean case mentioned
above. We prove it in Section 7.2 by showing that the spectrum of the shifted oper-
ator −∆A − r2/ρ4 with Neumann boundary conditions on the bounded set Ω is purely
discrete and bounded away from 0 whenever the vector potential A satisfies the assump-
tions of Theorem 2.4. We stress that the proof that we present in the Aharonov–Bohm
case relies on the validity of the improved Hardy inequality from the center presented
in Theorem 2.2. We leave as an open problem whether the compactly supported Hardy
weight on the right-hand side of (2.12) can be replaced by a positive one in the spirit
of (2.10).

Finally, in Section 6.2 we present Hardy-type inequalities, which do not necessarily
improve (1.4), but provide positive Hardy weights under magnetic flux conditions. We
restrict to magnetic fields of the form

B(x, y, z) = b1(x, y, z) dx ∧ dω + b2(x, y, z) dy ∧ ω (2.13)

and assume that its support is contained in a cylinder {x2 +y2 ≤ r0} for some positive r0

in the sense that it is the case of the functions b1, b2 : R3 → R. Notice, in particular,
that B could be unbounded with respect to the variable z. It is useful to remark that,
due to its closedness, B is uniquely determined by its primitive, that we define as

b(r cosϕ, r sinϕ, z) := −
∫ +∞

r
b1(t cosϕ, t sinϕ, z) dt , (2.14)

where r ≥ 0, ϕ ∈ S1 and z ∈ R.

Theorem 2.5. Let B be a magnetic field on H1 of the form (2.13) and assume that its
support is contained in the cylinder {x2 + y2 ≤ r2

0} for some r0 > 0. Then, the quantity

FB :=
1

2π

∫
R2

b(x, y, z) dxdy, (2.15)

is independent of z ∈ R. Moreover, if FB /∈ Z, there exists a positive constant c(B)
dependent on B such that

−∆A ≥
c(B)

1 + r2
in L2(H1) . (2.16)
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Theorem 2.5 is implied by Theorem 6.1 in Section 6.2.
Let us observe that if B is compactly supported then FB = 0. In this case, it can

actually be shown that the associated magnetic potential can be chosen to be compactly
supported, which implies that no improvement of −∆A ≥ 0 as above is possible, see
Remark 6.3 below.

Remark 2.1. In Theorem 6.1 below we prove a slightly stronger result than Theo-
rem 2.5. Indeed, we are able to replace the right-hand side of (2.16) with a function that
behaves as (r log r)−2 as r ↓ 0. We stress that the same technique can be applied also in
the Euclidean case, yielding an improvement of (2.10), that was not known to the best
of our knowledge, see Remark 6.6.

The Euclidean magnetic Hardy-type inequalities (2.10) were fundamental ingredients
for the study of the large-time behavior of the magnetic heat semigroup in [40, 10].
In particular, it was shown that although compactly supported magnetic fields on the
Euclidean plane do not shift the spectrum, if they have non-integer flux, they improve
the decay of the L2-norm of the solutions of the heat equation with initial data living
in some appropriate weighted space. An interesting research direction for a future work
is the application of Theorem 2.4 to show an analogous improved decay rate of the
magnetic heat semigroup in the Heisenberg setting.

Structure of the paper

In Section 3 we revise the basic definitions of the Heisenberg group and the fundamental
results for the sub-Laplacian on it defined. In Section 4 we introduce the concept of mag-
netic field and provide a definition for the magnetic sub-Laplacian in the setting of the
Heisenberg group. In Section 5 we study uniform magnetic fields in the Heisenberg group
and prove Theorem 2.1. In Section 6 we show that magnetic fields induce Hardy-type
inequalities from the center of the Heisenberg group: in detail, in Sections 6.1 and 6.2
we respectively prove Theorem 2.2 for Aharonov–Bohm potentials and Theorem 2.5 for
mild cylindrically supported magnetic fields. In Section 7 we investigate the validity of
Hardy inequalities from the origin for magnetic sub-Laplacians on the Heisenberg group:
in detail, in Section 7.1, we prove Theorem 2.3 containing a Hardy-type inequality for
the Folland–Stein operator (2.8) and in Section 7.2 we establish Theorem 2.4, showing
the subcriticality of the operator −∆A− r2/ρ4. Finally, in Appendix A we show a sharp
Hardy inequality related to the results in [59].

3. The Heisenberg group

3.1. The basic structure

The Heisenberg group H1 is R3 endowed with the non-commutative group law

(x, y, z) ∗ (x′, y′, z′) =

(
x+ x′, y + y′, z + z′ +

xy′ − x′y
2

)
,
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where (x, y, z), (x′, y′, z′) ∈ R3. A basis for the Lie algebra of left-invariant vector
fields is given by X,Y defined in (1.2) together with Z := ∂z. The associated sub-
Riemannian structure is given by the distribution D := span{X,Y } endowed with the
scalar product making X and Y orthonormal, and denoted by a dot, i.e., (a1X + a2Y ) ·
(b1X + b2Y ) = a1b1 + a2b2 for ai, bi ∈ C. This structure is step 2 since [X,Y ] = Z,
so that span{X,Y, [X,Y ]}|q = TqH1 for all q ∈ H1. Moreover it is nilpotent since
[X,Z] = [Y,Z] = 0.

What is relevant for the following is that the Heisenberg group structure is contact.
That is, the one form ω ∈ Ω1(H) given by (1.3) satisfies ω ∧ dω 6= 0 and kerω =
span{X,Y }. The Reeb vector field is Z (i.e., Z ∈ ker dω and ω(Z) = 1), and the dual
basis of the cotangent bundle T ∗H1 associated with {X,Y, Z} is {dx, dy, ω}.

3.2. The Laplacian

The sub-Riemannian Hamiltonian h ∈ C∞(T ∗H1) given by the Heisenberg structure is

h(p, q) =
1

2

(
〈p,X(q)〉2 + 〈p, Y (q)〉2

)
=

1

2
(p2
x + p2

y), (3.1)

where (p, q) ∈ T ∗H1, 〈·, ·〉 denotes the duality between covectors and vectors, and p =
pxdx+ pydy + pωω. See, e.g., [4]. Let us denote by

| · | :=
√

2h(·) =
√
p2
x + p2

y (3.2)

the induced seminorm on T ∗H1. Then, the sub-Riemannian Dirichlet energy Q is the
closed form on L2(H1) with core C∞c (H1), defined by

Q(u) :=

∫
H1

|du(q)|2 dq, ∀u ∈ C∞c (H1).

Here d denotes the exterior differential, and dq is the usual Lebesgue measure on R3.
The associated diffusion operator is the Heisenberg sub-Laplacian −∆ := X∗X + Y ∗Y ,
which in coordinates (x, y, z) ∈ H1 reads

∆ = ∂2
x + ∂2

y +
x2 + y2

4
∂2
z + ∂z

x∂y − y∂x
2

. (3.3)

This is a self-adjoint operator in L2(H1).
The form domain of Q is the horizontal Sobolev space W 1(H1), while W 2(H1) is the

domain of the sub-Laplacian. These spaces coincide with the set of L2(H1) functions
such that the following respective norms, computed in the sense of distributions, are
finite (see, e.g., [23, 32]):

‖u‖W 1(H1) :=
√
‖u‖2

L2(H1)
+Q(u) , ‖u‖W 2(H1) :=

√
‖u‖2

W 1(H1)
+ ‖∆u‖2

L2(H1)
.
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3.3. Cylindrical coordinates

Let Z := {x = y = 0} ⊂ H1 be the center of the group as above, and consider cylindrical
coordinates (r, ϕ, z) ∈ R+ × S1 × R with R+ := (0,∞), so that for any (x, y, z) ∈
H1 \Z, we write (x, y, z) = (r cosϕ, r sinϕ, z). In these coordinates, up to an orthogonal
transformation in the (x, y) coordinates, the basis {dx, dy, ω} of T ∗H1 is transformed in
{dr, rdϕ, ω}, where

ω = dz − r2

2
dϕ. (3.4)

The corresponding dual basis for TH1 is then

R := ∂r, Φ :=
1

r
∂ϕ +

r

2
∂z, and Z := ∂z. (3.5)

That is, {R,Φ} is a global orthonormal frame for D. In these coordinates, the Laplacian
(with an abuse of notation denoted by the same symbol ∆) acts on the Hilbert space
L2(R+ × S1 × R, r drdϕdz) as

∆ = −R∗R− Φ∗Φ = ∂2
r +

1

r
∂r +

1

r2

(
∂ϕ +

r2

2
∂z

)2

. (3.6)

4. Magnetic fields in the Heisenberg group

To motivate the definition of magnetic fields in the case of the Heisenberg group, we
start by recalling some facts about magnetic fields in Riemannian geometry.

4.1. Riemannian magnetic fields

A magnetic field B on a Riemannian manifold (M, g) is a closed smooth 2-form. Locally,
it is always possible to find a 1-form A ∈ Ω1(M) such that dA = B, known as vector
potential for B, thanks to the identification of 1-forms and vector fields induced by
the Riemannian metric. Recalling that the Riemannian Hamiltonian h ∈ C∞(T ∗M)
is obtained by duality with the metric g, the action of a magnetic field can then be
interpreted as a change in the Hamiltonian function h 7→ hA, which reads

hA(p, q) = h(p+A(q), q). (4.1)

The corresponding magnetic Laplacian ∆A is obtained by an appropriate quantization
of hA, which yields the associated form (recall (3.2))

QA(u) :=

∫
M
|(d+ iA)u|2 dq, ∀u ∈ C∞c (M). (4.2)

Note that, by definition, |du| = |∇u| :=
√
g(∇u,∇u), where ∇ is the Riemannian

gradient. For this reason, the above expression is sometimes written by replacing d
with ∇, implicitly identifying the 1-form A with the associated vector field.

12



4.1.1. Gauge invariance

It is clear that if a globally defined vector potential A for B exists, it is not unique, as
A+$ is also a vector potential for B as soon as $ ∈ Ω1(M) is closed. It can be shown
that classically this does not pose any problem, as the resulting magnetic trajectories
(i.e., projections on M of trajectories on T ∗M of integral curves of the Hamiltonian
vector field induced by hA) depend only on B.

This gauge invariance is only partially true from the quantum perspective. Indeed, if
$ is exact, i.e., if $ = df for some f ∈ Ω0(M) = C∞(M), then ∆A is unitarily equivalent
to ∆A+df via the gauge transformation u 7→ exp(iγf)u for any γ 6= 0. In this case, we
say that A and A+$ are gauge equivalent. However, if the de Rham cohomology group
H1

dR(M) is non-trivial, there could exist non-exact but closed forms $, such that the
quantum dynamics induced by A and A+$ are different, see e.g. [33, Section 7.2]. This
was first observed in the case of the 2-dimensional Euclidean magnetic Laplacian on the
punctured plane for potentials of the form αdϕ in the polar coordinates (r, ϕ) with α /∈ Z
and is known as the Aharonov–Bohm effect [5].

4.2. Horizontal magnetic fields

Since the notions of differential k-form only depends on the differential structure, the
same definitions as above can be adapted to the Heisenberg group H1. In this case,
however, due to the degeneracy of the sub-Riemannian Hamiltonian defined in (3.1), we
have additional simplifications:

1. Writing the vector potential as A = Axdx+Aydy+Aωω ∈ Ω1(H1), the expression
for hA given in (4.1) is independent of Aω. This is due to the fact that the
sub-Riemannian Hamiltonian (3.1) is degenerate along ω. As a consequence, the
natural class where to look for vector potentials defined on an open set U ⊂ H1 is
Ω1

H(U) := Ω1(U)/ span{ω}.

2. Let us write the magnetic field as B = bxdx∧ ω+ bydy ∧ ω+ bωdx∧ dy. Then, for
the vector potential as above, we have

bω = XAy − Y Ax −Aω. (4.3)

Since A is determined up to Aω, we can always choose

Aω = XAy − Y Ax, (4.4)

thus obtaining bω = 0. That is, without loss of generality we can consider magnetic
fields in span{dx ∧ ω, dy ∧ ω} ⊂ Ω2(U).

4.2.1. A primer on the Rumin complex

The above observations naturally lead to replace the de Rham complex of differential
geometry, with the Rumin complex [54] from contact geometry. In the case of an open
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set U ⊂ H1 this is the short exact sequence of spaces of smooth forms:

0→ Ω0
H(U)

dH−→ Ω1
H(U)

D−→ Ω2
H(U)

d−→ Ω3
H(U)→ 0. (4.5)

Here,

• Ω0
H(U) coincide with the usual (compactly supported) 0-forms Ω0(U) = C∞c (U).

• Ω1
H(U) = Ω1(U)/ span{ω} are the horizontal 1-forms. These are in bijection with

horizontal vector fields, where A = AXdx+ AY dy mod ω is associated with A =
AXX +AY Y .

• Ω2
H(U) = span{dx ∧ ω, dy ∧ ω} ⊂ Ω2(U) are horizontal 2-forms. Also these are in

bijection with horizontal vector fields, where B = b1dx∧ω+ b2dy∧ω is associated
with B = b2X + b1Y .

• Ω3
H(U) coincide with the usual (compactly supported) 3-forms, i.e. the volume

forms Ω3
H(U) = span{ω ∧ dω}.

The coboundary maps appearing above are:

• dH : Ω0
H(U)→ Ω1

H(U) is the horizontal differential. It acts on functions f ∈ C∞c (U)
by dHf = (Xf)dx+ (Y f)dy mod ω.

• D : Ω1
H(U) → Ω2

H(U) is the main novelty of the Rumin complex. In the present
case it is simply defined as DA = dÃ, where Ã ∈ Ω1(U) is the unique 1 form such
that Ã = A mod ω and dÃ ∈ Ω2

H(U). In particular it turns out that D is the
following second order operator D(AXdx+AY dy) = b1dx ∧ ω + b2dy ∧ ω

b1 = X(XAY − Y AX)− ZAX , b2 = Y (XAY − Y AX)− ZAY . (4.6)

This follows by observing that Ã = A+Aω ω, with Aω defined in (4.4). See below
for the explicit expression of DA in cylindrical coordinates.

• d : Ω2
H(U)→ Ω3

H(U) is the restriction to Ω2
H(U) ⊂ Ω2(U) of the standard exterior

differential.

Since the maps above satisfy the usual requirement D ◦ dH = d ◦D = 0, to the Rumin
complex we can associate the cohomology groups Hk

H(U). These are the sets of closed
forms in Ωk

H(U) (i.e., the kernel of the coboundary operator on Ωk
H(U)) modulo exact

forms (i.e., the image of the coboundary operator on Ωk−1
H (U)). With these definitions,

it turns out that Hk
H(U) coincide with the usual de Rham cohomology groups on R3.

We conclude this section by computing the precise formula for the operator D, in cylin-
drical coordinates (r, ϕ, ω), introduced in Section 3.3. Observe that in these coordinates
we have Ω2

H(H1 \Z) = span{dr ∧ω, rdϕ∧ω} and that df = (Rf)dr+ (Φf)rdϕ+ (Zf)ω
for any f ∈ C∞(U).
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Proposition 4.1. Let U ⊂ H1 and consider A = α1dr+α2rdϕ mod ω ∈ Ω1
H(U). Then,

DA = (Rγ − Zα1) dr ∧ ω + (Φγ − Zα2) rdϕ ∧ ω, (4.7)

where we let

γ =
1

r
R(rα2)− Φα1. (4.8)

Proof. Let Ã = A+ γω where γ ∈ C∞c (U) is such that dÃ ∧ ω = 0. Then, dÃ ∈ Ω2
H(U)

and thus DA = dÃ. Observing that dω = −dr ∧ rdϕ, (4.8) and (4.7) follow by direct
computations.

4.2.2. Horizontal magnetic fields and Poincaré gauge

We are finally in a position to define the meaning of magnetic field in the Heisenberg
group.

Definition 4.1. A horizontal magnetic field on an open set U ⊂ H1 is a closed 2-form
B ∈ Ω2

H(U). A vector potential for B is A ∈ Ω1
H(U) such that DA = B.

Thanks to the closure requirement, horizontal magnetic fields are determined by a
single smooth function. Indeed, we have the following.

Proposition 4.2. Let B = b1dr ∧ ω + b2rdϕ ∧ ω be a horizontal magnetic field. Then,
B is completely determined by b1.

Proof. We need to show that b2 can be determined from b1. The closure of B implies

0 = dB =

(
1

r
R(rb2)− Φb1

)
dr ∧ rdϕ ∧ ω.

Then, it suffices to integrate the function appearing above. Indeed, we obtain

b2(r, ϕ, z) =
1

r

∫ r

0
Φb1(t, ϕ, z) tdt. (4.9)

This concludes the proof of the proposition.

Magnetic sub-Laplacians We are particularly interested in the action of magnetic fields
on the natural diffusion operator in H1, the sub-Laplacian −∆, see (3.3). In analogy
with the Riemannian case, we pose the following.

Definition 4.2. Let U ⊂ H1 be an open set. The magnetic sub-Laplacian associated with
a vector potential A ∈ Ω1

H(U) is the (non-negative) operator −∆A in L2(U) associated
with the closure of the form QA, where

QA(u) =

∫
H1

|(dH + iA)u|2 dq, ∀u ∈ C∞c (U). (4.10)
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The above is well defined since (4.10) is non-negative. Observe that, as in the Rie-
mannian case, QA could be written by replacing dHu with the horizontal gradient
∇u = (Xu)X + (Y u)Y , identifying the horizontal 1-form A with the associated hor-
izontal vector field, and computing the norm with respect to the dual norm on the
tangent bundle such that |dHu| = |∇u|. With this identification, for a given vector po-
tential A = AxX +AyY we have −∆A = X∗AXA + Y ∗AYA. Here, we let XA := X + iAx,
YA := Y + iAy. In particular, it holds

−∆Au = −∆u+ |A|2u− i ((XAx + Y Ay)u+ 2A · ∇u) , u ∈ C∞(H1). (4.11)

When U = H1, following [43, Thm 7.22], one can show that the form domain of QA,
denoted by W 1

A(H1), coincides with the set of functions in L2(H1) such that QA(u)
computed in the sense of distributions is finite. This is a consequence of the diamagnetic
inequality (see [43, Thm. 7.21] for a proof that extends to the present case):∣∣(dH + iA)u

∣∣ ≥ ∣∣dH|u|
∣∣ a.e. on H1, u ∈ C∞c (H1). (4.12)

This implies that QA(u) ≥ Q0(|u|) for u ∈ C∞c (H1).

Poincaré gauge As in the Riemannian case, if A ∈ Ω1
H(U) is a vector potential and

f ∈ C∞(U), the magnetic sub-Laplacian ∆A is unitarily equivalent to ∆A+dHf . Recall
that, in this case, we say that A and A+ dHf are gauge equivalent.

Since H1
H(H1) = H1

dR(R3) = {0} it follows that magnetic sub-Laplacians on H1 are
completely determined (up to unitary transformations) by the corresponding horizontal
magnetic field.

In the sequel we will consider the following generalization of the classical Poincaré (or
multipolar) gauge, that allows us to choose the most convenient gauge for the vector
potential.

Proposition 4.3. Let B = b1dr ∧ ω + b2rdϕ ∧ ω be a horizontal magnetic field on H1.
Then, a vector potential for B is given by

A(r, ϕ, z) = α(r, ϕ, z) dϕ, where α(r, ϕ, z) =

∫ r

0

∫ t

0
b1(s, ϕ, z) ds tdt. (4.13)

Proof. By Proposition 4.1, since γ(r, ϕ, z) =
∫ r

0 b1(t, ϕ, z)dt, we have

DA = b1dr ∧ ω +
(
ΦRα− Z(r−1α)

)
rdϕ ∧ ω. (4.14)

Since DA is closed, Proposition 4.2 guarantees that it coincides with B.

Proposition 4.4. Let B = DA be a horizontal magnetic field on H1. Then, C∞c (H1\Z)
is a core for QA.

Proof. It suffices to show that for all u ∈ C∞c (H1) there exists a sequence un ∈ C∞c (H1 \
Z) such that ‖un−u‖L2 +QB(un−u)→ 0 as n→∞. Let ψ : [0, 1]→ [0, 1] be a smooth
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function such that ψ = 0 in a right neighborhood of 0 and ψ = 1 in a left neighborhood
of 1 and for any natural number n ≥ 2, let ηn : H1 → [0, 1] be defined by

ηn(q) :=


0 if |ξ| < 1/n2 ,

ψ
(

logn(n2|ξ|)
)

if |ξ| ∈ [1/n2, 1/n] ,

1 if |ξ| > 1/n.

(4.15)

Let u ∈ C∞c (H1) and for all n ≥ 2 let un := ηnu ∈ C∞c (H1 \ Z). By dominated
convergence, un → u in L2(H1) as n→∞. Moreover, we have

QA(un − u) =

∫
H1

|(ηn − 1)(dH + iA)u+ u dHηn|2 dq

≤ 2

∫
H1

|ηn − 1|2|(dH + iA)u|2 dq

+ 2
‖u‖2∞‖ψ′‖

2
∞

log2 n

∫
{ 1
n2
<|ξ|< 1

n
}∩suppu

1

|ξ|2
dq = In + Jn.

(4.16)

Since there exists C > 0 such that∫
{ 1
n2
<|ξ|< 1

n
}∩suppu

1

|ξ|2
dq ≤ C log n, (4.17)

we obtain that Jn → 0 as n → ∞. Moreover, by the dominated convergence theorem,
also In → 0 as n→∞, concluding the proof.

5. Magnetic Poincaré inequalities

In this section we focus on how uniform magnetic fields interact with the bottom of the
spectrum of the corresponding sub-Laplacian and prove Theorem 2.1.

Definition 5.1. We say that B is a uniform magnetic field on H1 if there exists b =
(b1, b2) ∈ R2 such that

B = b1 dx ∧ ω + b2 dy ∧ ω. (5.1)

In this case, we let |B| :=
√
|b1|2 + |b2|2.

We start by choosing a convenient gauge.

Proposition 5.1. Let (b1, b2) ∈ R and consider the uniform magnetic field (5.1). Then,
up to a linear change of variables we have

B = |B| dx ∧ ω. (5.2)

A corresponding vector potential is

A = |B| x
2

2
dy. (5.3)
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Proof. To reduce the form of B to (5.2) it suffices to consider the change of variables
(x′, y′)> = R(x, y)>, where R is the rotation matrix such that (|B|, 0)> = R(b1, b2)>.

The fact that A = |B|x22 dy is a vector potential for B follows from the explicit compu-
tation of DA presented in (4.6).

Before we proceed with the proof of Theorem 2.1, let us make a couple of comments
on the result.

Remark 5.1. The non-linear growth with respect to |B| in (2.3) has already been
identified in [47], for magnetic fields in the Euclidean plane vanishing on curves. Indeed,
to treat this case, the author associates to these magnetic fields a non-equiregular sub-
Riemannian problem (on the model of the Martinet distribution) and then applies a
desingularization procedure that brings him to the Engel group (i.e., the Carnot group
of step 3 and rank 2). His techniques translate verbatim to the present case, where
we could proceed by “lifting” the uniform magnetic field in the Heisenberg group (the
Carnot group of step 2 and rank 2) to the sub-Laplacian of the Engel group. This is a
consequence of the relations

−ib1 = [[X + iAx, Y + iAy], X + iAx], −ib2 = [[X + iAx, Y + iAy], Y + iAy], (5.4)

holding for a magnetic field B = b1dx ∧ ω + b2dy ∧ ω with magnetic potential A =
Axdx+Aydy mod ω and deduced by (4.6). See also [46, 48].

Remark 5.2. In the Euclidean plane, a better estimate can be proved. Namely, for a
magnetic field B(x, y) dx ∧ dy = dA in R2, with A = Axdx + Aydy and B ≥ 0, there
holds −∆A ≥ B in the sense of quadratic forms, see e.g. [47, Thm. 3] and references
therein. This follows from the fact that in two dimensions we have

−iB = [∂x + iAx, ∂y + iAy]. (5.5)

In the higher dimensional case, weaker semiclassical results are available [34]. As ob-
served above, (5.5) is not available in the Heisenberg setting, being replaced by (5.4).

Proof of Theorem 2.1. Let A be the magnetic potential in the gauge introduced in
Proposition 5.1. Then, the magnetic sub-Laplacian reads

−∆A = −X2 −
(
Y + i|B|x

2

2

)2

. (5.6)

To simplify the computations, we perform the change of variables z 7→ w = z+ xy
2 . In

the new coordinates (x, y, w), the vector fields generating the distribution read

X = ∂x and Y = ∂y + x∂w. (5.7)

Hence,

−∆A = −∂2
x −

(
∂y + x∂w + i|B|x

2

2

)2

. (5.8)
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Performing a Fourier transform in the y and z variables, we obtain the following
decomposition

−∆A =
⊕
η,ν∈R

Lη,ν , Lη,ν = −∂2
x +

(
ν + xη − |B|x

2

2

)2

. (5.9)

Finally, the change of variables t = x− η
|B| allows us to write

Lη,ν = Lg := −∂2
t +

(
|B|
2
t2 + g

)2

, g = − η2

2|B|
− ν. (5.10)

The statement then follows by Lemma 5.1 below.

The following result is well-known (see, e.g., [47, Sec. 5]). We present a proof for
completeness.

Lemma 5.1. For b > 0 and g ∈ R let us consider the maximal realization of the operator

Lgb := −∂2
t +

(
b

2
t2 + g

)2

in L2(R) . (5.11)

Then its spectrum satisfies

min
g∈R

inf σ(Lgb) = cb2/3, c = min
g∈R

inf σ(Lg1) > 0. (5.12)

An explicit formula for the constant c appearing in the above statement is unknown.
We refer to [35, Table 1] for a numerical approximation which yields c ∼ 0.57 with an
accuracy of 10−2.

Proof. First of all, we recall (see, e.g., [20]) that Lgb is essentially self-adjoint on C∞c (R)
and that its closure coincides with the maximal realisation. Moreover, one has the useful
separation property dom(Lgb) = {u ∈W 2,2(R) |u ∈ L2(R, t4 dt)}.

We start by performing the change of variables s = b1/3t, obtaining

Lgb = −b2/3∂2
s +

(
b1/3

s2

2
+ g

)2

= b2/3L
g/

3√
b

1 . (5.13)

Observe that for any g ∈ R the operator Lg1 = −∂2
s + Vg, with Vg(s) = (s2/2 + g)2,

has discrete spectrum (see e.g., [53, Thm. XIII.67]). Let λ(g) denote its first eigenvalue.
That is, λ(g) = minσ(Lg1). By the min-max principle, we obtain that λ(g) > 0 for
any g ∈ R. To complete the proof of the statement we need to show that the map
λ : g ∈ R 7→ λ(g) ∈ (0,+∞) admits a positive minimum.

Note that λ is continuous (see, e.g., [38, VII, Thm. 3.9]) and that for any g ≥ 0 we
have Lg1 ≥ L0

1 > 0. Moreover, we claim that that λ(g) → +∞ as g → −∞. In fact, if
g < 0, we have

Vg(s) = g2

(
s2

2|g|
− 1

)2

= g2

(
|s|√
2|g|
− 1

)2(
|s|√
2|g|

+ 1

)2

≥ g2

(
|s|√
2|g|
− 1

)2

.

(5.14)
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The claim, and thus the statement, follows since
√
|g|/2 is the first eigenvalue of the

harmonic oscillator

−∂2
s +

(√
|g|
2
s− |g|

)2

. (5.15)

This concludes the proof of the lemma.

6. Magnetically induced Hardy inequalities from the center

In this section we show that magnetic fields induce Hardy-type inequalities from the
center Z of the Heisenberg group. More specifically, in Sections 6.1 and 6.2 we re-
spectively prove Theorem 2.2 for Aharonov–Bohm potentials and Theorem 2.5 for mild
cylindrically supported magnetic fields.

6.1. Hardy inequalities from the center for Aharonov–Bohm potentials

In this subsection, we are concerned with inequalities of the form

−∆A ≥
c

r2
in L2(H1 \ Z) , (6.1)

where c > 0, r(x) :=
√
x2 + y2 is the distance to the z-axis and A is an Aharonov–Bohm

potential on H1 \ Z. Such inequalities fail in the magnetic-free case; indeed, if B = 0, it
is known [56] that the best constant in the above inequality is c = 0.

Motivated by the classical Aharonov–Bohm phenomenon, we pose the following.

Definition 6.1. An Aharonov–Bohm potential on U ⊂ H1 is a non-exact but closed
vector potential.

Observe that if A is an Aharonov–Bohm potential on U ⊂ H1 the corresponding
magnetic field is B = DA = 0. In this section we will show that, as in the Euclidean
case, the associated magnetic sub-Laplacian may not be unitarily equivalent to the
unperturbed Heisenberg sub-Laplacian.

Clearly, for an Aharonov–Bohm potential to exist on U ⊂ H1 it is necessary that
H1

H(U) 6= 0. As a consequence, as already implicitly observed, no Aharonov–Bohm
potential exist on H1. The simplest case with non-trivial cohomology is U = H1 \ Z,
where Z := {x = y = 0}. In this case,

H1
H(H1 \ Z) = H1

dR(R3 \ Z) = R. (6.2)

Proposition 6.1. Up to gauge invariance, any Aharonov–Bohm potential in H1 \ Z is
of the form

Aα = αdϕ, α ∈ R \ Z. (6.3)

Moreover, Aα is gauge equivalent to Aα̃ whenever α = n+ α̃, with n ∈ Z and α̃ ∈ R.
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Proof. Proposition 4.1 implies at once that Aα is closed for any α ∈ R, i.e., DAα = 0.
We claim that, for α, β ∈ R with α 6= β, the forms Aα and Aβ belong to different

cohomology classes. In view of (6.2), this ensures that any closed form $ is gauge
equivalent to Aα for some α ∈ R (i.e., $ = Aα + dHf for α ∈ R and f ∈ C∞(H1 \ Z)).
In particular, any Aharonov–Bohm potential is gauge equivalent to Aα for some α ∈ R.

To prove the claim, let α 6= β and assume by contradiction that there exists f ∈
C∞(H1 \ Z) such that Aα = Aβ + dHf . This implies that Rf = 0 and Φf = (α− β)/r.
In particular, the first relation implies that f is independent of the r variable. This fact,
together with the second relation, yields that ∂zf = 0 and ∂ϕf = α − β. This implies
that f depends only on ϕ, which yields the desired contradiction. Indeed, by Stokes’
Theorem we have

0 =

∫
S1
∂ϕf dϕ = 2π(α− β) 6= 0. (6.4)

To complete the proof, it suffices to observe that, if α = n + α̃ with n ∈ Z, Aα is
gauge equivalent to Aα̃ via the gauge transformation u 7→ v := e−inϕu. In particular,
this implies that An is gauge equivalent to the zero potential A0, and thus that any
Aharonov–Bohm potential is gauge equivalent to Aα for some α ∈ R \ Z, i.e., as in
(6.3).

We observe that, in the Euclidean case, the Aharonov–Bohm Laplacian admits various
self-adjoint realizations [2, 17, 51]. In the following we are only concerned with the
Friedrichs extension of the magnetic sub-Laplacian initially defined on C∞c (H1 \ Z).

We are now ready to prove Theorem 2.2, showing that (6.1) does indeed hold for the
Aharonov–Bohm magnetic potentials with an explicit constant c excluding the case of
integer flux quanta. The result is thus reminiscent of the celebrated magnetic Hardy
inequality (2.4) due to Laptev and Weidl [42] in the Euclidean case. However, in the
present situation, the magnetic-free Heisenberg Laplacian is already subcritical. The
novelty here is that the singularity of the Hardy weight on the right-hand side of (6.1)
is not permitted without the magnetic field.

Remark 6.1. In spite of the apparent similarity between the inequalities (2.4) and
(2.5), also their proofs are different. Indeed, in the Euclidean setting the thesis descends
from the positivity of only the angular part of the magnetic Laplacian, while in the
Heisenberg setting this alone is not sufficient. In detail, in the Euclidean case one has,
for all ψ ∈ C∞c (R2 \ {0}),

〈−∆Aαψ,ψ〉L2(R2) =

∫ +∞

0

∫
S1

[
|∂rψ|2 +

|(∂ϕ + iα)ψ|2

r2

]
rdrdϕ

≥ dist(α,Z)2

∫
R2

|ψ|2

%2
dx,

since |λ| ≥ dist(α,Z) for λ ∈ σ(−i∂ϕ + α) and the radial part is simply neglected.
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Proceeding analogously in the Heisenberg setting, one has, for all ψ ∈ C∞c (H1 \ Z),

〈−∆αψ,ψ〉L2(H1) =

∫ +∞

0

∫
S1×R

[
|∂rψ|2 +

|(∂ϕ + r2

2 ∂z + iα)ψ|
r2

]
rdrdϕdz

≥
∫
H1

να(r)
|ψ|2

r2
dq,

where for all r > 0 we let

να(r) := inf
06=θ∈W 1(S1×R)

∫
S1×R

∣∣(∂ϕ + r2

2 ∂z + iα
)
θ(ϕ, z)

∣∣2 dϕdz∫
S1×R |θ(ϕ, z)|2 dϕdz

,

= inf
06=φ∈W 1(S1×R)

∫
S1×R

∣∣(∂ϕ + ∂γ + iα
)
φ(ϕ, γ)

∣∣2 dϕdγ∫
S1×R |φ(ϕ, γ)|2 dϕdγ

,

having performed the change of variables z = γr2/2 in the last equality. We can not
conclude as in the Euclidean case above, since σ(−i∂ϕ − i∂γ + α) = R implies that
να(r) = 0 for all r > 0.

Proof of Theorem 2.2. Via a Fourier transform in the ϕ variable, we have the decompo-
sition

−∆Aα =
⊕
m∈Z

Lm, (6.5)

where Lm denotes the operator on L2(R+×R, rdrdz) associated with the quadratic form
defined for u ∈ C∞c (R+ × R) as

Qm(u) =

∫
R+×R

(
|Ru|2 +

∣∣Φ̂α−mu
∣∣2) rdrdz, Φ̂α−mu := −i r

2
∂zu+

α−m
r

u.

Thus, to prove inequality (2.5) it suffices to show that

Lm ≥
max{−1,min{1, α−m}}2

r2
. (6.6)

We prove it for m = 0. The general case easily follows.
Let α∗ := max{−1,min{1, α}}, fix u ∈ C∞c (R+×R), and define Pu := Ru+εΦ̂α−α∗u,

where ε = ±1 will be fixed later depending on u. Direct computations yield

0 ≤ |Pu|2 = |Ru|2 + |Φ̂αu|2 −
α2
∗
r2
|u|2 + 2<

((
εRu− α∗

r
u
)

Φ̂α−α∗u
)
.

Integrating the above with respect to the measure rdrdz, we reduce the proof of (6.6) to
the non-positivity of the integral of the last term above. By developing the product, and
denoting the scalar product in L2(R+ × R, rdrdz) with 〈·, ·〉, and the associated norm
by ‖ · ‖, this is equivalent to

ε<
(

1

2
〈Ru,−ir∂zu〉+

〈
Ru,

α− α∗
r

u

〉)
− α∗

2
〈u,−i∂zu〉 −α∗(α−α∗)

∥∥∥u
r

∥∥∥2
≤ 0. (6.7)
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Here, we used the fact that −i∂z is a symmetric operator to guarantee that 〈u,−i∂zu〉
is real. Integrating by parts and using the fact that α is real, we obtain

< 〈Ru,−ir∂zu〉 = 〈u,−i∂zu〉 and <
〈
Ru,

α− α∗
r

u

〉
= 0. (6.8)

Finally, since α∗(α− α∗) ≤ 0, we have reduced (6.7) to

1

2
(ε− α∗) 〈u,−i∂zu〉 ≤ 0. (6.9)

Since α∗ ∈ [−1, 1], one easily checks that choosing ε := − sgn 〈u,−i∂zu〉 yields the
desired inequality, proving the first part of the statement.

Let us now turn to an argument for the sharpness of (2.5). Let m∗ ∈ Z be such that
dist(α,Z) = |α−m∗|. By (6.5), it suffices to construct a sequence (ψn)n∈N ⊂ dom(Lm∗),
such that

lim
n

Qm∗(ψn)

‖ψn/r‖2
≤ |α−m∗|2. (6.10)

Inspired by [18, proof of Corol. VIII.6.4] and [10], let ξ : [0, 1] → [0, 1] be a smooth
function such that ξ = 0 in a right neighborhood of 0 and ξ = 1 in a left neighborhood
of 1. For any natural number n ≥ 2, we define the following smooth cut-off function
ηn : (0,∞)→ [0, 1] by

ηn(r) :=



0 if r < 1/n2 ,

ξ
(

logn(n2r)
)

if r ∈ [1/n2, 1/n] ,

1 if r ∈ (1/n, n) ,

ξ
(

logn(n2/r)
)

if r ∈ [n, n2] ,

0 if r > n2 .

(6.11)

The function ηn is a convenient smooth approximation in W 1(R+, rdr) of the constant
function 1: it is immediate to see that ηn → 1 almost everywhere as n → ∞ and that,
for any n ≥ 2, it holds

2 log n ≤
∫ +∞

0

|ηn(r)|2

r
dr and

∫ +∞

0
|η′n(r)|2 rdr ≤

2‖ξ′‖2∞
log n

. (6.12)

For any n ≥ 2, we now define χn : [0,+∞)→ [0, 1] as follows:

χn(s) :=


1 if s < n4 ,

ξ
(
2− s

n4

)
if s ∈ [n4, 2n4] ,

0 if s > 2n4 .

(6.13)

Straightforward computations yield that

2n4 ≤
∫ +∞

−∞
|χn(|s|)|2 ds and

∫ +∞

−∞
|χ′n(|s|)|2 ds ≤

2‖ξ′‖2∞
n4

. (6.14)
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Finally, we set

ψn(r, z) = ηn(r)χn(|z|), for all (r, z) ∈ R+ × R.

We estimate the Hardy–Rayleigh quotient Qm∗(ψn)/‖ψn/r‖2. We have

Qm∗(ψn) =

∫
R

∫ ∞
0

[
|∂rψn|2 +

∣∣∣∣(−i r2∂z +
α−m∗

r

)
ψn

∣∣∣∣2
]
rdrdz

=

∫
R

∫ ∞
0

[
|η′n(r)χn(|z|)|2 +

∣∣∣∣(−i r2∂z +
α−m∗

r

)
ηn(r)χn(|z|)

∣∣∣∣2
]
rdrdz

= I1 + I2 + I3,

(6.15)

where we have defined

I1 :=

∫
R

∫ ∞
0
|η′n(r)χn(|z|)|2 rdrdz,

I2 :=

∫
R

∫ ∞
0

|(α−m∗)ηn(r)χn(|z|)|2

r2
rdrdz,

I3 :=

∫
R

∫ ∞
0
|ηn(r)|2

∣∣∣r
2
∂zχn(|z|)

∣∣∣2 rdrdz.
and in the last equality we used the fact that ψn is real.

Thanks to (6.12), and the explicit expression of ψn, we have

I1

‖ψn/r‖2
=

∫∞
0 |η

′
n(r)|2 rdr∫∞

0 |ηn(r)|2r−1 dr
≤ ‖ξ

′‖2∞
log2 n

−−−→
n→∞

0. (6.16)

On the other hand, a direct computation immediately shows that

I2

‖ψn/r‖2
−−−→
n→∞

|α−m∗|2. (6.17)

Finally, since on the support of ηn it holds r ≤ n2, thanks to (6.12) and (6.14) we
estimate

I3

‖ψn/r‖2
≤ ‖ξ

′‖2∞
32 log n

−−−→
n→∞

0. (6.18)

The desired estimate thus (6.10) follows by putting together (6.15)–(6.18).

6.2. Hardy-like inequalities for cylindrically supported magnetic fields

In this subsection, we are concerned with inequalities of the form

−∆A ≥
c

1 + r2
in L2(H1) , (6.19)
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where c > 0, r(x) :=
√
x2 + y2 is the distance to the z-axis and A is a vector potential

for any mild magnetic field.
Laptev and Weidl showed in [42] (see also [10, Thm. 3.2]) that (6.19) holds in the two-

dimensional Euclidean case with c = c(B) > 0 as soon as the magnetic field vanishes at
infinity and the total magnetic flux (2.11) is not an integer.

In the following we establish Theorem 2.5, which contains an estimate of type (6.19).
In fact, we prove it as a consequence of a stronger estimate contained in Theorem 6.1,
where the Hardy weight is allowed to be singular on Z. What is more, our strategy
allows us to improve (6.19) also in the Euclidean setting, see Remark 6.6 below.

Recall that the primitive b of an horizontal magnetic field B = b1dr ∧ ω + b2rdϕ ∧ ω,
such that suppB ⊂ {r ≤ r0} for some r0 > 0, is defined in (2.14). In cylindrical
coordinates, this reads

b(r, ϕ, z) = −
∫ +∞

r
b1(t, ϕ, z) dt. (6.20)

Remark 6.2. Since Rb = b1, by Proposition 4.2 a horizontal magnetic field supported
on a cylinder is completely determined by its primitive.

In the next proposition we show the relation between the support of a horizontal
magnetic field and of its primitive.

Proposition 6.2. The horizontal magnetic field B = b1dr∧ω+b2rdϕ∧ω is supported in
the cylinder {r ≤ r0} if and only if its primitive b is supported in the cylinder {r ≤ r0}
and it satisfies ∫ r0

0
Zb(t, ϕ, z) tdt = 0, ∀ϕ ∈ S1, z ∈ R. (6.21)

Proof. By (6.20), supp b1 ⊂ {r ≤ r0} if and only if supp b ⊂ {r ≤ r0}. We claim that,
for r > 0, ϕ ∈ S1, z ∈ R, we have

b2(r, ϕ, z) = Φb(r, ϕ, z)− 1

r

∫ r

0
Zb(t, ϕ, z) tdt. (6.22)

Combining the last two facts, the statement follows since suppB ⊂ {r ≤ r0} if and only
if

supp b(r, ϕ, z) ⊂ {r ≤ r0} and

∫ r0

0
Zb(t, ϕ, z) tdt = 0.

We prove (6.22). Since Rb = b1, formula (4.9) reads, for any r > 0, ϕ ∈ S1, z ∈ R,

rb2(r, ϕ, z) =

∫ r

0
ΦRb(t, ϕ, z) tdt. (6.23)

Moreover, there holds

[Φ, R] = −
(
− 1

r2
∂ϕ +

1

2
∂z

)
=

1

r
Φ− Z,
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so that (6.23) reads, for r > 0, ϕ ∈ S1, z ∈ R,

rb2(r, ϕ, z) =

∫ r

0
RΦb(t, ϕ, z) tdt−

∫ r

0
Zb(t, ϕ, z) tdt+

∫ r

0
Φb(t, ϕ, z) dt. (6.24)

Integrating by parts the first term of the previous equation yields the claim.

Example 6.1. Let us consider the magnetic field B = b1dr ∧ ω + b2rdϕ ∧ ω with
b1(r, ϕ, z) = χ(r)β(ϕ, z), where χ ∈ C∞(R) be such that suppχ ⊂ [0, r0] and β ∈
C∞(S1 × R). Then, B is supported in the cylinder {r ≤ r0} if and only if:

Zβ ≡ 0 or

∫ r0

0
χ(t)t2dt = 0. (6.25)

Indeed, by definition of χ, the primitive b is supported on [0, r0] and it holds∫ r0

0
Zb(t, ϕ, z) tdt = −Zβ(ϕ, z)

∫ r0

0

∫ r0

t
χ(s) ds tdt = Zβ(ϕ, z)

∫ r0

0
χ(t)

t2

2
dt = 0.

In the following, we show that far away from the z-axis, magnetic fields supported
on cylinders are given by Aharonov–Bohm-like vector potentials. This is reminiscent of
what happens in the Euclidean case (see, e.g., [40, Eq. 16]).

Proposition 6.3. Let B = b1dr ∧ ω + b2rdϕ ∧ ω be a horizontal magnetic field whose
support is contained in a cylinder {r ≤ r0} for some r0 > 0. Define the map

FB(z) :=
1

2π

∫
R2

b(ξ, z) dξ, z ∈ R. (6.26)

Then, FB(z) is independent of z. Moreover, letting FB = FB(0) ∈ R, for an appropriate
choice of vector potential A, it holds

A(r, ϕ, z) = FB dϕ, ∀r > r0. (6.27)

Proof. By the assumption on the support of B, it holds b∞(ϕ, z) =
∫ +∞

0 b1(s, ϕ, z) ds <
+∞ for all (ϕ, z) ∈ S1 × R. Thus,

b(t, ϕ, z) =

∫ t

0
b1(s, ϕ, z) ds− b∞(ϕ, z), t > 0.

Let f(ϕ, z) = −
∫ z

0 b∞(ϕ, z′) dz′ and consider the vector potential A = A0 + dHf , where
A0 is given in the Poincaré gauge as in Proposition 4.3. That is, since for (ϕ, z) ∈ S1×R
there holds

dHf(ϕ, z) = −Φ

[∫ z

0
b∞(ϕ, z′) dz′

]
rdϕ = −

(∫ z

0
∂ϕb∞(ϕ, z′) dz′ +

r2

2
b∞(ϕ, z)

)
rdϕ,

we have A = a(r, ϕ, z)dϕ, where

a(r, ϕ, z) =

∫ r

0
b(t, ϕ, z) tdt+

r2

2
b∞(ϕ, z)−

[∫ z

0
∂ϕb∞(ϕ, z′) dz′ +

r2

2
b∞(ϕ, z)

]
.
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In particular, by construction, DA = DA0 = B, and, using the fact that b(t, ϕ, z) = 0 if
t > r0, it holds

a(r, ϕ, z) =

∫ r0

0
b(t, ϕ, z) tdt−

∫ z

0
∂ϕb∞(ϕ, z′) dz′, ∀r > r0. (6.28)

Observe that, by (6.28), the function a(r, ϕ, z) is independent of r > r0. Thus, using
the fact that supp b1 ∪ supp b2 ⊂ {r ≤ r0}, by Proposition 4.1, on {r > r0} it holds

0 = B = DA = −Zadϕ ∧ ω =⇒ Za = 0.

Summing up, for r > r0 we have A = a(ϕ) dϕ. To prove that FB is constant, we
observe that∫

S1
a(ϕ) dϕ =

∫ r0

0

∫
S1
b(t, ϕ, z) dϕ tdt−

∫ z

0

∫
S1
∂ϕb∞(ϕ, z) dϕ dz

=

∫ +∞

0

∫
S1
b(t, ϕ, z) dϕ tdt

= 2πFB.

Finally, the statement follows replacing A with A+ dψ, where

ψ(r, ϕ, z) = −
∫ ϕ

0
a(ϕ′) dϕ′ + ϕFB.

Remark 6.3. If B is compactly supported, say suppB ⊂ {r ≤ r0, |z| ≤ z0}, we have
FB = 0. Moreover, using the Poincaré gauge of Proposition 4.3 it is immediate to observe
that in this case also the vector potential A can be chosen to satisfy suppA ⊂ {|z| ≤ z0}.

Example 6.2. Let B be as in Example 6.1. Then FB 6= 0 if and only if β is independent
of z. In fact, integrating by parts the definition of FB yields

FB = − 1

2π

∫
S1

∫ r0

0
b1(t, ϕ, z)

t2

2
dtdϕ = − 1

2π

∫
S1
β(ϕ, z) dϕ

∫ r0

0
χ(t)

t2

2
dtdϕ.

By (6.25) we then deduce that B is supported in a cylinder if and only if Zβ ≡ 0.

Remark 6.4. The vector potential A of a horizontal magnetic field supported in a
cylinder {r ≤ r0} is not necessarily bounded on H1. In fact, although Proposition 6.3
implies that A is bounded outside the cylinder {r ≤ r0}, by Example 6.1 this does not
need to be true inside.

We can state now the main result of this section. This is a more general version of
Theorem 2.5 presented above.

Theorem 6.1. Let B be a magnetic field on H1 of the form (2.13) and assume that its
support is contained in the cylinder {|ξ| ≤ r0} for some r0 > 0 and r1 > r0. If FB /∈ Z,
there exists a constant c(B, r1) dependent on B and r1 such that

−∆A ≥
c(B, r1)

r2
(

1 + log2
−

r
r1

) in L2(H1) , (6.29)

where log− s := max(0,− log s) for all s > 0.
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Remark 6.5. Theorem 2.5 follows as a direct consequence of Theorem 6.1 and Propo-
sition 6.3.

Remark 6.6. The strategy of the proof of Theorem 6.1 can be easily adapted to the
two-dimensional Euclidean setting. This allows to improve (6.19) in L2(R2) due to [42]
to

−∆A ≥
c(B, r1)

r2
(

1 + log2
−

r
r1

) in L2(R2) ,

where A is any vector potential in R2 such that B = dA with B is any smooth magnetic
field compactly supported in {x ∈ R2 : |x| ≤ r0} such that ΦB 6∈ Z holds true, and
r1 > r0.

To prove Theorem 6.1 we need the following Lemma.

Lemma 6.1. Let B be a magnetic field supported on the cylinder {|ξ| ≤ r0} ⊂ H1,
r0 > 0, such that FB /∈ Z. Then, there exists a constant c > 0 such that

QB(u) ≥ c
∫
{|ξ|>r0}

|u|2

|ξ|2
dq, ∀u ∈ C∞c (H1). (6.30)

Proof. By Proposition 6.3, the vector potential A can be chosen to be A = FB dϕ
for r > r0, where FB ∈ R. Then, using cylindrical coordinates and letting u(ξ, z) =∫
R e

izkûk(ξ, k) dk, we have

QB(u) ≥
∫
|ξ|>r0

|(dH + iA)u|2 dξdz

=

∫
R

∫
S1

∫
r>r0

|∂ru|2 +

∣∣∣∣(1

r
∂ϕ +

r

2
∂z + i

FB
r

)
u

∣∣∣∣2 rdr dϕ dz
=

∫
R

∫
S1

∫
r>r0

|∂rûk|2 +

∣∣∣∣(1

r
∂ϕ + i

(
rk

2
+

FB
r

))
ûk

∣∣∣∣2 rdr dϕ dk
=:

∫
R
Q̂k(ûk) dk.

(6.31)

Here, Q̂k is defined by the last equality, and depends on r0. The main observation is that
Q̂k is connected to the Euclidean magnetic Dirichlet form in R2 associated with the vector

potential Ak, whose expression in polar coordinates is Ak =
(
r2k
2 + FBχ{r>r0}

)
dϕ.

We will now apply a slightly modified version of [42, Thm. 1] to Q̂k, in order to obtain
the existence of C > 0, independent of k, such that

Q̂k(v) ≥ C
∫
|ξ|>r0

|v|2

|ξ|2
dξ, ∀v ∈ C∞c (R2). (6.32)

Clearly this will complete the proof by Plancherel identity.
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Write v(r, ϕ) =
∑

m∈Z vm(r)eimϕ. Then, letting λm,k(r) = (m + r2k/2 + FB)2, we
have

Q̂k(v) =
∑
m∈Z

∫
r>r0

(
|∂rvm|2 + λm,k(r)

|vm|2

r2

)
rdr

≥
∑
m∈Z

∫
r>r0

λm,k(r)
|vm|2

r2
rdr.

(6.33)

If k = 0, then λm,0(r) ≥ (dist(FB,Z))2, and (6.32) follows. If k 6= 0, observe that
λm,k(r) = λm,sgn(k)(

√
|k|r). Thus, the change of variables s =

√
|k|r and the first

equality of (6.33) yield that in order to prove (6.32) it suffices to obtain existence of
C > 0 such that for all s0 > 0 and % ∈ {−1,+1} it holds:

Q̂%(w) :=

∫
s>s0

(
|w′|2 + λ%m(s)

|w|2

s2

)
sds ≥ C

∫
s>s0

|w|2

s2
sds, (6.34)

for all m ∈ Z, and w ∈ C∞(R+) such that suppw ⊂ (0, r̄] for some r̄ > 0. Here, we
let λ±m(s) = (m ± s2/2 + FB)2, and omitted the dependence of Q̂% on s0, to ease the
notation.

We now present an argument for the case % = −1, the other being analogous up to
some sign changes. Let FB = m0 + γ for m0 ∈ Z and γ ∈ (−1/2, 1/2], γ 6= 0, and fix
ε ∈ (0, |γ|/2). Moreover, for any ` ∈ N we define the following intervals:

I` = (α`, β`), where α` =
√

2(`+ γ)− ε, β` =
√

2(`+ γ) + ε,

where we let by convention I0 = ∅ if γ < 0. One checks that λ−m(s) < ε2/4 if and only
if m+m0 ≥ 0 and s ∈ Im+m0 , and that there exists Λ = Λ(ε, γ) such that

β` ≤ Λα`, |I`| ≤ Λα`, ∀` ∈ N. (6.35)

If m < −m0, then λ−m(s) ≥ ε2/4 for all s > 0, and we immediately get∫
s>s0

|w|2

s2
sds ≤ 4

ε2

∫
s>s0

λ−m(s)
|w|2

s2
sds ≤ 4

ε2
Q̂−s0(w). (6.36)

Let now ` := m + m0 ≥ 0. If I` ∩ (s0,+∞) = ∅, we can proceed as above. If this is
not true, we choose a cut-off function ψ : R+ → [0, 1] such that ψ−1(1) = I`, suppψ ⊂
(α` − |I`|/2, β` + |I`|/2)), and |ψ′| ≤ c|I`|−1. Then, λ−m(s) ≥ ε2/4 if ψ(s) 6= 1 and we
obtain

1

2

∫
s>s0

|w|2

s2
sds ≤

∫
s>s0

|ψw|2

s2
sds+

∫
s>s0

|1− ψ|2 |w|
2

s2
sds

≤
∫
s>s0

|ψw|2

s2
sds+

4

ε2
Q̂−(w).

(6.37)
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Hence, we are left to bound the first term on the right-hand side of the above. In order
to do this, we recall the following weighted Poincaré inequality, for 0 ≤ α < β (see [8]):∫ β

α
|u|2 rdr ≤ |β − α|

2

2

∫ β

α
|u′(r)|2 rdr, ∀u ∈W 1(α, β), u(β) = 0.

Then, since | suppψ ∩ {s > s0}| ≤ 2|I`| and |ψ′| ≤ c|I`|−1, we have,

1

4

∫
s>s0

|ψw|2 sds ≤ |I`|
2

2

∫
suppψ∩{s>s0}

|(ψw)′|2 sds

≤ |I`|2
∫
s>s0

|w′|2 sds+ c2

∫
suppψ\I`

|w|2 sds

≤ |I`|2Q̂−(w) + c2

(
β` +

|I`|
2

)2 ∫
suppψ\I`

|w|2

s2
sds

≤

(
|I`|2 +

4c2

ε2

(
β` +

|I`|
2

)2
)
Q−(w).

Here, we used that λ−m(s) ≥ ε2/4 on suppψ \ I` and that sup(suppψ \ I`) ≤ β` + |I`|/2.
Finally, thanks to (6.35) we have∫

s>s0

|ψw|2

s2
sds ≤ 1

(α` − |I`|/2)2

∫
suppψ

|ψw|2 sds ≤ CQ−(w).

Observe that the constant C depends only on Λ = Λ(ε, γ) and is thus independent of s0.
Together with (6.37) this proves (6.34), completing the proof of the statement.

Proof of Theorem 6.1. Thanks to Proposition 4.4, it is enough to prove the thesis for
u ∈ C∞c (H1 \ Z). Also, by Lemma 6.1, it suffices to show that

QB(u) ≥ c
∫
{|ξ|<r0}

|u|2

|ξ|2(log2 |ξ|
r1

+ 1)
dq, ∀u ∈ C∞c (H1 \ Z). (6.38)

Thanks to (3.6) and the Fubini theorem, we write QB(u) in cylindrical coordinates:

QB(u) =

∫ +∞

0

∫
S1×R

[
|∂ru|2 +

|(∂ϕ + r2

2 ∂z + iα(r, ϕ, z))u|2

r2

]
rdrdϕdz. (6.39)

Recall the following one-dimensional Hardy-type inequality (see, e.g., [9, Prop. 2.4] for
a proof): ∫ +∞

0

|f |2

r2 log2 r
r1

rdr ≤ 4

∫ +∞

0
|f ′| rdr, ∀f ∈ C∞c (R+ \ {r1}). (6.40)
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Let then I ⊂ (r0,+∞) be a bounded open interval such that r1 ∈ I, and consider a cut-
off function ψ : R+ → [0, 1] such that ψ ≡ 0 on a neighborhood of r1 and ψ−1(1) = R+\I.
Writing u = ψu+ (1− ψ)u we have that∫

S1×R

∫ +∞

0

|u|2

r2
(

log2 r
r1

+ 1
)r drdϕdz

≤
∫
S1×R

[
2

∫ +∞

0

|ψu|2

r2 log2 r
r1

r dr + 2

∫ +∞

0

|(1− ψ)u|2

r2
r dr

]
dϕdz.

≤
∫
S1×R

[
8

∫ +∞

0
|∂r(ψu)|2r dr + 2

∫
I

|u|2

r2
r dr

]
dϕdz,

where in the last inequality we have used (6.40), the fact that ψu is supported outside
the set {r1} × S1 × R, and that 1− ψ is supported in I. We immediately have that∫

S1×R

∫ +∞

0

|u|2

r2
(

log2 r
r1

+ 1
)r drdϕdz

≤
∫
S1×R

[
16

∫ +∞

0
|∂ru|2r dr +

(
16(sup I)2‖ψ′‖2∞ + 2

)∫
I

|u|2

r2
r dr

]
dϕdz.

(6.41)

Thanks to the explicit expression (6.39) and Lemma 6.1 we conclude that for some C > 0∫
H1

|u|2

|ξ|2
(

log2 |ξ|
r1

+ 1
)dq ≤ C QB(u),

that gives (6.38) and concludes the proof.

7. Magnetically improved Hardy inequalities from the origin

The main objective of this section is to improve the Hardy-type inequality (1.4) due
to Garofalo and Lanconelli [29]. In particular, we establish Theorem 2.4, showing the
subcriticality of the operator

PA := −∆A −
r2

ρ4

for Aharonov–Bohm or mild magnetic fields. This is the content of Section 7.2, where
we also comment on the relations with the analogous theory in the Euclidean case.

Before, in Section 7.1, we prove Theorem 2.3 containing a Hardy-type inequality for
the Folland–Stein operator (2.8). We use this result to deduce the quantitative lower
bound (2.7) for the operator PA.

7.1. Quantitative improvement via Aharonov–Bohm vector potentials

Let A be an Aharonov–Bohm potential on H1 \ Z. By Proposition 6.1, we can assume
A = αdϕ for α ∈ R \ Z. Henceforth, we denote the associated magnetic form by Qα.

For α ∈ R, we consider the Folland–Stein operator (2.8) due to [24]. The following
proposition highlights the connection between the Aharonov–Bohm potentials and Lα.
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Lemma 7.1. For any α ∈ R and u ∈ C∞c (H1 \ Z), we have

Qα(u) = 〈Lαu, u〉+ α2

∫
H1

|u|2

r2
dp+ 2α〈−i∂ϕu, r−2u〉. (7.1)

Proof. Compute

|(dH + iα dϕ)u|2 = |Ru|2 +
∣∣∣Φu+ iα

u

r

∣∣∣2
= |dHu|2 + 2α<

(
(−iΦu)

u

r

)
+ α2 |u|2

r2
.

(7.2)

The statement follows by integrating the above and observing that, since −iΦ is a
symmetric operator, it holds 〈−iΦu, r−1u〉 ∈ R.

We now prove Theorem 2.3, which contains a sharp Hardy inequality for the Folland–
Stein operator. This will immediately imply an improvement of the Garofalo–Lanconelli
Hardy inequality for Aharonov–Bohm magnetic potentials, under a symmetry assump-
tion.

Proof of Theorem 2.3. We define

ρα := ρwα and wα(r, ϕ, z) := exp

(
i
α

2
arctan

4z

r2

)
.

Observe that ρ−2
α is proportional to the fundamental solution for Lα, α 6= 2n+ 1, n ∈ Z,

as shown in [24]. Let u ∈ C∞c (H1 \ Z) and set v = uρα. We compute the integrand of
the quadratic form associated with Lα. This yields

|∇u|2 =
|∇v|2

ρ2
+
|v|2

ρ4
|∇ρα|2 − 2<

(
v̄∇v · ∇ρα
ρ2ρα

)
,

(∂zu)ū =
v̄∂zv

ρ2
− |v|

2

ρ2ρα
∂zρα.

We recall that∇u = (Xu)X+(Y u)Y is the horizontal gradient of u. Direct computations
show that

∇ρα = wα

(
∇ρ+ iα∇⊥ρ

)
, ∂zρα = wα

(
∂zρ+ 2iα

|∇ρ|2

ρ

)
. (7.3)

Here, we denoted ∇⊥ρ = (−Y ρ)X + (Xρ)Y . In particular, we have that

|∇ρα|2 = (1 + α2)|∇ρ|2 and iα
|v|2

ρ2ρα
∂zρα = iα

|v|2

ρ3
∂zρ− 2α2 |v|2

ρ4
|∇ρ|2.

We thus obtain

〈Lαu, u〉 =

∫
H1

|∇v|2

ρ2
+ (1− α2)

|v|2

ρ4
|∇ρ|2 − 2<

(
v̄∇v · ∇ρα
ρ2ρα

)
+ α=

∫
H1

v̄∂zv

ρ2
. (7.4)

32



Here, we used the fact that

<
∫
H1

[
v̄∂zv

ρ2
− |v|

2

ρ3
∂zρ

]
= =

∫
H1

|v|2

ρ3
∂zρ = 0.

By (7.3), using the fact that ρ−2 is proportional to the fundamental solution of the
sub-Laplacian −∆H and that |v(0)| = 0, we obtain

−2

∫
H1

<
(
v̄∇v · ∇ρα
ρ2ρα

)
dp = α=

(∫
H1

∇⊥(ρ−2) · (v̄∇v) dp

)
.

To conclude the proof we are thus left to show that∫
H1

|∇v|2

ρ2
+ α=

(∫
H1

(
∇⊥(ρ−2) · (v̄∇v) +

v̄∂zv

ρ2

)
dp

)
≥ 0.

Integrating by parts the second term on the left-hand side and recalling that [X,Y ] = Z,
we have ∫

H1

(
∇⊥(ρ−2) · (v̄∇v) +

v̄∂zv

ρ2

)
dp =

∫
H1

∇⊥v̄ · ∇v
ρ2

dp.

Since |α| < 1 and |∇⊥v̄ ·∇v| ≤ |∇v|2, this completes the proof, except for the optimality.
The sharpness follows as in the Garofalo–Lanconelli case, by considering a smoothing

of the functions χ{1/k≤ρ≤k} ρ
−1
α , k ∈ N. In particular, we let uk := vke

ifα , where vk
is a compactly supported smooth approximation of χ{1/k≤ρ≤k} ρ

−1 and define fα :=
−(α/2) arctan(4z/r2). Since both vk, fα are real-valued, we have∫

H1

|∇uk|2 dp =

∫
H1

|∇vk + ivk∇fα|2 dp =

∫
H1

|∇vk|2 + v2
k|∇fα|2 dp,

−i
∫
H1

ūkZuk dp = −i
∫
H1

(Zvk + ivkZf)vk dp =

∫
H1

v2
kZfα(r, z) dp.

Here, in the last equation, we have integrated by parts. We then obtain∫
H1

ūkLαuk dp =

∫
H1

|∇vk|2 + v2
k(|∇fα|2 + αZfα) dp.

Direct computations show that |∇fα|2 + αZfα = −α2r2/ρ4. Recalling that vk is a
minimizing sequence for the Garofalo–Lanconelli Hardy inequality, the proof is then
concluded by observing the following:

lim
k→∞

∫
H1 ūkLαuk dp∫
H1 |uk|2 r

2

ρ4
dp

= lim
k→∞

(∫
H1 |∇vk|2 − α2v2

k
r2

ρ4
dp∫

H1 v2
k
r2

ρ4
dp

)
= 1− α2.

Proposition 7.1. Let A = αdϕ for α ∈ R. Write α = n + γ, where n ∈ Z and
γ = ±d(α,Z). Then, for any u ∈ C∞c (H1 \ Z), it holds:
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i. If γ〈−iΦu, ur−1〉 ≥ −γn
∫
H1
|u|2
r2
dp, then

Qα(u)−
∫
H1

r2

ρ4
|u|2 dp ≥ d(α,Z)2

∫
H1

|u|2

r2
dp.

In particular, for real-valued u this always holds if γn ≥ 0 (e.g., if |α| ≤ 1/2).

ii. If −i∂ϕu = nu or if u(x, y, z) = u(x, y,−z), then

Qα(u)−
∫
H1

r2

ρ4
|u|2 dp ≥ d(α,Z)2

∫
H1

|u|2

r2

(
1− |∇ρ|4

)
dp. (7.5)

Remark 7.1. The symmetry assumptions in ii. frequently appear in functional inequal-
ities concerning the Heisenberg group, as is the case for the rearrangement inequalities
presented in [49]. We use these symmetries to ensure the positivity of the expression
(7.6) appearing in Lemma 7.2. It is not clear whether these symmetry assumptions are
necessary, since we could not construct counterexamples to (7.6) nor to (7.5).

Proof. We start by observing that, performing the gauge transformation v(r, ϕ, z) =
u(r, ϕ, z)einϕ, we can assume n = 0, i.e., |α| ≤ 1/2.

The first part of the statement follows immediately from Lemma 7.1 and the Garofalo–
Lanconelli Hardy inequality (1.4). Indeed, since n = 0, we have that α〈−iΦu, ur−1〉 ≥ 0,
which implies that

〈Lαu, u〉+ 2α〈−i∂ϕu, r−2ϕ〉 ≥ 〈−∆Hu, u〉 ≥
∫
H1

r2

ρ4
|u|2 dp.

The second part of the statement, in the case ∂ϕu = nu = 0, follows from Lemma 7.1,
Theorem 2.3, and the fact that

1

r2
− r2

ρ4
=

1

r2

(
1− |∇ρ|4

)
.

In the case where u(x, y, z) = u(x, y,−z), the statement follows from Lemma 7.2. Indeed,
considering cylindrical coordinates and writing u(r, ϕ, z) =

∑
k uk(r, z)e

ikϕ, the change
of variables z 7→ −z allows to show that∫

R+×R

z

ρ4
|uk|2E(arg(uk)) rdrdz = 0, ∀k ∈ Z.

Recall that the Euler vector field E is the only vector field such that E(u) = νu if
u is ν-homogeneous with respect to the dilations (r, ϕ, z) 7→ (λr, ϕ, λ2z). In particular,
E(u) = r∂ru+ 2z∂zu.

Lemma 7.2. Let |α| ≤ 1/2. Then, (7.5) holds for all u ∈ C∞c (H1 \Z) such that, writing
u(r, ϕ, z) =

∑
k∈Z uk(r, z)e

ikϕ, it holds that∫
R+×R

z

ρ4
|uk|2

( z
r2
− sgn(k)E(arg(uk))

)
rdrdz ≥ 0, (7.6)

for any k ∈ Z, such that |k| ≥ 2 or |k| = 1 and kα ≥ 0.
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Proof. Let us pass in Fourier with respect to the ϕ variable in Lemma 7.1. Since

Φ =
⊕
k∈Z

Φk, Φk =
r

2
∂z +

ik

r
, (7.7)

we have that

Qα(u) =
∑
k∈Z

Q̂α,k(uk), Q̂α,k(v) = 〈L̃α+kv, v〉+ (k + α)2

∫
R+×R

|v|2

r2
dµ. (7.8)

Here, we let dµ := rdrdz, and denoted by L̃γ the 0-th Fourier component of the opera-
tor Lγ . That is,

L̃γ = R∗R+ Φ∗0Φ0 − iγ∂z, in L2(R+ × R, dµ). (7.9)

Observe that Theorem 2.3 implies that L̃γ ≥ (1− γ2)r2/ρ4 for any γ ∈ [−1, 1].
The case k = 0 is easily treated. Indeed, applying Theorem 2.3 yields

Q̂α,0(v) ≥ (1− α2)

∫
R+×R

r2

ρ4
|v|2 + α2

∫
R+×R

|v|2

r2
. (7.10)

Let us consider now the case k = 1 and α ≤ 0 (the case k = −1 and α ≥ 0 can be
treated analogously). In this case, |α+k| = 1−|α| ∈ [−1, 1]. Hence, Theorem 2.3 yields

Q̂α,1(v) ≥ (1− (1− |α|)2)

∫
R+×R

r2

ρ4
|v|2 + (1− |α|)2

∫
R+×R

|v|2

r2

≥ (1− α2)

∫
R+×R

r2

ρ4
|v|2 + α2

∫
R+×R

|v|2

r2
.

Here, in the second inequality we have used the fact that 1/r2 ≥ r2/ρ4.
We are left with the case |k| ≥ 2 or |k| = 1 and kα > 0. Observe that, proceeding as

in the proof of Theorem 2.3, and observing that ∇⊥v̄ · ∇v = 2=(Xv̄ Y v) = 2=(Rv̄Φv),
one obtains

〈L̃α+kv, v〉 = (1− (α+ k)2)

∫
R+×R

r2

ρ4
|v|2dµ+ I(v), (7.11)

where

I(v) :=

∫
R+×R

|Rw|2 + |Φ0w|2

ρ2
dµ+ 2(α+ k)

∫
R+×R

=(Rw̄Φ0w)

ρ2
dµ, w := vρα+k.

Since |α| ≤ 1 and it holds 2 |=(Rw̄Φ0w)| ≤ |Rw|2 + |Φ0w|2, we obtain

I(v) ≥ (1− |α|)
∫
R+×R

|Rw|2 + |Φ0w|2

ρ2
dµ+ 2k

∫
R+×R

=(Rw̄Φ0w)

ρ2
dµ

≥ 2k

∫
R+×R

=(Rw̄Φ0w)

ρ2
dµ.
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A double integration by parts yields∫
R+×R

=(Rw̄Φ0w)

ρ2
dµ =

i

2

∫
R+×R

w̄
8z

ρ6
(2z∂zw + r∂rw) dµ = 4i

∫
R+×R

w̄E(w)
z

ρ6
dµ.

(7.12)
Observe that ρα+k is 1-homogeneous, and as such E(ρα) = ρα. Hence, by definition of w
and the fact that the above expression is purely real, we obtain∫

R+×R

=(Rw̄Φ0w)

ρ2
dµ = −4

∫
R+×R

=(v̄E(v))
z

ρ4
dµ.

Summing up, from (7.11) we have that

〈L̃α+kv, v〉 ≥ (1− (α+ k)2)

∫
R+×R

r2

ρ4
|v|2dµ− 8k

∫
R+×R

=(v̄E(v))
z

ρ4
dµ.

Plugging the above in (7.8), and using that 1
r2

= r2

ρ4
+ 16z2

r2ρ4
, yields

Q̂α,k(v) ≥ (1− α2)

∫
R+×R

r2

ρ4
|v|2dµ+ α2

∫
R+×R

|v|2

r2
dµ

+ 8

∫
R+×R

z

ρ4

(
2k(2α+ k)

z

r2
|v|2 − k=(v̄E(v))

)
dµ.

Due to the range of k and α under consideration, we have that 2k(α + k) ≥ |k|. The
statement follows by assumption (7.6) observing that =(vE(v)) = |v|2E(arg v).

Remark 7.2. In [59], the author claims to prove an improvement of a weighted Hardy
inequality in the spirit of Garofalo–Lanconelli inequality (1.4) via the magnetic potential
A = −(Y ρ/ρ) dx+(Xρ/ρ) dy on H1\{0}. However, as we show in Appendix A, the stated
result lacks a crucial symmetry assumption on the class of functions under consideration.
This agrees with the fact that, due to the trivial cohomology of H1 \ {0}, the vector
potential A is exact and thus it cannot improve the Hardy inequality on arbitrary smooth
functions.

7.2. Localized improvement of the Hardy–Garofalo–Lanconelli inequality

Let A be a magnetic vector potential that is either the Aharonov-Bohm potential on
H1 \ Z (i.e., A = αdϕ mod ω, α ∈ R \ Z) or smooth. We consider the operator PA
obtained as the Friedrichs extension of −∆A− r2

ρ4
with initial domain C∞c (H1). (Observe

that r2/ρ4 ≤ 1/ρ2 is integrable near the origin.) The associated form is

pA(u) :=

∫
H1

[
|(dH + iA)u|2 − r2

ρ4
|u|2
]
dq , ∀u ∈ C∞c (H1) .

When A = 0, the operator PA is critical, due to the sharpness of the Hardy-type in-
equality (1.4). Our aim in this section is to show that this is never the case if A 6= 0.
Namely, we prove Theorem 2.4.
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In order to simplify the arguments, we start by considering the unitary transformation
T : L2(H1) → L2(H1, ρ−2) defined by Tu = ρu. Let us determine the form associated
with LA = T ◦ PA ◦ T−1. Letting v = Tu, we compute

|(dH + iA)u|2 =
1

ρ2

(
|(dH + iA)v|2 +

r2

ρ2
|v|2 − 2

∇ρ
ρ
<
(
v dHv

))
(7.13)

Integrating over H1, thanks to an integration by parts of the last term on the r.h.s. and
the fact that divH(∇ρ/ρ−3) = 0, we obtain that the operator LA = T ◦ PA ◦ T−1 is
associated with the quadratic form

`A(v) =

∫
H1

|(dH + iA)v|2 ρ−2 dq. (7.14)

We denote by ρC∞c (H1) the initial domain of LA, which is the image of C∞c (H1) under
the map T .

The following result is then straightforward.

Lemma 7.3. Let Ω ⊂ H1 be an open set and let `ΩA be the restriction of `A to Ω, that
is,

`ΩA(v) :=

∫
Ω
|(dH + iA)v|2ρ−2 dq. (7.15)

We let LΩ
A be the self-adjoint operator on L2(H1, ρ−2) associated with the closure of qΩ

A

with domain ρC∞c (H1). Then, LA ≥ LΩ
A in the sense of quadratic forms.

Recall that L2(H1, ρ−2) = L2(Ω, ρ−2)⊕L2(H1 \Ω, ρ−2), and let Θ be the null operator
on L2(H1 \Ω, ρ−2), i.e., Θu = 0 for all u ∈ L2(H1 \Ω, ρ−2). Then, since QΩ

A corresponds
to the restriction of LA to Ω, with Neumann boundary conditions, letting Q̃Ω

A be the self-
adjoint operator on L2(Ω, ρ−2) associated with the closure of qΩ

A with domain C∞(Ω),
we have

LΩ
A = L̃Ω

A ⊕Θ. (7.16)

Thus, henceforth, we will identify LΩ
A with L̃Ω

A, with abuse of notation. The main
observation is then the following.

Proposition 7.2. Let Ω ⊂ H1 be a bounded open set with Lipschitz boundary. Let A be
a magnetic vector potential that is either Aharonov–Bohm on Ω \ Z or smooth. Then,
LΩ
A has discrete spectrum.

In the following, we denote by W 1
A(Ω) the form domain of −∆A in L2(Ω) with Neu-

mann boundary conditions. That is,

W 1
A(Ω) :=

{
u ∈ L2(Ω) : QA(u) < +∞

}
.

To prove Proposition 7.2, we will crucially exploit the following embedding result for the
unweighted space W 1

A(Ω). Let us observe that the Aharonov–Bohm part of Lemma 7.4
relies on the validity of the improved Hardy inequality from the center presented in
Theorem 2.2.
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Lemma 7.4. Let Ω ⊂ H1 be a bounded domain with Lipschitz boundary. Let A be a
magnetic vector potential on Ω that is either of Aharonov–Bohm type on Ω\Z or smooth.
Then, W 1

A(Ω) is compactly embedded into L2(Ω).

Proof. We show that W 1
A(Ω) ⊂ W 1(Ω). The statement then follows by the Rellich–

Kondrachov theorem for sub-Laplacians [26, Lem. 4.3].
Considering cylindrical coordinates, we have that v ∈ C∞(Ω) ∩ L2(Ω) belongs to

W 1
A(Ω) if

QA(v) =

∫
Ω
|∂rv|2r drdϕdz +

∫
Ω

∣∣∣∣1r ∂ϕv +
r

2
∂zv − iAv

∣∣∣∣2 r drdϕdz < +∞. (7.17)

In particular, if v ∈ L2(Ω) is such that QA(v) < +∞, we immediately have that
‖∂rv‖L2(Ω) < ∞. To conclude the proof we are left to show that ‖Φv‖L2(Ω) < ∞,
where Φ is defined in (3.5).

In the case whereA is smooth on Ω, the statement follows by observing that ‖A‖L∞(Ω) <

∞, thus implying ‖Φv‖L2(Ω) ≤
√
QA(v) + ‖Av‖L2(Ω) <∞.

Otherwise, if A is an Aharonov–Bohm potential, by Proposition 6.1 we assume without
loss of generality that A = αdϕ, with α ∈ R \ Z, so that

QA(v) =

∫
Ω
|∂rv|2r drdϕdz +

∫
Ω

|∂ϕv + r2

2 ∂zv − iαv|
2

r2
r drdϕdz. (7.18)

Then, by Theorem 2.2, we have that∥∥∥v
r

∥∥∥2

L2(Ω)
≤ QA(v)

dist(α,Z)2
. (7.19)

In particular, it holds that ‖Φv‖ ≤
√
QA(v) + α‖v/r‖L2(Ω) < +∞, thus concluding the

proof.

We will need the following “unweighted” Hardy inequality (see, e.g., [6, Lem. 2.1]):∫
Bδ

|v|2

ρ2
dq ≤ C

∫
Bδ

|dHv|2 dq, v ∈W 1(Bδ). (7.20)

The interest here with respect to Hardy inequality (1.4) is the absence of weight on the
left-hand side. However, this comes at the cost of not having an explicit constant C > 0.

Proof of Proposition 7.2. The proof is an adaptation of the Euclidean one, presented e.g.
in [19]. Observe that, due to the boundedness of Ω, there exists a > 0 such that ρ−2 ≥ a
on Ω. Thus, letting W 1

A(ρ−2) be the form domain of LA, we have W 1
A(ρ−2) ⊂ W 1

A.
Recall that, by Lemma 7.4, W 1

A compactly embeds in L2. If 0 /∈ Ω, then ρ−2 is also
bounded from above, and thus W 1

A(ρ−2) = W 1
A and L2(ρ−2) = L2, which easily yields

the statement. Henceforth we will thus assume 0 ∈ Ω.
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Let (uk)k ⊂ W 1
A(ρ−2) be weakly convergent in W 1

A(ρ−2) to u. We can assume
‖uk‖W 1

A(ρ−2) ≤ 1. Since W 1
A(ρ−2) ⊂ W 1

A, and the latter is compactly embedded in

L2 by assumption, we have that uk → u in L2
loc.

Fix ε > 0. Let δ ∈ (0, 1) be a constant to be fixed later, and consider a cut-off
function χ : Ω → [0, 1] such that suppχ ⊂ Bδ and χ ≡ 1 on Bδ/2. Let us define
u1
k := χuk, u

2
k := (1−χ)uk, u

1 := χu, and u2 := (1−χ)u. Observe that ‖uik‖W 1
A(ρ−2) ≤ 2

for i = 1, 2 and k ∈ N.
Since the u2

k’s are supported outside Bδ/2, we have that ρ−2 ≤ 4/δ2 on their support.
Thus, we readily obtain∫

Ω
|u2
k − u2|2ρ−2 dq ≤ 4

δ2

∫
Ω\Bδ/2

|uk − u|2.

In particular, since uk → u in L2
loc, there exists k̄ ∈ N also depending on δ such that for

k ≥ k̄ we have ‖u2
k − u2‖2L2(ρ−2) < ε/2.

To treat the u1
k’s, we apply the “unweighted” Hardy inequality (7.20). Indeed, this

allows to estimate, independently on k ∈ N,∫
Ω
|u1
k − u1|2ρ−2 dq ≤ C

∫
Bδ

|dH(u1
k − u1)|2 dq ≤ δ2C

∫
Bδ

|dH(u1
k − u1)|2ρ−2 dq ≤ 2δ2C.

Therefore, choosing δ <
√
ε/(4C) the last inequality implies ‖u1

k − u1‖2L2(ρ−2) < ε/2.

Finally, we have proved that with this choice of δ, for k ≥ k̄ we have that∫
Ω
|uk − u|2ρ−2 dq ≤

∫
Ω
|u1
k − u1|2ρ−2 dq +

∫
Ω
|u2
k − u2|2ρ−2 dq ≤ ε

This completes the proof.

We will also need the following result, about the ground state of the unperturbed
operator LΩ

0 .

Proposition 7.3. Let Ω ⊂ H1 be a bounded and connected open set with Lipschitz
boundary. Then, 0 is the smallest eigenvalue of LΩ

0 , it is simple, and the corresponding
ground state is constant.

Proof. We denote by 1 the function q ∈ Ω 7→ 1, and we start by claiming that 1 ∈
dom(`Ω). To prove the claim, we approximate 1 by a sequence of smooth functions
compactly supported in H1 which is Cauchy in the topology of the form `Ω.

If 0 /∈ Ω, such a sequence can be chosen to be equal to 1 in Ω. If 0 ∈ Ω, we let
N,M ∈ N be so that {ρ < 1/N} ⊂ Ω ⊂ {ρ < M}. For any n ∈ N, n ≥ N and ε > 0, we
let uεn ∈ Cc(H1) be defined as

uεn(q) =


0, if ρ(q) < 1/n2 or ρ(q) > M2,

ψ(logn(n2ρ(q)))n2+ερ(q)2+ε, if ρ(q) ∈ [1/n2, 1/n]

1, if ρ(q) ∈ (1/n,M ],

ρ(q)ψ(logM (M2ρ(q)−1))/M, if ρ(q) ∈ (M,M2].
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where ψ : [0, 1] → [0, 1] is a smooth function such that ψ = 0 in a right neighborhood
of 0 and ψ = 1 in a left neighborhood of 1.

It is immediate to check that ∇1 = 0 and that 1 ∈ L2(Ω, ρ−2). Then, straightforward
computations yield the claim since uεn is a Cauchy sequence in the topology of `Ω so
that, as n→ +∞, and ε→ 0 we obtain

‖uεn − 1‖L2(Ω,ρ−2) → 0, and `Ω0 (uεn)→ 0.

By Proposition 7.2, the min-max principle, and the non-negativity of the operator,
this proves that the smallest eigenvalue of LΩ

0 is 0 and that the function 1 is an associated
eigenfunction.

We now provide an argument for the simplicity. Assume that there exists u ∈ `0(pΩ
0 )

such that `0(u) = 0. This implies in particular that

Ru = 0 and Φu = 0. (7.21)

The first equation yields that u is independent of r. Due to the dependence of Φ on r,
plugging this observation in the second equation yields that ∂θu = ∂zu = 0. Hence, u is
constant. This completes the proof.

We are now ready to prove Theorem 2.4.

Proof of Theorem 2.4. Recall that the operator LΩ
A has discrete spectrum by Proposi-

tion 7.2, and let λ ≥ 0 be its smallest eigenvalue. To complete the proof of the state-
ment, it suffices to show that λ > 0 if A is of either type (i) or (ii). Indeed, letting
PΩ
A = T−1 ◦ LΩ

A ◦ T , Lemma 7.3 guarantees that PA ≥ PΩ
A ≥ λχΩ. Thus, this yields the

statement with c(A,Ω) = λ. Observe that, due to gauge invariance, λ depends only on
B if A is of type (i).

We proceed as in [41, Proposition 5], and assume by contradiction that λ = 0. Then,
the corresponding eigenfunction ψ ∈ L2(Ω, ρ−2) satisfies

0 = `ΩA(ψ) =

∫
Ω
|(dH + iA)ψ|2ρ−2 dq ≥

∫
Ω
|dH|ψ||2ρ−2 dq ≥ 0, (7.22)

where the first inequality is due to the diamagnetic inequality (4.12).
By (7.22) we thus have that |ψ| coincides with the ground state of LΩ

0 . Up to restricting
to a connected component of Ω, we can always assume Ω to be connected. Proposition 7.3
then implies that the constant function 1 is the unique ground state of LΩ

0 . Hence, up to
normalization, we can choose ψ = eif for smooth real-valued f . A direct computation
yields

|(dH + iA)ψ|2 = |(A+ dHf)|2.
Since `ΩA(ψ) = 0, this immediately yields∫

Ω
|A+ dHf |2ρ−2 dq = 0. (7.23)

Hence, A+dHf ≡ 0 on Ω. That is, A is gauge equivalent to the null vector potential on Ω,
and in particular the associated magnetic field B = dA vanishes on Ω. This contradicts
the assumption that A is of type (i) or (ii), and thus completes the proof.
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A. Xiao’s Hardy inequality for Aharonov–Bohm potentials

Let us prove the following result, which raises a crucial criticism of the result [59,
Thm. 1.1] due to Xiao. Observe that this is just an instance of gauge invariance and the
fact that the first co-homology group of H1 \ {0} is trivial.

Theorem A.1. Consider the following magnetic potential on H1 \ {0}:

A := −Y ρ
ρ
dx+

Xρ

ρ
dy,

where ρ(ξ, z) :=
(
|ξ|4 + 16z2

)1/4
is the Koranyi distance, as above. Then, for any β ∈ R,

the following Hardy inequality is sharp∫
H1

|(dH + iβA)u|2

|∇ρ|2
dp ≥

∫
H1

|u|2

ρ2
, ∀u ∈ C∞c (H1). (A.1)

Proof. The fact that (A.1) is sharp when β = 0 is well known. A proof is given in [59,
Lem. 2.1], or can be derived by adapting the proof of [25, Prop. 23].

The case β 6= 0 follows by showing that A is gauge equivalent to the zero vector
potential, thus reducing (A.1) to the already established case of β = 0. Indeed, one can
directly check that A = −dg, where

g(ξ, z) :=


1
2 arctan

(
|ξ|2
4z

)
if z > 0,

π
4 if z = 0,
1
2 arctan

(
|ξ|2
4z

)
+ π

2 if z < 0.

(A.2)

It is immediate to observe that g is continuous on H1 \ {0}, and straightforward compu-
tations show that Xg = Y ρ/ρ and Y g = −Xρ/ρ on H1 \ {z = 0}. Thus g is of class C1

on H1 \ {0}, completing the proof.

The argument of proof in [59] is flawed. This is due to the implicit assumption in
the derivation of relation [59, (2.9)] that the functions un(ρ, α) are periodic with respect
to α, which is necessary to guarantee that u′n,k = i2kun,k. A correct version of the
theorem requires such an assumption:

Theorem A.2. For all u ∈ C∞c (H1) such that u(0, 0, z) = u(0, 0,−z) for all z ∈ R, it
holds ∫

H1

|(dH + iβA)u|2

|∇ρ|2
dp ≥

(
1 + d(β,Z)2

) ∫
H1

|u|2

ρ2
dp.

We observe that the above result can be interpreted as a result on functions defined
on X = (H1 \ {0})/ ∼, where we let (0, 0, z) ∼ (0, 0,−z) for all z ≥ 0. Then, one
can make sense of the exterior differential on X (which is not a manifold) and observe
that A is indeed a closed but not exact form. Namely, the function g defined in (A.2)
cannot be modified in order that g(0, 0, z) = g(0, 0,−z) without changing its differential.
The following result shows that the only Aharonov–Bohm potentials on X are the ones
considered in Theorem A.2.
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Proposition A.1. The space X can be deformation retracted to S1. In particular,

H1(X,R) ' H1
dR(S1) ' R, (A.3)

where H1(X,R) denotes the singular cohomology of X with real coefficients.

Proof. Considering spherical coordinates (r, θ, ϕ) ∈ R+ × S1 × (−π/2, π/2) on R3, one
easily verifies that X ' (R+ × S1 × S1)/ ∼ where, letting o be a fixed point of S1,
we identify for any r > 0 all points of the set {r} × S1 × {o}. Then, it is standard
to show that X can be deformation retracted to X ′ = (S1 × S1)/ ∼, where now we
identify all points of S1 × {o}. Finally, X ′ can be deformation retracted to S1 by taking
a point (θ, ϕ) ∈ X ′, moving it continuously to (θ, o) ' (0, o), and then bringing it back
to (0, ϕ) ∈ {0} × S1.
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