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a b s t r a c t

In this paper, we prove well-posedness for a Dirac equation perturbed with a
moving potential W that satisfies a Klein–Gordon equation. This represents a “toy
model” for atoms with relativistic corrections, as the wave function of the electrons
interacts with an electric field generated by a nucleus with a given charge density.
One of the main ingredients we need is a new family of Strichartz estimates for
time-dependent perturbations of the Dirac equation: these represent a result of
independent interest.
©2023 The Authors. Published by Elsevier Ltd. This is an open access article under the

CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The aim of this paper is to study the well-posedness of a system representing a toy model for the Helium
atom with relativistic corrections that the first and second authors started in [6]. The Helium atom is
represented by a nucleus in position q(t) ∈ R3 and by two electrons. The wave function u satisfies the
ollowing Cauchy problem :{

i∂tu = Dmu+W [q]u+ | ⟨u, βu⟩ |
p−1

2 βu, u(t, x) : Rt × R3
x → C4

u(0, x) = u0(x).
(1)

ere, Dm with m > 0, denotes the massive Dirac operator: this is classically represented as

Dm = −i
3∑

k=1
αk∂k + βm = −i(α · ∇) + βm

here α = (α1, α2, α3) and the 4 × 4 Dirac matrices are given by

β =
(
I2 0
0 −I2

)
, αk =

(
0 σk

σk 0

)
(2)
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where I2 is the 2 × 2 identity matrix and σk for k = 1, 2, 3 are the Pauli matrices given by

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (3)

n what follows, we will take for simplicity m = 1 and we will denote D = D1.
The potential W [q] is the electrodynamic field generated by the nucleus, assuming the nucleus is not

unctual but is spread according to a function χ : R3 → R representing the charge distribution, centered in
(t), where q : R → R3 is the position of the nucleus in time. In other words, W [q] is the solution W to the
quation {

∂ttW +W − ∆W = χ(x− q(t)), W (t, x) : Rt × R3
x → R

W (0, x) = w0, ∂tW (0, x) = w1.
(4)

The function χ is assumed to be real and satisfying suitable conditions that we will state later on.
In the first time, we assume that q is given; in this setting, the Dirac equation and the Klein–Gordon

quation are decoupled.
The nonlinear term we are considering in (1), that is sometimes referred to as Soler nonlinearity, is

lassical in this setting (see e.g. [10]), as it is the main example of covariant nonlinearities for the Dirac
quation, that is such that the equation is left invariant under Lorentz transforms.

Before stating our main results, let us comment on our system. As we mentioned above, the map u

epresents the wave function of the electrons, the map W represents the electric field generated by a nucleus
entered in the position q(t) at time t and with a charge density distribution given by χ(x− q(t)). In fact, in

relativistic electronic structure theory, the nuclei, composed of small constituents (i.e. nucleons or quarks)
and bound together by the strong force, should be represented by an extended distribution function χ instead
of a Dirac delta distribution (see e.g. [1]). Here, we propose to study a non-linearity that we can deal with by
making use of standard Strichartz estimates, that is | ⟨u, βu⟩ |(p−1)/2

βu. Another possible choice would be to
onsider the Hartree type nonlinear term (|x|−γ ∗ |u|2)u, γ ⩾ 1, but this would force us either to provide a
ore refined version of Strichartz estimates in Besov spaces (see e.g. [15]) or to require more regularity on the

nitial data (see e.g. [7]). Note that to be perfectly consistent with the physics literature, the Klein–Gordon
quation should be replaced by the wave equation; however, the wave equation admits less dispersion than
he Klein–Gordon one, and this fact represents a substantial obstacle to the strategy we pursue here. To the
est of our knowledge, there is no result about the Dirac–wave equation system in dimension 3 that suits
ur problem.

Our first main result is the following (we postpone the overview of the notation to the end of the
ntroduction):

heorem 1.1 (Global Well-Posedness For (1)). Let p and s ⩽ 2 be such that:{
s ⩾ 3

2 − 1
p−1 , if p > 3 is an odd integer,

p−1
2 > s ⩾ 3

2 − 1
p−1 , if p > 3 is not an odd integer.

et q(t) satisfy the following:
∥q̈∥L1(R) ⩽

1
2 , q ∈ L∞(R). (5)

hen, if ∥w0∥W s+3,1 , ∥w1∥W s+2,1 , ∥χ∥W 2+s,1 ,
⟨x⟩3+

χ


L∞
and ∥u0∥Hs are small enough, the unique solution

[q] to (4) belongs to the space

C0(R, L∞(R3)) + L1(R, Hs,+∞(R3))

and system (1) admits a unique global solution u in the space
0 s 3 p−1 ∞ 3
C (R, H (R )) ∩ L (R, L (R )). (6)

2
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Remark 1.1. It is easy to see that the most frequently used charge density distribution such as the
Gauss-type, and the Fermi-type satisfy our assumptions on χ (for detail, see [1, Section 4.4 and Section
.5]).

emark 1.2. For the proof of Theorem 1.1, we follow the argument developed in [10, Theorem II] where
he case p = 3 is excluded for the global well-posedness. The reason is technical, and it is ultimately due to
he failure of a Gagliardo–Nirenberg inequality at the critical level (see [10, Remark 7]). We do not know
hether it will be possible to be able to cover the case p = 3 as well by making use of some more efficient
onlinear argument; anyway, as this is not really the focus of our paper, we do not mean to strive on the
ptimality of p.

The proof of Theorem 1.1 is quite standard provided one has suitable Strichartz estimates at disposal; to
he best of our knowledge, they are not available in the form we need, and we thus need to prove them. To
egin with, let us give the following

efinition 1.2 (Dirac Admissible Triple). The triple (p, r, s) is Dirac admissible if and only if there exists
constant C such that for any u0 ∈ Hs

∥eitDu0∥L
p
t Lr

x
⩽ C∥u0∥Hs .

emark 1.3. The standard choice of Dirac admissible triple (p, r, s) is the non-endpoint Schrödinger
dmissible one [9]:

2
p

+ 3
r

= 3
2 , 2 < p ⩽ +∞, 2 ⩽ r ⩽ 6, s = 1

2 + 1
p

− 1
r
.

ctually, to deal with the nonlinear term in system (1), it is helpful to work with a different triple, that is
he one given by (

p− 1,+∞,
3
2 − 1

p− 1

)
, p > 3;

n fact, the estimates, in this case, can be retrieved by the classical ones and the application of a
agliardo–Nirenberg inequality (see [10], Theorem 1.5).

We thus prove the following

heorem 1.3 (Strichartz Estimates). Let T ∈ (0,+∞]. Let u = SV (t)u0 be a solution to{
i∂tu = Du+ V (t, x)u, u(t, x) : (0, T ) × R3

x → C4

u(0, x) = u0(x)
(7)

where V (t, x) is an operator. Let N > 3
2 and s ⩾ 0. Assume that

• system (7) is well-posed on Hs,
• there is a constant ε > 0 small enough such that

∥V ∥T,s,N :=
⟨x⟩N (1 − ∆)s/2V (1 − ∆)−s/2 ⟨x⟩N


L∞((0,T ),L2→L2)

⩽ ε. (8)

hen the following estimate holds:

∥SV (t)u0∥L∞((0,T );Hs) ≲ ∥u0∥Hs . (9)

urthermore, if (p, r, s) is any Dirac admissible triple then the following Strichartz estimates hold:

∥S (t)u ∥ ≲ ∥u ∥ . (10)
V 0 Lp((0,T );Lr) 0 Hs

3
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Remark 1.4. Strichartz estimates for potential perturbations of the Dirac equation have been widely
nvestigated (see e.g. [3–5,9]). Theorem 1.3 improves on existing results, as here V is a time-dependent
perator, not necessarily a multiplication one; this result is thus of independent interest.

As a second step, we couple system (1) with a nuclear dynamics of Hellmann–Feynman type, that is we
ow consider the following more involved system:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

i∂tu = Du+W [q]u+ | ⟨u, βu⟩ |
p−1

2 βu; u(t, x) : Rt × R3
x → C4

Mq̈ =
⟨
u

⏐⏐⏐⏐⏐ x− q

|x− q|3

⏐⏐⏐⏐⏐u
⟩

:=
∫
R3

⟨u(x), u(x)⟩C4
x− q

|x− q|3
dx;

u(0, x) = u0(x);
q(0, x) = 0, q̇(0, x) = v0.

(11)

for some M ≫ 1 and with the same notations as for system (1).
This coupling comes from the fact that the electrons act on the nucleus via a potential⟨

u

⏐⏐⏐⏐ 1
|x− q|

⏐⏐⏐⏐u⟩ .
ote that now the Dirac equation and the Klein–Gordon equation are coupled through the dynamics of q.
e keep the electrostatic approximation here because the nucleus is far heavier (M ≫ 1) than the electrons

nd thus carries some inertia. Hence we assume that its dynamics are driven by the classical dynamics of a
harged particle in a given field. Note that this type of system has been studied in [7] in the nonrelativistic
ase with electrostatic approximations for the nucleus and the electrons: the authors proved global well-
osedness for the system. We stress the fact that for a nonrelativistic system, the Coulomb potential is not
caling-critical, which makes all the difference with the problem at stake.

For system (11), we prove the following:

heorem 1.4 (Large-Time Well-Posedness For (11)). Let p and s ⩽ 2 be such that:{
s ⩾ 3

2 − 1
p−1 , if p > 3 is an odd integer,

p−1
2 > s ⩾ 3

2 − 1
p−1 , if p > 3 is not an odd integer.

Let χ, w0, w1, q1, q2 be as in the assumptions of Theorem 1.1 with the additional assumption that
⟨x⟩3+ ∇χ∥L∞ be sufficiently small. For all R > 0, such that

∥u0∥Hs + ∥w0∥W s+3,1 + ∥w1∥W s+2,1 + ∥χ∥W s+1,1 ⩽ R,

here exists a constant C2 = C2(R) such that the unique solution W [q] to (4) belongs to the space

C0([0, T ], L∞(R3)) + L1([0, T ], Hs,+∞(R3))

nd system (11) admits a unique solution (u, q) in the space

C0([0, T ], Hs(R3)) × C2([0, T ],R3)

or any T ⩽ C2 min(
√
M, |v0|−1).

emark 1.5. The regularity assumption s > 3/2 on the initial condition u0 is needed in order to prove
ell-posedness for the dynamics of the nuclei or, more precisely, to prove that the map F (q) =

⟨
u| x−q

|x−q|3 |v
⟩

is Lipschitz continuous and thus to be able to apply Picard fixed point Theorem; therefore, it represents an

4
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unavoidable threshold. This fact has been already noticed and discussed in [6] (see Remark 1.5 there). On
the other hand, the (additional) upper bound s ⩽ 2 turns out to be necessary in view of providing suitable
stimates on the function W (see e.g. Proposition 3.5). This upper bound is thus due to technical reasons;
gain, this condition could be lifted at the price of losing derivatives on χ. We omit the details.

We remark that we call the Theorem “large-time well-posedness” because the time T of well-posedness
goes to ∞ as M and |v0|−1 go to ∞, which corresponds to taking a nucleus that is infinitely heavier than
the electrons.

Overview of the paper and sketch of the proof. As the paper is quite articulated, let us give a short
overview of the main ideas of our argument. The main difficulty with Eq. (1) and system (11) is driven by
the Klein–Gordon equation on W : in fact, this Klein–Gordon equation cannot be solved directly by making
use of standard Strichartz estimates, as indeed in our assumptions the function χ(x− q(t)) ̸∈ Lp

t (R, Lr(R3))
for any 1 < p < +∞ and 1 < r ⩽ +∞. To be more precise, we cannot find a functional space Lp

t (R, Lr(R3))
for some 1 < p < +∞ and r > 1 such that W ∈ Lp

t (R, Lr(R3)). To overcome this problem, we will not solve
the (full) Klein–Gordon equation for W by standard Strichartz estimates; instead, we shall decompose the
potential W into a sum of a “dispersive part” (that means that it enjoys some “nice” dispersive estimates)
and a “non-dispersive” part. The dispersive part will be studied by means of standard Strichartz estimates
for the Klein–Gordon equation, while the non-dispersive one will be treated as a perturbation of the free
Dirac equation (we postpone to the beginning of Section 3 a more detailed overview of this decomposition).
Therefore, we will need some Strichartz estimates for the Dirac equation perturbed with a non-stationary
potential which, to the best of our knowledge, are not known: this will be the first step of our argument.
Once Strichartz estimates are available, the proof of Theorems 1.1 and 1.4 becomes fairly straightforward.
In particular, the proof of 1.4 requires some additional effort in order to handle the classical dynamics on q:
o show that it is well posed, we need to assume sufficient regularity on the initial condition u0.

The plan of the paper is thus the following:

• In Section 2 we shall prove Strichartz estimates for the Dirac equation with a moving potential, the proof
relying on the well-established path

virial identity ⇒ weak dispersive estimates ⇒ Strichartz estimates.

• In Section 3 we shall deal with the Klein–Gordon equation: we provide the aforementioned decomposition
of the solution, prove some useful estimates on the single terms and prove global well-posedness.

• Section 4 will be devoted to the proofs of Theorems 1.1–1.4, that is the well-posedness for systems (1)
and (11).

Notation. We use the standard notation Lp for Lebesgue spaces, often distinguishing with a subscript
(resp. t) the norm in space on R3

x (resp. in time on Rt); with the subscript XT we will denote norms on a
ime interval (0, T ) with T ∈ (0,+∞], that is e.g. Lp

T = Lp
t ((0, T )). We will denote with W s,p the Sobolev

paces:

∥f∥W s,p :=

⎛⎝∑
|α|⩽s

∥Dαf∥p
Lp

⎞⎠1/p

,

or s ∈ N and p ≥ 1, and for s ∈ (0,+∞) \ N, let s = m+ r with m ∈ N and r ∈ (0, 1), then

∥f∥W s,p :=

⎛⎝∥f∥p
W m,p +

∑
|α|=m

∫∫
R3×R3

|Dαf(x) −Dαf(y)|p

|x− y|4rp dx dy

⎞⎠1/p

.

e will denote with Hs,p the spaces equipped with the norms

∥f∥ s,p := ∥Hsf∥ p
H L

5
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where H =
√

1 − ∆, for s ⩾ 0 and p ⩾ 1, with the usual convention for the case p = 2 that is Hs = Hs,2.
According to interpolation theory,

∥f∥Hs,p ≲ ∥f∥W s,p , 1 ⩽ p ⩽ +∞, (12)

nd according to Calderón–Zygmund inequality,

∥f∥W s,p ≲ ∥f∥Hs,p , 1 < p < +∞. (13)

The Strichartz norms will be denoted as

∥f∥XY = ∥f∥XtYx = ∥f∥X(Rt;Y (C4
x))

where X and Y might be Lebesgue, Sobolev or weighted Sobolev spaces; the local-in-time versions will be
written as XTYx = X((0, T );Y (R3

x)) for some T ∈ (0,+∞]. As declared, we will often omit the subscripts t
and x when the context will make it unambiguous.

Let ⟨x⟩ =
√

1 + |x|2. We will make use of the following weighted norms: by L2(⟨x⟩N ) and H1(⟨x⟩N ) we
enote respectively the spaces induced by the norms

∥u∥L2(⟨x⟩N ) :=
⟨x⟩N

u


L2
, ∥u∥H1(⟨x⟩N ) := ∥u∥L2(⟨x⟩N ) + ∥∇u∥L2(⟨x⟩N ) (14)

here N is a real number (that may be negative). Notice that the H1(⟨x⟩N ) norm of u is equivalent to the
1 norm of ⟨x⟩N

u, which in turns makes it equivalent to the L2 norm of D ⟨x⟩N
u.

We recall that the norm that will play the starting role, as defined in (8), is given by

∥V ∥T,s,N :=
⟨x⟩N (1 − ∆)s/2V (1 − ∆)−s/2 ⟨x⟩N


L∞((0,T ),L2→L2)

or s,N ∈ R. When T = ∞, we denote it as ∥V ∥s,N .
Finally, we recall that the functional space X + Y is defined through the norm

∥u∥X+Y := inf
u=u1+u2

(∥u1∥X + ∥u2∥Y ).

. Linear estimates for the Dirac equation: proof of Theorem 1.3

This section is devoted to the proof of Theorem 1.3, that is of Strichartz estimates for solutions to Eq. (7)
nder suitable assumptions on the potential V . The strategy is classical in this framework, and it is based
n virial identity. Therefore we will proceed as follows: after introducing our functional setting and some
nequalities in Section 2.1, in Section 2.2 we shall build the virial identity and prove a weak dispersive
stimate, while in 2.3 we shall derive the Strichartz estimates via the standard argument.

.1. Preliminaries

We begin with some norm inequalities that we shall need in the sequel.

roposition 2.1. For all N ∈ R, the norm

∥u∥H̃1(⟨x⟩N ) := ∥Du∥L2(⟨x⟩N ) + C ∥u∥L2(⟨x⟩N )

s equivalent to the H1(⟨x⟩N ) one defined in (14) for C large enough.

6
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Proof. By definition of the Dirac operator, we have that

∥Du∥2
L2(⟨x⟩N ) = ∥u∥2

L2(⟨x⟩N ) +


3∑

j=1
⟨x⟩N

αj∂ju


2

L2

+ 2Re
⟨

−
3∑

j=1
i ⟨x⟩N

αj∂ju, ⟨x⟩N
βu

⟩
L2

.

On the one hand, it is easy to see that
3∑

j=1
⟨x⟩N

αj∂ju


L2

=
⟨x⟩N ∇u


L2
.

n the other hand, by Young’s inequality, for any a > 0⏐⏐⏐⏐⏐⏐Re
⟨

−
3∑

j=1
i ⟨x⟩N

αj∂ju, ⟨x⟩N
βu

⟩
L2

⏐⏐⏐⏐⏐⏐ ⩽ 1
a

⟨x⟩N ∇u
2

L2
+ a∥u∥2

L2(⟨x⟩N ).

As a consequence, we get

∥Du∥2
L2(⟨x⟩N ) ⩾

(
1 − 2

a

)
∥u∥2

H1(⟨x⟩N ) + (1 − 2a)∥u∥2
L2(⟨x⟩N )

and
∥Du∥2

L2(⟨x⟩N ) ⩽
(

1 + 2
a

)
∥u∥2

H1(⟨x⟩N ) + (1 + 2a)∥u∥2
L2(⟨x⟩N ).

from which we deduce the result taking some a > 1
2 and C large enough. □

roposition 2.2. For all N in R, s > 0, α ∈ N3 and for all u ∈ L2(⟨x⟩N ), if |α| < s the following inequality
olds DαH−su


L2(⟨x⟩N ) ≲ ∥u∥L2(⟨x⟩N ) .

Proof. We prove the statement for N ∈ N, the rest of the cases will be covered by standard interpolation.
By Plancherel theorem, we know that⟨x⟩N

DαH−su


L2
=
HNξα ⟨ξ⟩−s

û


L2
≲
∑

|γ|⩽N

Dγ
ξ ξ

α ⟨ξ⟩−s
û


L2

≲
N∑

k=0

⟨ξ⟩|α|−k−s
DN−k

ξ û


L2
⩽

N∑
k=0

⟨x⟩N−k
u


L2
≲
⟨x⟩N

u


L2

nd this concludes the proof. □

.2. Weak dispersive estimates

The aim of this subsection is to prove a weak dispersive estimate for solutions to (7), that is to say, that
e prove the following proposition.

roposition 2.3. Let T ∈ (0,+∞], N > 3
2 and s ⩾ 0. Assume that V ∈ C((0, T ), Hs → Hs) is such that

∥V ∥ ⩽ ε, (15)
T,s,N

7
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for ε > 0 small enough. Then the following estimate holds

∥u∥L2
T

Hs(⟨x⟩−N ) ⩽ C(ε)∥u0∥Hs (16)

for some constant C(ε) depending on ε.

Remark 2.1. Notice that this result in particular implies

∥S0(t)u0∥L2
T

L2(⟨x⟩−N ) ≲ ∥u0∥L2 (17)

or any N > 3
2 , as indeed condition (15) is obviously satisfied when V = 0

The remaining of this subsection is dedicated to the proof of Proposition 2.3, which is divided into various
teps. The first one consists in reducing the problem to the case of the regularity s = 1; the second step

consists in establishing a virial identity, namely an identity of the form∫ t

0
Θ1(ψ, v)(τ)dτ = Θ(ψ, v)(t) − Θ(ψ, v)(0)

here the quantities involved depend on v the solution to the Dirac linear equation with time-dependant
otential, and a function ψ called a multiplier.

The rest of the proof consists in proving that Θ1 controls an adequate norm on v to the square given
n appropriate (family of) multiplier ψ and that Θ(ψ, v)(t) is controlled by the norm of the initial datum
regardless of the time t) to the square thanks to the symmetries of the equation.

In the third step, we control the terms appearing in Θ1 that depend on the potential, and that we will
onsider as perturbative. The estimate do not depend on the choice of the multiplier ψ but on its norm.

In the fourth step, we control Θ thanks to the initial datum.
In the fifth step, we give out a one-parameter family of multiplier (ψR)R>0 such that

∥v∥2
L2

T
H1(⟨x⟩−N )

s controlled by the supremum on R of the non perturbative term in Θ1.
In the sixth and final step, we combine all the previous estimates to prove the proposition.

roof of Proposition 2.3. Step 1 : Reducing the regularity to s = 1. We introduce the function
= Hs−1u that satisfies the equation

i∂tv = Dv + Ṽ v (18)

ith Ṽ = Hs−1V H1−s and v0 = Hs−1u0. Then from ∥V ∥T,s,N ⩽ ϵ, we infer that

∥Ṽ ∥T,1,N ⩽ ϵ.

he advantage of using the function v is in that we now aim to prove an estimate at the H1 level on it (which
n fact is the “natural setting” for the weak dispersive estimates with our strategy), and the H1 norm of v
s equivalent to the Hs norm of u.

Step 2 : Virial identity. As it is often the case when dealing with the Dirac equation, in order to build
useful virial identity we consider the squared system, that is

− ∂2
t v = D2v + DṼ v + i∂t(Ṽ v). (19)

et ψ : R3 → R be some real, regular function independent of time to be chosen later; we then set

Θ := 2Re ⟨[−∆, ψ]v, ∂ v⟩ + 2Re
⟨

[−∆, ψ]v, iṼ v
⟩
, (20)
t

8
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so that
∂tΘ = 2Re

⟨
[−∆, ψ]v, ∂2

t v + i∂t(Ṽ v)
⟩

+ 2Re
⟨

[−∆, ψ]∂tv, iṼ v
⟩

Plugging (19) in the above yields

∂tΘ = −2Re
⟨
[−∆, ψ]v,D2v

⟩
+A+B (21)

ith
A = 2Re

⟨
[−∆, ψ]∂tv, iṼ v

⟩
nd

B = −2Re
⟨

[−∆, ψ]v,DṼ v
⟩

identity (21) or its time derivative is often referred to as virial identity). Moreover, the following identity
olds

− 2Re
⟨
[−∆, ψ]v,D2v

⟩
=
⟨
∆2ψv, v

⟩
− 4 ⟨∂kv, ∂k∂jψ∂jv⟩ . (22)

Indeed, the proof of (22) is classical, but we include it anyway for the sake of completeness. As D2 = 1−∆,
e have

2Re
⟨
[−∆, ψ]v,D2v

⟩
= −2Re ⟨[−∆, ψ]v,∆v⟩ .

e recall that [−∆, ψ] is skew-symmetric, and ∆ is self-adjoint. Then we get

−2Re
⟨
[−∆, ψ]v,D2v

⟩
= − ⟨[−∆, ψ]v,∆v⟩ − ⟨∆v, [−∆, ψ]v⟩ = ⟨[∆, [∆, ψ]]v, v⟩ .

e have [∆, ψ] = ∆ψ + 2∇ψ∇, which gives

[∆, [∆, ψ]] = ∆2ψ + 4∇∆ψ · ∇ + 4∇ ⊗ ∇ψ · ∇ ⊗ ∇.

e compute
a := ⟨∇ ⊗ ∇ψ · ∇ ⊗ ∇v, v⟩ = ⟨∂j∂kψ∂j∂kv, v⟩ .

e use that ψ is real to get
a = ⟨∂j∂kv, (∂j∂kψ)v⟩ .

e use that ∂j is skew-symmetric and the Leibniz rule to get

a = −
⟨
∂kv, ∂

2
j ∂kψv

⟩
− ⟨∂kv, ∂j∂kψ∂jv⟩ .

n other words
a = − ⟨∇∆ψ · ∇v, v⟩ − ⟨∂kv, ∂j∂kψ∂jv⟩ .

umming up, we get
−2Re

⟨
[−∆, ψ]v,D2v

⟩
=
⟨
∆2ψv, v

⟩
− 4 ⟨∂kv, ∂j∂kψ∂jv⟩ .

Step 3 : Estimating the perturbative terms in the left-hand side regardless of the choice of
he multiplier. The following estimates hold

∥A∥L1
T
≲∥ψ∥2∥Ṽ ∥T,1,N ∥v∥2

L2
T

H1(⟨x⟩−N ) (23)

∥B∥L1
T
≲∥ψ∥2∥Ṽ ∥T,1,N ∥v∥2

L2
T

H1(⟨x⟩−N ) .

here ∥ψ∥2 = ∥∇ψ∥L∞ + ∥∆ψ∥L∞ .
We start with the estimate for the term A. We have

A = 2Re
⟨

[−∆, ψ]∂ v, iṼ v
⟩
.
t

9



F. Cacciafesta, A.-S. de Suzzoni, L. Meng et al. Nonlinear Analysis 239 (2024) 113420
Recalling that [−∆, ψ] = −∆ψ − 2∇ψ · ∇ is skew-symmetric, we get

|A| ⩽ ∥∂tv∥L2(⟨x⟩−N )

[−∆, ψ]Ṽ v


L2(⟨x⟩N )
≲ ∥ψ∥2∥∂tv∥L2(⟨x⟩−N )

Ṽ v
H1(⟨x⟩N )

.

Obviously, Ṽ v
H1(⟨x⟩N )

≲
⟨x⟩N

HṼ H−1 ⟨x⟩N


L2→L2
∥v∥H1(⟨x⟩−N ) .

We now control ∥∂tv∥L2(⟨x⟩−N ). From the equation on v, we get

∥∂tv∥L2(⟨x⟩−N ) =
Dv + Ṽ v


L2(⟨x⟩−N )

⩽ ∥Dv∥L2(⟨x⟩−N ) +
Ṽ v

L2(⟨x⟩−N )

from which, by Proposition 2.1, we get

∥∂tv∥L2(⟨x⟩−N ) ≲ ∥v∥H1(⟨x⟩−N ) +
⟨x⟩N

HṼ H−1 ⟨x⟩N


L2→L2
∥v∥H1(⟨x⟩−N ) .

Using the fact that Ṽ should be small, we get

|A| ≲ ∥ψ∥2

⟨x⟩N
HṼ H−1 ⟨x⟩N


L2→L2

∥v∥2
H1(⟨x⟩−N ) .

The Cauchy–Schwarz inequality on the integral on time gives the result for A.
We now estimate the term B. We have

B = −2Re
⟨

[−∆, ψ]v,DṼ v
⟩
.

This gives by Cauchy–Schwarz inequality,

|B| ≲ ∥ψ∥2 ∥v∥H1(⟨x⟩−N )

DṼ v


L2(⟨x⟩N )
.

As we have seen previously,DṼ v


L2(⟨x⟩N )
≲
⟨x⟩N

HṼ H−1 ⟨x⟩N


L2→L2
∥v∥H1(⟨x⟩−N ) . (24)

Using Cauchy–Schwarz inequality on the integral on time, we get the result.
Step 4 : Estimating the right-hand side thanks to the initial datum
The following estimate holds

∥Θ∥L∞
T

≲ ∥ψ∥2

(
∥v0∥2

H1 + ∥Ṽ ∥T,1,N ∥v∥2
L2

T
H1(⟨x⟩−N )

)
. (25)

First, let us prove that
∥Θ∥L∞

T
≲ ∥ψ∥2 ∥v∥2

L∞
T

H1 . (26)

Starting from identity (20), by Hölder inequality we get

∥Θ∥L∞
T

≲ ∥[−∆, ψ]v∥L∞
T

L2

(
∥∂tv∥L∞

T
L2 +

Ṽ v
L∞

T
L2

)
.

We have on the one hand
∥[∆, ψ]v∥L∞

T
L2 ≲ ∥ψ∥2 ∥v∥L∞

T
H1 ,

and on the other hand, by ∥Ṽ ∥T,1,N ⩽ ϵ, we haveṼ v ∞ 2
≲
⟨x⟩N

HṼ v
 ∞ 2

⩽
Ṽ  ∥ ⟨x⟩−N

Hv∥L∞L2 ≲ ∥v∥L∞H1 .

L

T
L L

T
L T,1,N T T

10
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a

i

w

Finally, since i∂tv = Dv + Ṽ v, we obtain

∥∂tv∥L∞
T

L2 ≲ ∥v∥L∞
T

H1

nd thus (26) follows. To conclude, we now prove that

∥v∥2
L∞

T
H1 ≲ ∥v0∥2

H1 + ∥Ṽ ∥T,1,N ∥v∥2
L2

T
H1(⟨x⟩−N ) .

We proceed as usual. Recall that the equation is well-posed in any Hs with propagation of regularity hence
the computations below make sense. We differentiate

∥v(t)∥2
H1 = ⟨Hv,Hv⟩

to get
∂t ∥v(t)∥2

H1 = 2Re ⟨Hv,H∂tv⟩ = 2Im ⟨Hv,Hi∂tv⟩ .

Note that as the Dirac operator D is self-adjoint on L2, we get that ⟨Hv,DHv⟩ = ⟨Hv,DHv⟩ = ⟨DHv,Hv⟩
s real, so Im ⟨Hv,HDv⟩ = 0. Then using the equation on v,

∂t ∥v(t)∥2
H1 = 2Im

⟨
Hv,HṼ v

⟩
,

from which we get
∥v(t)∥2

L∞
T

H1 ⩽ ∥v0∥2
H1 + 2

⟨Hv,HṼ v⟩
L1

T

.

Finally, by the inequality (24) we get the result.
Step 5 : Estimating the norm of the solution thanks to a one parameter family of multipliers

Let us now introduce the family of multipliers (ψR)R>0, which is completely standard in this contest (see
e.g. [3]).

For all R > 0 we define the radial function ψR such that ψR(0) = 0 and

ψ′
R(r) =

{ r
⟨R⟩ if r ⩽ R

R
⟨R⟩

(
3
2 − 1

2
R2

r2

)
if r > R

ith r = |x|.
The choice of the multipliers and straightforward computations yields the following properties.
We have

∆ψR = 3
⟨R⟩

1r⩽R + R

⟨R⟩
3
r
1r>R, (27)

∆2ψR = − 3
R ⟨R⟩

δ(r −R), (28)

∂k∂jψR = δk
j

ψ′
R

r
+ 1r>R

3R
2 ⟨R⟩

xjxk

r3

(
R2

r2 − 1
)
, (29)

∥ψR∥2 ⩽
9
2 . (30)

We have for all R ⩾ 0,

− 2Re
⟨
[−∆, ψR]v,D2v

⟩
⩾

3
R ⟨R⟩

∫
SR

|v|2 + 4
⟨R⟩

∫
BR

|∇v|2 (31)

where SR is the sphere of radius R and BR is the ball of radius R.
We have ⟨

−∆2ψRv, v
⟩

=
∫ 3

δ(r −R)|v|2 = 3 ∫
|v|2,
R ⟨R⟩ R ⟨R⟩ SR

11
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B

W

f

S

and

⟨∂kv, ∂k∂jψR∂jv⟩ =
∫

BR

|∇v|2

⟨R⟩
+ R

⟨R⟩

∫
Bc

R

[1
r

(3
2 − 1

2
R2

r2

)
|∇v|2 + xkxj

r3
3
2

(R2

r2 − 1
)
∂kv∂jv

]
.

Let
a :=

∫
Bc

R

xkxj

r3
3
2

(R2

r2 − 1
)
∂kv∂jv.

We have
a =

∫
Bc

R

xk∂kvxj∂jv

r3
3
2

(R2

r2 − 1
)
.

ecause R2

r2 − 1 is negative, we get

a ⩾
∫

Bc
R

|∇v|2

r

3
2

(R2

r2 − 1
)
.

e now sum up and get

⟨∂kv, ∂k∂jψR∂jv⟩ ⩾
∫

BR

|∇v|2

⟨R⟩
+ R

⟨R⟩

∫
Bc

R

1
r

(3
2
R2

r2 − 1
2
R2

r2

)
|∇v|2.

From the positivity of
∫

Bc
R

1
r

(
3
2

R2

r2 − 1
2

R2

r2

)
|∇v|2, we get

⟨∂kv, ∂k∂jψR∂jv⟩ ⩾
∫

BR

|∇v|2

⟨R⟩
.

We have for any α > 3
2 and β > 1

2 ,

∥v∥2
L2

T
L2

x(⟨x⟩−α) ≲ sup
R

∫ T

−T

1
R ⟨R⟩

∫
SR

|v|2, (32)

∥∇v∥2
L2

T
L2

x(⟨x⟩−β) ≲ sup
R

∫ T

−T

1
⟨R⟩

∫
BR

|∇v|2.

Let w(x) =
∫ T

−T
|v|2(x). We have

∥v∥2
L2

T
L2

x(⟨x⟩−α) =
∫

w

⟨|x|⟩2α dx =
∫

dr ⟨r⟩−2α
∫

Sr

w

rom which we get
∥v∥2

L2(⟨x⟩−α) ⩽
∫
dr
r ⟨r⟩
⟨r⟩2α sup

R

1
R ⟨R⟩

∫
SR

w.

ince α > 3
2 , we have 2α− 2 > 1 and thus r⟨r⟩

⟨r⟩2α is integrable which gives the first result.
Let z =

∫ T

−T
|∇v|2, we have

∥∇v∥2
L2(⟨x⟩−β) =

∫
z

⟨r⟩2β
=
∫
dr

1
⟨r⟩2β

∫
Sr

z.

We write 1
⟨r⟩2β =

∫ +∞
r

2β τ

⟨τ⟩2β+2 dτ . We get

∥∇v∥2
L2(⟨x⟩−β) = 2

∫
dτ

τ
2β+2

∫
z,
⟨τ⟩ Bτ

12
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f

m

f

G
t

and thus
∥∇v∥2

L2(⟨x⟩−β) = 2
∫
dτ

τ

⟨τ⟩2β+1
1

⟨τ⟩

∫
Bτ

z,

rom which we deduce
∥∇v∥2

L2(⟨x⟩−β) ⩽ 2
∫
dτ

τ

⟨τ⟩2β+1 sup
R

1
⟨R⟩

∫
BR

z.

Since 2β > 1, we get that τ

⟨τ⟩2β+1 is integrable from which we can conclude.
What we deduce from all the different estimates involved in this step is that with our choice of family of

ultipliers, we have
∥v∥L2

T
H1(⟨x⟩−N ) ≲ sup

R

(
−2Re

⟨
[−∆, ψR]v,D2v

⟩)
. (33)

Step 6 : Combining all previous steps. Let N > 3
2 , and assume that

∥Ṽ ∥T,1,N ⩽ ε

or some constant ε small enough. Then the following estimate holds

∥v∥L2
T

H1(⟨x⟩−N ) ⩽ C(ε)∥v0∥H1 .

Recall that Θ is defined by (20). Here we choose ψ = ψR, then we use ΘR = Θ for this case.
We specialize ΘR with our choice of ψ = ψR. We have∫ T

−T

∂tΘR = ΘR(T ) − ΘR(−T ). (34)

On the one hand we have∫ T

−T

∂tΘR ⩾ −
∫ T

−T

2Re
⟨
[−∆, ψR]v,D2v

⟩
− ∥A∥L1

T
− ∥B∥L1

T
. (35)

and on the other hand
ΘR(T ) − ΘR(−T ) ⩽ 2 ∥ΘR∥L∞

T
. (36)

By Eq. (31) we have

−
∫ T

−T

2Re
⟨
[−∆, ψR]v,D2v

⟩
⩾
∫ T

−T

(
3 1
R ⟨R⟩

∫
SR

|v|2 + 4 1
⟨R⟩

∫
BR

|∇v|2
)
. (37)

iven the bounds on A and B (23) and combining (35)–(37) and (25), there exists a constant C > 0 such
hat

C ∥ψR∥2 ∥v0∥2
H1

⩾
∫ T

−T

(
3 1
R ⟨R⟩

∫
SR

|v|2 + 4 1
⟨R⟩

∫
BR

|∇v|2
)

− C ∥ψR∥2 ∥Ṽ ∥T,1,N ∥v∥2
L2

T
H1(⟨x⟩−N ) .

Since ∥ψR∥2 is uniformly bounded in R, we get a constant C2 > 0 such that

C2 ∥v0∥2
H1 ⩾

∫ T

−T

(
3 1
R ⟨R⟩

∫
SR

|v|2 + 4 1
⟨R⟩

∫
BR

|∇v|2
)

− C2∥Ṽ ∥T,1,N ∥v∥2
L2

T
H1(⟨x⟩−N ) .

Let 0 < ε ⩽ 1, and let us assume that ∥Ṽ ∥T,1,N ⩽ ε. Thus,∫ T (
3 1 ∫

|v|2 + 4 1 ∫
|∇v|2

)
− C2ε ∥v∥2

L2 H1(⟨x⟩−N ) ⩽ C2 ∥v0∥2
H1 .
−T R ⟨R⟩ SR
⟨R⟩ BR

T

13
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A

We take the sup in R and we get

sup
R

∫ T

−T

(
3 1
R ⟨R⟩

∫
SR

|v|2 + 4 1
⟨R⟩

∫
BR

|∇v|2
)

− C2ε ∥v∥2
L2

T
H1(⟨x⟩−N ) ⩽ C2 ∥v0∥2

H1 . (38)

s N > 3
2 , from Eq. (32), we have

∥v∥2
L2

T
H1(⟨x⟩−N ) ≲ sup

R

∫ T

−T

(
3 1
R ⟨R⟩

∫
SR

|v|2 + 4 1
⟨R⟩

∫
BR

|∇v|2
)
. (39)

Plugging (39) into (38), and taking ε small enough, we get that there exists a constant C(ε) dependent on
ε such that

∥v∥L2
T

H1(⟨x⟩−N ) ⩽ C(ε)∥v0∥H1 .

We use the fact that Ṽ = Hs−1V H1−s and v = Hs−1u to conclude estimate (16), as indeed

∥V ∥T,s,N = ∥Ṽ ∥T,1,N ,

and
∥u∥2

L2
T

Hs(⟨x⟩−N ) = ∥v∥2
L2

T
H1(⟨x⟩−N ) , ∥u0∥Hs = ∥v0∥H1 . □

2.3. Strichartz estimates

We are in a position for proving Strichartz estimates for solutions to (7).

Proof of Theorem 1.3. By Duhamel’s formula, we know that

u(t) = S0(t)u0 − i

∫ t

0
S0(t− τ)V (τ, ·)u(τ, ·) dτ.

We prove (10): we write

∥u∥L
p
T

Lq = ∥SV (t)u0∥L
p
T

Lq ⩽ ∥S0(t)u0∥L
p
T

Lq +
∫ t

0
S0(t− τ)V (τ, ·)u(τ, ·) dτ


L

p
T

Lq

.

Thanks to the Christ–Kiselev Lemma (see [8]), since we are only interested in the non-endpoint case (p > 2)
it is sufficient to estimate the untruncated integral∫

S0(t− τ)V (τ, ·)u(τ, ·) dτ = S0(t)
∫
S0(−τ)V (τ, ·)u(τ, ·) dτ.

As (p, q, s) is Dirac admissible, according to Definition 1.2 we getS0(t)
∫ T

0
S0(−τ)V (τ, ·)u(τ, ·) dτ


L

p
T

Lq

≲


∫ T

0
S0(−τ)V (τ, ·)u(τ, ·) dτ


Hs

.

Now, we use the dual form of estimate (17) to obtain
∫ T

0
S0(−τ)V (τ, ·)u(τ, ·) dτ


Hs

⩽


∫ T

0
S0(−τ)HsV (τ, ·)u(τ, ·) dτ


L2

≲
⟨x⟩N

Hs(V u)


L2
T

L2
x

.

14
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w

Hence by Proposition 2.3 and the assumption

∥V ∥T,s,N ⩽ ε,

e finally get

∥SV u0∥L
p
T

Lq ≲ ∥u0∥Hs +
⟨x⟩N

HsV H−s ⟨x⟩N ⟨x⟩−N
Hsu


L2

T
L2

x

≲ ∥u0∥Hs + ∥V ∥T,s,N ∥u∥L2
T

Hs(⟨x⟩−N ) ≲ ∥u0∥Hs

and this concludes the proof of (10). Estimate (9) can be proved in much the same way, using also the fact
that ∥S0(t)u∥Hs = ∥u∥Hs . □

We also have some form of continuity in the operator V in the sense of the following proposition.

Proposition 2.4. Let (p, r, s) be a Dirac admissible triple as given by Definition 1.2 and T ∈ (0,+∞]. Let
N > 3/2 and let V1, V2 be two operators belonging to C((0, T ), Hs → Hs) such that

∥Vj∥T,s,N ≪ 1.

for j = 1, 2. Let u0 ∈ Hs. Then the following bounds hold:

∥SV1(t)u0 − SV2(t)u0∥L
p
T

Lq ≲ ∥V1 − V2∥T,s,N ∥u0∥Hs , (40)

∥SV1(t)u0 − SV2(t)u0∥L∞
T

Hs ≲ ∥V1 − V2∥T,s,N ∥u0∥Hs . (41)

Proof. We prove (40). Setting uj(t) = SVj
(t)u0 for j = 1, 2, from Duhamel’s formula we get

u1(t) − u2(t) = − i

∫ t

0
S0(t− τ)V1(τ)

(
u1(τ) − u2(τ)

)
dτ

− i

∫ t

0
S0(t− τ)

(
V1(τ) − V2(τ)

)
u2(τ)dτ.

By (17) we get

∥u1 − u2∥L2
T

Hs(⟨x⟩−N ) ≲ ∥V1∥T,s,N ∥u1 − u2∥L2
T

Hs(⟨x⟩−N ) + ∥V1 − V2∥T,s,N ∥u2∥L2
T

Hs(⟨x⟩−N ).

where we have used the fact that HsS0(t) = S0(t)Hs. Taking V1 and V2 small enough and using local
smoothing on SV2 , we get

∥u1 − u2∥L2
T

Hs(⟨x⟩−N ) ≲ ∥V1 − V2∥T,s,N ∥u0∥Hs .

Finally, using the same strategy as in the previous proof, we get

∥u1 − u2∥L
p
T

Lr ≲ ∥V1∥T,s,N ∥u1 − u2∥L2
T

Hs(⟨x⟩−N ) + ∥V1 − V2∥T,s,N ∥u0∥Hs

and we conclude using the first inequality we proved. The proof of (41) follows the same lines, the only

difference being that we use estimate (9) instead of (10). □

15
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3. Properties of the solution to the Klein–Gordon equation

This section is devoted to the study of the Klein–Gordon equation on W :{
∂ttW +W − ∆W = χ(x− q(t)), W (t, x) : Rt × R3

x → R
W (0, x) = w0, ∂tW (0, x) = w1

(42)

ur aim is provide some suitable estimates on W in view of proving well-posedness for systems (1) and (11).
As mentioned in the introduction, the main idea here consists in splitting W into a “dispersive part” (that

ill be given by the sum of two terms, W2 and W3) and a “non-dispersive part” (that will be denoted by
1). When dealing with the study of the well-posedness for system (1), the idea is that W1 will be treated

s a perturbation of the free Dirac equation, and we will be able to evoke Theorem 1.3 to deduce Strichartz
stimates, while W2 and W3, which enjoy their own dispersive estimates, will be regarded as inhomogeneous

terms. Therefore, to be more precise, on the one hand, we will need to ensure ourselves that the term W1

satisfies condition (8): Proposition 3.5 goes in this direction (see also Section 4.1). On the other hand, for
the remaining terms, it will be enough to prove that

∥W2 +W3∥L1
T

Hs,∞ < +∞, (43)

and this will be done in Propositions 3.6 and 3.7. In addition, in view of the proof of Theorem 1.4, we also
need the continuity of W with respect to q and its derivatives, which will appear in the same propositions.

More precisely, we prove the following proposition.

Proposition 3.1. Let T ∈ (0,+∞] and s ∈ [1, 2]. Assume that q ∈ W 1,+∞
T and ∥q̈∥L1

T
⩽ 1

2 . Provided that

χ ∈ L∞ ∩W s+2,1, w0 ∈ W s+3,1, w1 ∈ W s+2,1,

he unique solution to the Klein–Gordon equation

∂2
tW +W − ∆W = χ(x− q(t)) (44)

rites
W = W1(q) + W̃2(q)

uch that W1(q) ∈ C0
TL

∞ and the multiplication by the function W1(q) satisfies

∥W1(q)∥T,s,N ≲
⟨

∥q∥L∞
T

⟩2N

∥ ⟨x⟩2N
χ∥L∞

nd W̃2(q) ∈ L1
TH

s,∞ with

∥W̃2(q)∥L1
T

Hs,∞ ≲ ∥w0∥W s+3,1 + ∥w1∥W s+2,1 + ∥χ∥W s+2,1 .

What is more, under the same assumptions for q1 and q2 as for q, we have the continuity estimates :

∥W1(q1) −W1(q2)∥T,s,N ≲
(⟨

∥q1∥L∞
T

⟩2N

+
⟨

∥q2∥L∞
T

⟩2N)
∥ ⟨x⟩2N

χ∥L∞∥q1 − q2∥
W

1,∞
T

∥W̃2(q1) − W̃2(q2)∥ 1 s,∞ ≲ ∥χ∥ s,1∥q1 − q2∥ 2,1 .
L
T

H W W
T

16
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3.1. Decomposition of W

It is well known indeed that, by Duhamel’s formula, W can be written as

W (t, x) = cos(
√

1 − ∆t)w0 + sin(
√

1 − ∆t)√
1 − ∆

w1 −
∫ t

0

sin(
√

1 − ∆(t− τ))√
1 − ∆

χ(x− q(τ)) dτ. (45)

In our case, it is possible to provide a much more explicit representation of the solution:

Proposition 3.2. Let W solve the Klein–Gordon equation

∂ttW +W − ∆W = χ(x− q(t)).

hen it is possible to decompose W as follows

W (q, q̇, q̈)(t, x) = W1(q, q̇)(t, x) +W2(t, x) +W3(q, q̇, q̈)(t, x)

ith
W1(q, q̇)(t, x) := χ1(q̇, x− q(t)),

W2(t, x) := cos(
√

1 − ∆t)w0 + sin(
√

1 − ∆t)√
1 − ∆

w1 + cos(
√

1 − ∆t)
1 − ∆

χ(x),

and

W3(q, q̇, q̈)(t, x) :=∫ t

0

(
ei

√
1−∆(t−τ)χ2(q(τ), q̇(τ), q̈(τ)) − e−i

√
1−∆(t−τ)χ3(q(τ), q̇(τ), q̈(τ))

)
dτ,

here
χ̂1(q̇, ξ) = χ̂(ξ)

⟨ξ⟩2 + (iξ · q̇(t))2 ,

χ̂2(q, q̇, q̈, ξ) = χ̂(ξ)
2i ⟨ξ⟩e

−iξ·q(t) iξ · q̈(t)
(−i ⟨ξ⟩ − iξ · q̇(t))2 ,

χ̂3(q, q̇, q̈, ξ) = χ̂(ξ)
2i ⟨ξ⟩e

−iξ·q(t) iξ · q̈(t)
(i ⟨ξ⟩ − iξ · q̇(t))2 .

roof. First of all, let

U =
∫ t

0

sin(
√

1 − ∆(t− τ))√
1 − ∆

χ(x− q(τ)) dτ.

e pass in Fourier variables to obtain

Û =
∫ t

0

sin(⟨ξ⟩ (t− τ))
⟨ξ⟩

χ̂(ξ)e−iξ·q(τ) dτ

= χ̂(ξ)
2i ⟨ξ⟩e

i⟨ξ⟩t

∫ t

0
e−i⟨ξ⟩τ−iξ·q(τ) dτ − χ̂(ξ)

2i ⟨ξ⟩e
−i⟨ξ⟩t

∫ t

0
ei⟨ξ⟩τ−iξ·q(τ) dτ.

Let
I± = χ̂(ξ)

2i ⟨ξ⟩e
±i⟨ξ⟩t

∫ t

0
e∓i⟨ξ⟩τ−iξ·q(τ) dτ ;

then
Û = I − I .
+ −

17
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Integrating by parts, we get

I± = χ̂(ξ)
2i ⟨ξ⟩e

±i⟨ξ⟩t

∫ t

0

∓i ⟨ξ⟩ − iξ · q̇(τ)
∓i ⟨ξ⟩ − iξ · q̇(τ)e

∓i⟨ξ⟩τ−iξ·q(τ) dτ

= χ̂(ξ)
2i ⟨ξ⟩e

±i⟨ξ⟩t

(
e∓i⟨ξ⟩τ−iξ·q(t)

∓i ⟨ξ⟩ − iξ · q̇(t) ± 1
⟨ξ⟩

−
∫ t

0
e∓i⟨ξ⟩τ−iξ·q(τ) −iξ · q̈(τ)

(±i ⟨ξ⟩ − ξ · q̇(τ))2

)
= χ̂(ξ)

2i ⟨ξ⟩

(
e−iξ·q(τ)

∓i ⟨ξ⟩ − iξ · q̇(τ) ± e±i⟨ξ⟩t

i ⟨ξ⟩
−
∫ t

0
e±i⟨ξ⟩(t−τ)−iξ·q(τ) −iξ · q̈(τ)

(∓i ⟨ξ⟩ − iξ · q̇(τ))2

)
.

omputing I+ − I−, we get

e−iξ·q(τ)

−i ⟨ξ⟩ − iξ · q̇(τ) − eiξ·q(τ)

−i ⟨ξ⟩ − iξ · q̇(τ) = e−iξ·q(τ) 2i ⟨ξ⟩
⟨ξ⟩2 − (ξ · q̇(τ))2

nd
ei⟨ξ⟩t

i ⟨ξ⟩
+ e−i⟨ξ⟩t

i ⟨ξ⟩
= −2icos(⟨ξ⟩ t)

⟨ξ⟩
rom which we get

Û = χ̂(ξ)e−iξ·q(τ)

⟨ξ⟩2 + (iξ · q̇(τ))2
− χ̂(ξ) cos(⟨ξ⟩ t)

⟨ξ⟩2

+
∫ t

0

χ̂(ξ)
2i ⟨ξ⟩e

−iξ·q(τ)
(

iξ · q̈(τ)ei⟨ξ⟩(t−τ)

(−i ⟨ξ⟩ − iξ · q̇(τ))2 − iξ · q̈(τ)e−i⟨ξ⟩(t−τ)

(i ⟨ξ⟩ − iξ · q̇(τ))2

)
dτ

nd this concludes the proof. □

.2. Some auxiliary operators and technical preliminaries

We now introduce some operators based on translation and scaling that will play an important role in
his section.

Let v ∈ R3 with 0 < |v| < 1, we define the operator Lv : R3 → R3 as

Lvx := 1√
1 − |v|2

v · x
v · v

v +
(
x− v · x

v · v
v
)

= 1√
1 − |v|2

Pvx+ P⊥
v x.

This operator is clearly invertible, and

L−1
v x :=

√
1 − |v|2 v · x

v · v
v +

(
x− v · x

v · v
v
)

=
√

1 − |v|2Pvx+ P⊥
v x.

In particular when v = 0 we define L0x = L−1
0 x = x. Based on Lv, we also define the operator Lv and its

inverse as follows:
Lvf(x) = f(Lvx), L−1

v f(x) = f(L−1
v x).

Notice that
Lv(fg) = (Lvf)(Lvg).

Finally, we define the operators

(−∆v)s/2 = Lv(−∆)s/2L−1
v =

(
(1 − |v|2)

⏐⏐⏐⏐v · ∇
v · v

v

⏐⏐⏐⏐2 +
⏐⏐⏐⏐∇ − v · ∇

v · v
· v
⏐⏐⏐⏐2
)s/2

nd
Hsf = L HsL−1f = (1 − ∆ )s/2f. (46)
v v v v

18
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Indeed, we have
∇ = v · ∇

v · v
v + (∇ − v · ∇

v · v
v),

o
Lv∇L−1

v =
√

1 − |v|2 v · ∇
v · v

v + (∇ − v · ∇
v · v

v),

nd
−∆v = −(Lv∇L−1

v ) · (Lv∇L−1
v ) = (1 − |v|2)

⏐⏐⏐⏐v · ∇
v · v

v

⏐⏐⏐⏐2 +
⏐⏐⏐⏐∇ − v · ∇

v · v
v

⏐⏐⏐⏐2 .
or the fractional Laplacian operator (−∆)s/2 and any function f ∈ L2, we also have

(−∆v)s/2f =
(

(1 − |v|2)
⏐⏐⏐⏐v · ∇
v · v

v

⏐⏐⏐⏐2 +
⏐⏐⏐⏐∇ − v · ∇

v · v
· v
⏐⏐⏐⏐2
)s/2

f

t is not difficult to see that for 0 < |v| ⩽ 1
2 ,

∥(−∆v)s/2u∥L2 ≲ ∥(−∆)s/2u∥L2 ≲ ∥(−∆v)s/2u∥L2 (47)

nd
∥Hs

vu∥L2 ≲ ∥Hsu∥L2 ≲ ∥Hs
vu∥L2 . (48)

etting y = L−1
v x we get

∥L−1
v f∥p

Lp =
∫

|L−1
v f(x)|p dx =

∫
|L−1

v f(Lvy)|p dLvy

=
∫

|f(y)|p dLvy = 1√
1 − |v|2

∥f∥p
Lp .

Thus, for any 1 ⩽ p ⩽ +∞ and |v| < 1
2 , we have

∥f∥Lp ≲ ∥L−1
v f∥Lp ≲ ∥f∥Lp . (49)

We remark that the functions χ1, χ2 and χ3 can be seen as convolution terms:

emma 3.3. Let Y (x) = e−|x|

4π|x| , Z(x) = e−|x| and let K1 be the modified Bessel function of the second kind
nd order 1. For any v ∈ R3 with |v| < 1, up to some multiplicative constants we have:

(1) F
( 1

⟨ξ⟩2−(ξ·v)2

)
= 1√

1−|v|2
Y (Lvx) ∈ W 1,1(R3)

(2) F
( 1

(⟨ξ⟩2−(ξ·v)2)2

)
= 1√

1−|v|2
Z(Lvx) ∈ W 3,1(R3),

(3) F
( 1

⟨ξ⟩
)

= K1(|x|)
|x| ∈ L1(R3).

roof. To compute the Fourier transforms we use the identity∫
R3
f(|x|2)eix·pdx = 2π

i|p|

∫ ∞

−∞
rf(r2)eir|p|dr. (50)

y Cauchy’s residue formula, we easily find that the Fourier transform of (1 + |ξ|2)−1 (resp. (1 + |ξ|2)−2) is
−|x|/(4π|x|) (resp. Ce−|x| for some C > 0). Both functions are integrable. Furthermore, Y (x) ∈ W 1,1 and
(x) ∈ W 3,1. We get the formula of F (⟨ξ⟩−1) by showing that |x|F (⟨ξ⟩−1) satisfies the same ODE as K1’s.
e recall that K1(r) has exponential decay and diverges at r = 0 with singularity 1

r [16, Sections 3.71 and
.23]. Thus K1(|x|) is in L1.
|x|

19
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Now, for any ξ, we have the decomposition ξ = Pvξ + P⊥
v ξ. Setting z1 = Pvξ, and (z2, z3) = P⊥

v ξ, we
ave

⟨ξ⟩2 − (ξ · v)2 = 1 + (1 − |v|2)|Pvξ|2 + |P⊥
v ξ|

2
. (51)

hanging the variables, we conclude by the dilation formula for the Fourier transform:

F

(
1

⟨ξ⟩2 − (ξ · v)2

)
= 1

(2π)3

∫
R3

1
⟨ξ⟩2 − (ξ · v)2

eiξ·x dξ

= 1
(2π)3

∫
R3

1
1 + (1 − |v|2)z2

1 + z2
2 + z2

3
ei(z1·Pvx+(z2,z3)·P ⊥

v x) dz1 dz2 dz3

= 1√
1 − |v|2

Y ( 1√
1 − |v|2

Pvx+ P⊥
v x).

e get the Fourier transform of 1
(⟨ξ⟩2−(ξ·v)2)2 in a similar fashion. □

The estimates on the W1 part of the solution to the Klein–Gordon equation requires that we identify a
function and the operator that consists in multiplying by this function. We have the following relationship
between the norms of these two objects.

Lemma 3.4. Let N ⩾ 0, s ∈ R and v ∈ R3, |v| ⩽ 1/2. Then for any function V : R3 → C, we have the
ollowing bound: ⟨x⟩N

HsV H−s ⟨x⟩N


L2→L2
≲
Hs

v ⟨x⟩2N
V


L∞
,

where Hν is defined in (46).

We postpone the proof to Appendix B.

3.3. Estimates on W

Now, in view of applying a contraction argument to prove the well-posedness for our differential systems,
we need to provide some estimates on the terms Wj , j = 1, 2, 3. The idea is that to deal with the term
W1 we will make use of Theorem 1.3, and thus we will check that the potential W1 satisfies the necessary
conditions, while for the terms W2 and W3 we will exploit their own dispersive properties driven by the
Klein–Gordon flow.

We estimate the terms Wj one by one.

Proposition 3.5 (Estimates on W1). Let N ⩾ 0, T ∈ (0,+∞] and s ∈ [0, 2]. If |q̇| ⩽ 1
2 , and q ∈ L∞

T , then

∥W1∥T,s,N ≲
⟨

∥q∥L∞
T

⟩2N ⟨x⟩2N
χ


L∞
.

hat is more, let q1 and q2 in W 1,∞
T , and assume that ∥q̇1∥L∞

T
, ∥q̇2∥L∞

T
are less than 1

2 . We have

∥W1(q1, q̇1) −W1(q2, q̇2)∥T,s,N

≲

(⟨
∥q1∥L∞

T

⟩2N

+
⟨

∥q2∥L∞
T

⟩2N
)⟨x⟩2N ∇χ


L∞

∥q1 − q2∥
W

1,∞
T

.
(52)

roof. Because of Lemma 3.4, it is sufficient to estimateHs
q̇ ⟨x⟩2N

W1

 ∞ ∞
.

L
T

L

20



F. Cacciafesta, A.-S. de Suzzoni, L. Meng et al. Nonlinear Analysis 239 (2024) 113420

w

M
t

T

L

N

If suffices to prove the case s = 2 and s = 0, and the conclusion follows from the standard interpolation.
From definition of W1 and (51), we have W1 = H−2

q̇ τqχ with τq(χ)(x) = χ(x − q). By definition of Hs
q̇

and (49), it suffices to estimate ∥Hs
⟨
L−1

q̇ x
⟩2N

H−2L−1
q̇ τqχ∥L∞

T
L∞ for s ∈ [0, 2]. For the case s = 0, thanks

to Lemma 3.3, we have

∥
⟨
L−1

q̇ x
⟩2N

H−2L−1
q̇ τqχ∥L∞

T
L∞

=
⟨L−1

q̇ x
⟩2N

∫
R3
Y (y)L−1

q̇ τqχ(x− y) dy


L∞
T

L∞

≲
∫
R3

Y (y)
⟨
L−1

q̇ (x− y)
⟩2N L−1

q̇ χ(x− y − q(t))


L∞
T

L∞
dy

+
∫
R3

⟨L−1
q̇ (y)

⟩2N
Y (y)L−1

q̇ χ(x− y − q(t))


L∞
T

L∞
dy

≲ ∥ ⟨x− q⟩2N
χ∥L∞ ≲

⟨
∥q∥L∞

T

⟩2N

∥ ⟨x⟩2N
χ∥L∞

(53)

here as |x| ≲ |L−1
q̇ x| ≲ |x| the second inequality holds. On the other hand, by Leibniz rule, we have

H2 ⟨L−1
q̇ x

⟩2N
H−2L−1

q̇ τqχ = (−∆
⟨
L−1

q̇ x
⟩2N )H−2L−1

q̇ τqχ

− 2∇
⟨
L−1

q̇ x
⟩2N ·

∫
R3

∇Y (y)L−1
q̇ τqχ(x− y) dy +

⟨
L−1

q̇ x
⟩2N L−1

q̇ τqχ.

imicking the estimate (53), and using the exponential decay properties of ∇Y , we get the result. This ends
he proof of the first part of the proposition.

For the continuity estimate, we observe that

W1(q1, q̇1) −W1(q2, q̇2) =
∫ 1

0
∇qW1(q1 + τ(q2 − q1), q̇1)(q2 − q1) dτ

+
∫ 1

0
∇q̇W1(q2, q̇1 + τ(q̇2 − q̇1))(q̇2 − q̇1) dτ.

hus,
∥W1(q1, q̇1) −W1(q2, q̇2)∥T,s,N

⩽ ∥q1 − q2∥L∞
T

sup
τ∈[0,1]

∥∇qW1(q1 + τ(q2 − q1), q̇1)∥T,s,N

+ ∥q̇1 − q̇2∥L∞
T

sup
τ∈[0,1]

∥∇q̇W1(q2, q̇1 + τ(q̇2 − q̇1))∥T,s,N .

(54)

et vτ (t) = q1(t) + τ(q2(t) − q1(t)). Thus, from Lemma 3.4

∥∇qW1(vτ (t), q̇1)∥T,s,N ≲ ∥Hs
vτ

⟨x⟩2N ∇xχ1(q̇1, x− vτ (t))∥L∞
T

L∞ .

otice that
∇xχ1(q̇, x− vτ (t)) =

∫
R3

1√
1 − |q̇1|2

Y (Lq̇1y)∇xχ(x− vτ (t) − y) dy;

as a consequence of the first part of the proposition we get

∥∇qW1(vτ (t), q̇1)∥T,s,N ≲ sup
τ∈[0,1]

⟨
∥vτ ∥L∞

T

⟩2N ⟨x⟩2N ∇χ


L∞
T

≲

(⟨
∥q1∥L∞

T

⟩2N

+
⟨

∥q2∥L∞
T

⟩2N
)⟨x⟩2N ∇χ


L∞

.

T
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Now, we consider the second term on the right-hand side of (54). Set wτ = q̇1(t)+τ(q̇2(t)− q̇1(t)). Obviously,
wτ ∥L∞

T
⩽ (1 − τ) ∥q̇1∥L∞

T
+ τ ∥q̇2∥L∞

T
⩽ 1

2 . From Lemma 3.4,

∥∇q̇W1(q2, q̇1 + τ(q̇2 − q̇1))∥T,s,N ≲
Hs

wτ
⟨x⟩2N ∇q̇χ1(wτ , x− q2)


L∞

T
L∞

.

otice that

∇q̇χ̂1(wτ , x− q2)(t, ξ) = 2ξ(ξ · wτ )χ̂(ξ)e−iξ·q(τ)

(⟨ξ⟩2 + (iξ · wτ )2)2
.

et Ĝτ (t, ξ) = 2(ξ·wτ )
(⟨ξ⟩2+(iξ·wτ )2)2 ; according to Lemma 3.3, we find that Gτ (t, x) ∈ W 2,1(R3). Moreover,

∇q̇χ(wτ , x− q2) =
∫
R3

∇yGτ (t, y)χ(x− q2 − y) dy =
∫
R3
Gτ (t, y)∇χ(x− q2 − y) dy.

As for the proof of the first part of the proposition, we find⟨x⟩2N ∇q̇χ(wτ , x− q2)


L∞L∞
T

≲
⟨

∥q2∥L∞
T

⟩2N ⟨x⟩2N ∇χ


L∞
.

ence (52) follows. □

roposition 3.6 (Estimates on W2). Let T ∈ (0,+∞] and s ∈ [0, 2]. We have

∥W2∥L1
T

Hs,∞ ≲ ∥w0∥W s+3,1 + ∥w1∥W s+2,1 + ∥χ∥W s+1,1 ,

Proof. It is easy to see that W2 is the solution of the following linear Klein–Gordon equation:

∂ttW +W − ∆W = 0; W (0, x) = w0 + (1 − ∆)−1χ(x), ∂tW (0, x) = w1.

ccording to [13, Corollary 2.3] and (12),

∥W2(t, ·)∥Hs,∞ ≲ (1 + |t|)−3/2 (∥w0∥W s+3,1 + ∥w1∥W s+2,1 + ∥χ∥W s+1,1) . (55)

he result follows immediately. □

emark 3.1. Notice that the term W2 does not depend on q, and thus we do not need to study its continuity
ith respect to q and its derivatives.

Now we turn to the estimates on W3.

roposition 3.7 (Estimates on W3). Let T ∈ (0,+∞], s ∈ [1, 2] and ∥q̈(t)∥L1
T

⩽ 1
2 . Then there exists

= C(ε) such that:
∥W3∥L1

T
Hs,∞ ≲ ∥χ∥W 2+s,1 .

hat is more, if qj ∈ W 2,1
T and ∥q̈j(t)∥L1

T
⩽ 1

2 for j = 1, 2, then there exists C = C(ε) such that:

∥W3(q1, q̇1, q̈1) −W3(q2, q̇2, q̈2)∥L1
T

Hs,∞ ≲ ∥q1 − q2∥
W

2,1
T

∥χ∥W s,1 . (56)
22
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Proof. By symmetry of treatment, we only deal with the χ2-term. We rewrite:

χ̂2(q, q̇, q̈)(t, ξ) = χ̂(ξ)
2i ⟨ξ⟩e

−iξ·q(t) iξ · q̈(t)
(−i ⟨ξ⟩ − iξ · q̇(t))2 ,

= − e−iξ·q(t)

(⟨ξ⟩2 − [ξ · q̇(t)]2)2

(⟨ξ⟩ − ξ · q̇(t))2

2 ⟨ξ⟩
ξ · q̈(t)χ̂(ξ).

s |q̇(t)| ⩽ ∥q̈∥L1
T
⩽ 1

2 by assumption, according to Lemma 3.3 we have

χ2(q, q̇, q̈)(t, x) = i

2H
−1(H + iq̇ · ∇)2∇ · q̈

∫
R3

1√
1 − |q̇|2

Z(Lq̇y)χ(x− y − q(t)) dy. (57)

ence Young’s convolution inequality gives, for all s ⩾ 1,

∥Hsχ2(q, q̇)(t, x)∥L1
x
≲ |q̈(t)| sup

t∈[0,T ]
∥Hs−1χ(x− q(t))∥L1 ≲ |q̈|∥χ∥W s−1,1 .

t follows from the decay estimate [13, Corollary 2.3] that

∥HsW3(q, q̇, q̈)∥L∞
x

⩽
∑

j=2,3

∫ t

0
∥ei(t−τ)HHsχj(q(τ), q̇(τ), q̈(τ))∥L∞

x
dτ,

≲
∑

j=2,3

∫ t

0

∥Hsχj(q(τ), q̇(τ), q̈(τ))∥W 3,1

(1 + |t− τ |)3/2 dτ,

≲ ∥χ∥W s+2,1

∫ t

0

|q̈(τ)|
(1 + |t− τ |)3/2 dτ.

Integrating in t and using the fact that (1 + |t|)−3/2 ∈ L1(R) we deduce

∥W3∥L1
T

Hs,∞ ≲ ∥χ∥W s+2,1

∫
[0,T ]

∫ t

0

|q̈(τ)|
(1 + |t− τ |)3/2 dτ dt

= ∥χ∥W s+2,1

∫
[0,T ]

∫ T

τ

|q̈(τ)|
(1 + |t− τ |)3/2 dtdτ ≲ ∥χ∥W s+2,1

nd this concludes the proof of the first part of the proposition.
For the continuity estimates, we have

∥Hs(W3(q1, q̇1, q̈1) −W3(q2, q̇2, q̈2))∥L∞
x

⩽
∑

j=2,3

∫ t

0
∥ei(t−t′)HHs(χj(q1(t′), q̇1(t′), q̈1(t′)) − χj(q2(t′), q̇2(t′), q̈2(t′)))∥L∞

x
dt′,

≲
∑

j=2,3

∫ t

0

∥Hs(χj(q1(t′), q̇1(t′), q̈1(t′)) − χj(q2(t′), q̇2(t′), q̈2(t′)))∥W 3,1

(1 + |t− t′|)3/2 dt′.

Let v1 = q2 − q1, v2 = q̇2 − q̇1 and v3 = q̈2 − q̈1; we have

∥W3∥L1
T

W s,∞ ≲∑
j=2,3

∫
[0,T ]

∫ t

0

∥Hs(χj(q1(t′), q̇1(t′), q̈1(t′)) − χj(q2(t′), q̇2(t′), q̈2(t′)))∥W 3,1

(1 + |t− t′|)3/2 dt′ dt

hich yields

∥W3∥L1
T

W s,∞ ≲
∑ ∫

[0,T ]
∥Hs(χj(q1(t′), q̇1(t′), q̈1(t′)) − χj(q2(t′), q̇2(t′), q̈2(t′)))∥W 3,1 dt′.
j=2,3
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We expand the right hand side and get

∥W3∥L1
T

W s,∞ ≲
∑

j=2,3
sup

τ∈[0,1]

∫
[0,T ]

∥Hs∇qχj(q1(t′) + τv1, q̇1(t′), q̈1(t′))∥W 3,1 |v1(t′)| dt′

+
∑

j=2,3
sup

τ∈[0,1]

∫
[0,T ]

∥Hs∇q̇χj(q1(t′), q̇1(t′) + τv2(t′), q̈1(t′))∥W 3,1 |v2(t′)| dt′

+
∑

j=2,3
sup

τ∈[0,1]

∫
[0,T ]

∥Hs∇q̈χj(q1(t′), q̇1(t′), q̈1(t′) + τv3(t′))∥W 3,1 |v3(t′)| dt′.

We deal with the χ2-term, as the other one can be dealt with similarly by symmetry. According to (57)
nd Lemma 3.3, we get

∥Hs∇q̇χj(q1(t′), q̇1(t′) + τv2(t′), q̈1(t′))∥W 3,1

= ∥∇xH
s∇q̇χj(q1(t′), q̇1(t′) + τv2(t′), q̈1(t′))∥W 3,1 ≲ |q̈(t′)| ∥χ∥W s,1 ,

nd
∥Hs∇q̇χj(q1(t′), q̇1(t′) + τv2(t′), q̈1(t′))∥W 3,1 ≲ |q̈(t′)| ∥χ∥W s−1,1

s well as
∥Hs∇q̈χj(q1(t′), q̇1(t′), q̈1(t′) + τv3(t′))∥W 3,1 ≲ ∥χ∥W s−1,1 .

ence,

∥W3(q1, q̇1, q̈1) −W3(q2, q̇2, q̈2)∥L1
T

Hs,∞

≲
(

∥q1 − q2∥L1
T

+ ∥q̇1 − q̇2∥L1
T

+ ∥q̈1 − q̈2∥L1
T

)
∥χ∥W s,1

nd this concludes the proof. □

. Proof of Theorems 1.1–1.4

This section is devoted to the proof of Theorems 1.1 and 1.4, that will be proved respectively in
ections 4.2 and 4.3. The strategy is very standard, and consists in the application of a fixed point theorem
ased on Strichartz estimates for the operator D+W1: therefore, in Section 4.1 we shall prove these estimates,
ssentially showing that the potential W1 satisfies condition (8).

.1. Strichartz estimates for the Dirac equation in the Dirac–Klein–Gordon system

We now show that solutions to the following equation

i∂tu = Du+W1u with W1 = χ1(t, x− q(t)), (58)

atisfy Strichartz estimates: we prove in fact the following

roposition 4.1. Let T ∈ (0,+∞], (p, r, s) any Dirac admissible triple with s ∈ [0, 2], u be a solution to
58) with initial condition u(0, x) = u0(x), q = q(t) be such that ∥q̈(t)∥L1

T
⩽ 1

2 and q ∈ L∞
T and let χ be such

hat ⟨x⟩3+
χ


L∞
< Cε

or some constant C and ε small enough. Then u satisfies the Strichartz estimates (10) and (9) for the triple
p, r, s).
24



F. Cacciafesta, A.-S. de Suzzoni, L. Meng et al. Nonlinear Analysis 239 (2024) 113420

w

I
u
n

a

w
o

i
t
t

N

c

H

Proof. We need to check that the operator W1 satisfies the conditions required in Theorem 1.3. To do that,
e perform a change of variables, and consider the function v(t, x) = u(t, x+q(t)) which solves the equation

i∂tv = Dv + iq̇(t) · ∇v + χ1(t, x)v. (59)

n our assumption on q̈, we have that ∥q̇∥L∞ ⩽ 1/2 and this ensures that H1 := D + iq̇(t) · ∇ + χ1(t, x) is a
niform (in t) perturbation of D. Therefore the L2 norm of H1f is uniformly in time equivalent to the H1

orm of f and H1, which is symmetric, is also essentially self-adjoint. Notice that,

∂tH1 = −iq̇ · ∇ + ∂tχ1,

nd as
∂tχ̂1(ξ) = χ̂(ξ)

(⟨ξ⟩2 + (iξ · q̇(t))2)2
2ξ · q̇ξ · q̈,

e get that ∂tH1 belongs to L1(R, Hs+1 → Hs), and hence H1 is of bounded variations in time as an
perator from Hs+1 to Hs. This means in particular that the equation

i∂tv = H1v

s well-posed in Hs for any s ⩾ 0 as long as q̈ and χ̂ are small in L1 norm: in other words, we have that
here exists a constant C > 0 such that for any solution v of (59) with initial condition v0 and for any time
∈ R then

∥v∥Hs ⩽ C∥v0∥Hs .

ow, we re-change variables to get back to the function u: as the translations in time do not alter the Hs

norm in space, we get for any solution u to Eq. (58) the following bound

∥u∥Hs ⩽ C∥u0∥Hs

and thus (58) is well-posed in Hs for any s ⩾ 0.
Now, thanks to Lemma 3.4 and Proposition 3.5 we get that for any N ∈ R+ and s ∈ [0, 2], there is a

onstant C ′ such that
∥W1∥T,s,N ⩽ C ′

⟨
∥q∥L∞

T

⟩2N ⟨x⟩2N
χ


L∞
.

Let
⟨x⟩3+

χ


L∞
sufficiently small such that

C ′
⟨

∥q∥L∞
T

⟩3+ ⟨x⟩3+
χ


L∞
< ϵ.

Then, for s ∈ [0, 2]
∥W1∥T,s,3+ < ϵ.

Applying Theorem 1.3, the conclusion follows. □

4.2. Proof of Theorem 1.1

We are now in a position for proving the global existence of solutions for the nonlinear Dirac equation{
i∂tu = Du+Wu+ N (u),
u(0, x) = u0(x).

(60)
ere N (u) is a generic nonlinearity.
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According to Proposition 3.2, we write W = W1 + W2 + W3; letting V = W1, the above Dirac equation
can be rewritten in integral form:

u =S0(t)u0 + i

∫ t

0
S0(t− τ)(Wu)(τ) dτ + i

∫ t

0
S0(t− τ)N (u)(τ) dτ (61)

= S0(t)u0 + i

∫ t

0
S0(t− τ)((W1 +W2 +W3)u)(τ) dτ + i

∫ t

0
S0(t− τ)N (u)(τ) dτ

= SW1(t)u0 + i

∫ t

0
S0(t− τ)((W2 +W3)u)(τ) dτ + i

∫ t

0
S0(t− τ)N (u)(τ) dτ.

The proof of the well-posedness is now very standard, and it consists in the application of the contraction
mapping principle on the solution map above on the ball

XK = {ψ ∈ X |∥ψ∥X = ∥ψ∥L∞
T

Hs + ∥ψ∥
L

p−1
T

L∞ ⩽ K} (62)

where X = L∞
T H

s ∩ Lp−1
T L∞ and s ∈ [s(p), 2] with s(p) = 3

2 − 1
p−1 .

The only additional tool that we need (with respect to the unperturbed case) is given by the following
emma, that allows us to control the terms involving W2 and W3:

emma 4.2. Let
Cw,χ := ∥w0∥W s+3,1 + ∥w1∥W s+2,1 + ∥χ∥W s+1,1 ,

nd
Cq,χ := ∥Hsχ∥W 2,1 .

Then, ∫ t

0
S0(t− τ)((W2 +W3)u) dτ


X

≲ (Cw,χ + Cq,χ) ∥u∥X . (63)

Proof. Thanks to Strichartz estimates for the free flow, the left-hand side of (63) can be bounded by the
term ∥(W2 +W3)u∥L1Hs . By the Kato–Ponce inequality (71), Propositions 3.6 and 3.7, as s > 1, we then
et

∥(W2 +W3)u∥L1,Hs ≲ ∥W2 +W3∥L1Hs,∞ ∥u∥L∞Hs

≲(Cw,χ + Cq,χ) ∥u∥L∞Hs ≲ (Cw,χ + Cq,χ) ∥u∥X

and this concludes the proof of the lemma. □

The rest of the proof is now completely standard (see [10]), and we thus omit it.
In what follows we will also need the continuity in q of the solution map. We thus prove the following

Proposition 4.3. Let χ, w0, w1, q1, q2 be as in the assumptions of Theorem 1.1 with the additional
assumption that ∥ ⟨x⟩3+ ∇χ∥L∞ is sufficiently small. Let T ∈ (0,+∞) and let Ψq denote the global flow
associated to system (60) with p and s as in the assumptions of Theorem 1.1, and let ∥u0∥Hs small enough.
Then Ψq satisfies the following properties:

∥Ψqj
(t)u0∥L∞

T
Hs ⩽ C∥u0∥Hs , j = 1, 2, (64)

∥Ψq1(t)u0 − Ψq2(t)u0∥X ⩽ C∥u0∥Hs

(
∥q1 − q2∥

W
1,∞
T

+ ∥q̈1 − q̈2∥L1
T

)
(65)

∞ ∞
where the norm X is given in (62) and the constant C = C(s, w0, w1, χ, ∥q1∥L
T
, ∥q2∥L

T
).
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Proof. We only need to prove (65) as indeed (64) is a consequence of the contraction argument. Let us
take q1 ̸= q2; we start from representation (61) that we rewrite as

uj = Ψqj
(t)u0 =S

W
qj
1

(t)u0 + i

∫ t

0
S0(t− τ)((W qj

2 +W
qj
3 )uj)(τ) dτ

+ i

∫ t

0
S0(t− τ)N (uj)(τ) dτ

or j = 1, 2. Then we have that

∥Ψq1(t)u0 − Ψq2(t)u0∥X ⩽ I + II + III,

ith
I = ∥SW

q1
1

(t)u0 − SW
q2
1

(t)u0∥X ⩽ C1
q1,q2,χ∥q1 − q2∥

W
1,∞
T

thanks to Propositions 2.4 and 3.5 (the constant Cq1,q2,χ is the one given by (52)). Then,

II =
i∫ t

0
S0(t− τ)

[
(W q1

2 +W q1
3 )u1 − (W q2

2 +W q2
3 )u2

]
(τ) dτ


X

⩽ ∥(W q1
2 +W q1

3 )u1 − (W q2
2 +W q2

3 )u2∥L1
T

Hs

⩽ ∥(W q1
2 −W q2

2 )u1∥L1
T

Hs + ∥(W q1
3 −W q2

3 )u2∥L1
T

Hs + ∥(W q1
3 +W q2

2 )(u1 − u2)∥L1
T

Hs

= IIA + IIB + IIC .

Notice now that IIA = 0 as indeed the term W2 does not depend on q. We estimate the other terms as
follows:

IIB ≲ ∥W q1
3 −W q2

3 ∥L1
T

Hs,∞∥u2∥L∞
T

Hs ⩽ C2
q1,q2,χ∥u0∥Hs∥q1 − q2∥

W
2,1
T

where we have used Proposition 3.7 with the constant given in (56) and estimate (64), and

IIC ⩽ ∥(W q1
3 +W q2

2 )(u1 − u2)∥L1Hs

⩽ ∥W q1
3 +W q2

2 ∥L1
t Hs,∞∥u1 − u2∥L∞Hs

⩽ (Cw,χ + Cq,χ)∥u1 − u2∥L∞Hs

where the constants are given in Lemma 4.2. Finally, writing N (u) = | ⟨u, βu⟩ |
p−1

2 βu, combining free
trichartz with classical nonlinear estimates yields

III =
i ∫ t

0
S0(t− τ)

[
N (u1) − N (u2)

]
(τ) dτ


X

⩽ C(∥u1∥p−1
X + ∥u2∥p−1

X )∥u1 − u2∥X .

s shown in the proof of Theorem 1.1, for ∥u0∥ small enough the solution map ψ is contracting, and thus
bsorbing the necessary terms on the LHS (notice that T < +∞) yields (65). □

4.3. Proof of Theorem 1.4

We now deal with the proof of Theorem 1.4, that is we prove local well-posedness for system (11). To do
this, we essentially follow the strategy developed in [6] (see also [2]).

First of all, we need to deal with the classical dynamics driven by q. Let us consider the following system⎧⎪⎨⎪⎩q̈ = F (q) = 1
M

⟨
Ψqu0

⏐⏐⏐⏐⏐ x− q

|x− q|3

⏐⏐⏐⏐⏐Ψqu0

⟩
,

q(0) = q0, q̇(0) = v0.

(66)

e prove the following
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Proposition 4.4. Let s ∈
( 3

2 , 2
]
. There exists a constant C such that for all q0, v0 and u0 ∈ Hs system

66) admits a unique solution C2([0, T ]) for any T ⩽ M
C∥u0∥2

Hs
.

roof. Let Z be the completion of C2([0, T ]) induced by the norm

q ↦→ ∥q∥L∞
T

+ ∥q̈∥L1
T
.

We want to apply a contraction (Picard) argument onto the ball

B = B(T ) =
{
q ∈ Z : ∥q̈∥L1

T
⩽

1
2 , ∥q∥L∞ ⩽ 1, q(0) = 0, q̇(0) = v0

}
.

e denote with P the solution map, that is the map such that ∂2
t [P (q)] = F (q) with P (0) = 0 and

tP (0) = 1. First of all, we prove that B is stable under the action of P :

emma 4.5. Let u0 ∈ H1. There exists a constant C1 such that if T1 ⩽ C1
√

M

∥u0∥2
H1

then P maps B in B.

Proof. Thanks to Hardy inequality we have

∥F (q)∥L∞ ⩽
C

M
∥Ψq(u0)∥2

H1 .

his and (64) imply that
∥F (q)∥L1

T
⩽
CT

M
∥u0∥2

H1 .

s a consequence we get
∥P (q)∥L∞ ⩽ |v0|T + CT 2

M
∥u0∥2

H1

o that choosing T1 ⩽ K
√

M
C∥u0∥2

H1
and T ⩽ K|v0|−1 with K small enough, we get

∥F (q)∥L1
T1

⩽
1
2 , ∥P (q)∥L∞ ⩽ 1

hat implies that P (q) ∈ B, and so P maps B in B. □

Then, we show that F is uniformly Lipschitz-continuous in q, that is the following

emma 4.6. Let u0 ∈ Hs for some s ∈
( 3

2 , 2
]

and let q1, q2 ∈ B. There exists a constant C2 > 0 such that
or any T ⩽ T1 with T1 as in Lemma 4.5 such that

∥P (q1) − P (q2)∥C2([0,T ]) ⩽ C2T
2∥u0∥2

Hs∥q1 − q2∥C2([0,T ]) (67)

roof. We rewrite the difference

F (q1) − F (q2) =
⟨
Ψq1(u0)| x− q1

|x− q1|3
|Ψq1(u0)

⟩
−

⟨
Ψq2(u0)| x− q2

|x− q2|3
|Ψq2(u0)

⟩
s follows

F (q1) − F (q2) = I + II + II

ith
I =

⟨
(Ψq1(u0) − Ψq2(u0))

⏐⏐⏐⏐⏐ x− q1
3

⏐⏐⏐⏐⏐Ψq1(u0)
⟩
,

|x− q1|
28
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f

II =
⟨
Ψq2(u0)|

(
x− q1

|x− q1|3
− x− q2

|x− q2|3

)
|Ψq1(u0)

⟩

III =
⟨
Ψq2(u0)| x− q2

|x− q2|3
|(Ψq1(u0) − Ψq2(u0))

⟩
nd we estimate the three terms one by one.

For I, we write

|I| ⩽
∫
R3

|Ψq1(u0) − Ψq2(u0) ∥ Ψq1(u0)|
|q1 − x|2

=
∫
R3

|Ψq1(u0) − Ψq2(u0)|
|q1 − x|s−1

|Ψq1(u0)|
|q1 − x|3−s

⩽ C

Ψq1(u0) − Ψq2(u0)
|q1 − x|s−1


L2

 Ψq1(u0)
|q1 − x|3−s


L2

⩽ C∥Ψq1(u0) − Ψq2(u0)∥Hs−1∥Ψq1(u0)∥H3−s

where we have made use of (68), and thanks to Proposition 4.3 we get (notice that 3 − s < s since s > 3
2 )

|I| ⩽ C∥u0∥2
Hs∥q1 − q2∥

W
2,1
T

⩽ C∥u0∥2
Hs∥q1 − q2∥C2([0,T2]).

he same strategy allows to control the term III. To deal with the term II, We consider the quantity

G(q) =
⟨
u

⏐⏐⏐⏐⏐ x− q

|x− q|3

⏐⏐⏐⏐⏐ v
⟩
.

ecall in the proof of Proposition 3.5:
τqv(t, x) = v(t, x− q).

hen after a change of variable (the translation y = x− q), we have

G(q) =
⟨
τ−qu

⏐⏐⏐⏐⏐ x|x|3

⏐⏐⏐⏐⏐ τ−qv

⟩
where uq(x) = u(x+ q). After differentiating in q, we get

∇qG(q) =
⟨
τ−q∇u

⏐⏐⏐⏐⏐ x|x|3

⏐⏐⏐⏐⏐ τ−qv

⟩
+
⟨
τ−quq

⏐⏐⏐⏐⏐ x|x|3

⏐⏐⏐⏐⏐ τ−q∇v

⟩
rom which, by the use of (68), we obtain

|∇G(q)| ⩽ C∥τ−q∇u∥H2−s∥τ−qv∥Hs + C∥τ−qu∥Hs∥τ−q∇v∥H2−s

= C∥u∥H3−s∥v∥Hs + C∥u∥Hs∥v∥H3−s .

We thus get
|G(q1) −G(q2)| ⩽ |q1 − q2|

(
C∥u∥H3−s∥v∥Hs + C∥u∥Hs∥v∥H3−s

)
.

Thus by Proposition 4.3, we obtain, as s > 3/2,

|II| ⩽ C∥u0∥Hs∥u0∥H3−s∥q1 − q2∥L∞
T

⩽ C∥u0∥2
Hs∥q1 − q2∥L∞

T
.

We integrate these bounds twice and get the result. □
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Remark 4.1. Notice how we have used the fact that s > 3/2 twice, in the application of inequality (68):
this therefore turns out to be a necessary condition in our proof above.

Now, the proof of Proposition 4.4 follows from the two Lemmas: it is a contraction argument for the map
P in B for the topology of Z. □

Proof of Theorem 1.4. We only need to combine Theorem 1.1, Propositions 4.3 and 4.4. Let u0 ∈ Hs,
0 ∈ W s+3,1, w1 ∈ W s+2,1 and χ ∈ W s+1,1 with s > 3/2. Let q ∈ Z be the solution to (66) as given in
roposition 4.4, with any T ⩽ T1 := min{

√
M

C∥u0∥2
Hs
,K|v0|−1}. Let u = Ψq(t)u0 defined in Proposition 4.3.

Then, the couple (u, q) ∈ C([0, T ], Hs) × Z for T ⩽ MC where the constant C depends on ∥u0∥Hs ,
∥w0∥W s+3,1 , ∥w1∥W s+2,1 , ∥χ∥W s+1,1 (follows from the proof of Theorem 1.1), and it satisfies system (11).
The fact that q belongs to C2 is due to the fact that Ψq(t)(u0) belongs to C(R, Hs) if q ∈ Z.
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ppendix A. Useful inequalities

We devote this small appendix to recalling some useful (and classical) inequalities and small variations
f them that were needed during our proofs.

First, we recall the following generalized Hardy inequality

∥ |x|−a(−∆)−a/2∥Lp→Lp ⩽ C (68)

nd by duality,
∥(−∆)−a/2|x|−a∥Lq→Lq ⩽ C (69)

hich holds for a > 0, and any 1 < p < 3
a and p−1 + q−1 = 1 (see e.g. [12]).

Then, we recall the classical Kato–Ponce inequality:

Lemma A.1 (Kato–Ponce Inequality [11]). For r ⩾ 1, s ⩾ 0 and 1 < p1, q1, p2, q2 ⩽ +∞ such that
/r = 1/p1 + 1/q1 = 1/p2 + 1/q2, we have(−∆)s/2fg


Lr

≲ ∥f∥Lp1

(−∆)s/2g


Lq1
+
(−∆)s/2f


Lp2

∥g∥Lq2 , (70)

nd
∥Hsfg∥Lr ≲ ∥f∥Lp1 ∥Hsg∥Lq1 + ∥Hsf∥Lp2 ∥g∥Lq2 , (71)

It is possible to prove an analogue for estimate (70) in the case of the operator Hs
v as defined in (46). By

eplacing fg with L−1
v (fg), we get the following

∥HsL−1(fg)∥ r ≲ ∥HsL−1f∥ p ∥L−1g∥ q + ∥L−1f∥ p ∥HsL−1g∥ q .
v L v L 1 v L 1 v L 2 v L 2
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For any 1 ⩽ p ⩽ +∞,
∥HsL−1

v f∥Lp = ∥L−1
v Hs

vf∥Lp .

Therefore, we get from (49) the following Kato–Ponce inequality:

∥Hs
vfg∥Lr ≲ ∥f∥Lp1 ∥Hs

vg∥Lq1 + ∥Hs
vf∥Lp2 ∥g∥q2

, (72)

with 1/r = 1/p1 + 1/q1 = 1/p2 + 1/q2 and |v| ⩽ 1
2 .

ppendix B. Proof of Lemma 3.4

Up to taking the dual operator, we can assume s ⩾ 0. We decompose

⟨·⟩N
HsV H−s ⟨·⟩N =

(
⟨·⟩N

Hs ⟨·⟩−N
H−s

)
(Hs ⟨·⟩N

V ⟨·⟩N
H−s

) (
Hs ⟨·⟩−N

H−s ⟨·⟩N)
.

As |v| ⩽ 1
2 , from (48), for any u ∈ L2, we haveHs ⟨x⟩N

V ⟨x⟩N
u


L2
≲
Hs

v ⟨x⟩N
V ⟨x⟩N

u


L2
.

hen by Kato–Ponce inequality (72), we haveHs ⟨x⟩N
V ⟨x⟩N

u


L2
≲ ∥Hs

v ⟨x⟩2N
V ∥L∞∥u∥L2 + ∥ ⟨x⟩2N

V ∥L∞∥Hs
vu∥L2

⩽ ∥Hs
v ⟨x⟩2N

V ∥L∞∥Hsu∥L2

ere in the second inequality, we use (48) again. Then we getHs ⟨x⟩N
V ⟨x⟩N

H−s


L2→L2
≲
Hs

v ⟨x⟩2N
V


L∞
.

To conclude the proof, we need to show that

F1 := ⟨x⟩N
Hs ⟨x⟩−N

H−s

nd
F2 := Hs ⟨x⟩−N

H−s ⟨x⟩N

re bounded L2-operators.
Before turning to the proof, we introduce some notations: we write

N = 2p+ r, p ∈ N, r ∈ [0, 2), (73)

nd ms(ξ) = (1 + |ξ|2)s/2. Notice that by induction we have for any multi-index α

ms,α(ξ) := ∂αms(ξ) = wα(ξ) ⟨ξ⟩s−|α|
, (74)

here wα is a smooth bounded function (rational function of ξ and ⟨ξ⟩).

oundedness of F1. By Leibniz rule (in Fourier space) we write F1 as a linear combination of terms

⟨x⟩r
ms,α1(−i∇) x

α2

⟨x⟩N
H−s, |α1| + |α2| ⩽ 2p.

We write r = ⌊r⌋ + ε. Using ⟨x⟩ ⩽ 1 + |x|, we realize that we only need to show the boundedness of terms
f type ⟨x⟩ε

ms,α (−i∇) xα2
H−s with |α1| + |α2| ⩽ 2p+ ⌊r⌋ (recall (73)).
1 ⟨x⟩N
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We now commute ⟨x⟩ε with ms,α1(−i∇). The second term ms,α1(−i∇) xα2 ⟨x⟩ε

⟨x⟩N H−s is bounded by
ato–Ponce inequality and the estimate

ms,α1(−i∇)H |α1|−s


L2→L2 < +∞. Let us now deal with the
ommutator term

[
⟨·⟩ε

,ms,α1(−i∇)
]

xα2
⟨x⟩N H

−s: if ϵ = 0, then
[
⟨·⟩ε

,ms,α1(−i∇)
]

xα2
⟨x⟩N H

−s = 0; if ϵ ∈ (0, 1),
e have

⟨x⟩ε = Cε

∫ +∞

0

du

u1−ε

⟨x⟩2

⟨x⟩2 + u2
, Cε < +∞.

sing ⟨x⟩2

⟨x⟩2+u2 = 1 − u2

⟨x⟩2+u2 , we infer

[⟨x⟩ε
,ms,α1(−i∇)] = Cε

∫ ∞

0
u1+εdu[ms,α1(−i∇), 1

⟨x⟩2 + u2
] =: A.

e now use Plancherel and estimate the integral kernel Â(ξ, η) with the help of Lemma 3.3. Before going
urther, we rewrite the operator (⟨u⟩2 − ∆)−1 on R3 (see [14, Eq. (8), Section 6.23]):

(⟨u⟩2 − ∆)−1ϕ = 1
4π

∫
R3

|ξ − η|−1
e−⟨u⟩|ξ−η|ϕ(η)dη.

hen for a test function ϕ we have

4π
∫ +∞

0
u1+εdu[ms,α1(ξ), 1

⟨u⟩2 − ∆
]ϕ

=
∫ +∞

0
u1+ε

∫
R3

ms,α1(ξ) −ms,α1(η)
|ξ − η|

e−⟨u⟩|ξ−η|ϕ(η) dηdu

=
∫
R3
dη

(∫ +∞

0
u1+εe−(⟨u⟩−1/2)|ξ−η||ξ − η|2+ε

du

)
  

I(|ξ−η|)

e−|ξ−η|/2

|ξ − η|3+ε

[
ms,α1(ξ) −ms,α1(η)

]
ϕ(η).

Using ⟨u⟩ − 1/2 ⩾
√

3
2 u, we get supδ⩾0 I(δ) < +∞. Using the Taylor expansion of ms,α1(ξ) with respect

o η up to order ⌈s⌉ − |α1|, we get:

e−|ξ−η|/2

|ξ − η|3+ε (ms,α1(ξ) −ms,α1(η)) = e−|ξ−η|/2

|ξ − η|3+ε

[⌈s⌉−|α1|−1∑
k=1

dkms,α1(η)(ξ − η)k +Rs,α1(ξ, η)
]
,

here |dkms,α1(η)(ξ − η)k| ≲ |ξ − η|k ⟨η⟩s−|α1|−k and the remainder satisfies |Rs,α1(ξ, η)| ≲ |ξ − η|s−|α1|.
ince the function | · |k−3−ε

e−|·|/2 is integrable for any k ⩾ 1, it follows that the operator
[
⟨·⟩ε

,ms,α1(−i∇)
]

−s+|α1|+1 is ∥ · ∥L2→L2-bounded. Then by Kato–Ponce inequality the operator Hs−|α1|−1 xα2
⟨x⟩ H

−s is
· ∥L2→L2-bounded. We have shown the boundedness of[

⟨·⟩ε
,ms,α1(−i∇)

]
xα2

⟨x⟩N H
−s =

([
⟨·⟩ε

,ms,α1(−i∇)
]
H−s+|α1|+1

)(
Hs−|α1|−1 xα2

⟨x⟩N H
−s
)
.

oundedness of F2. Let us now write

s = 2q + t, q ∈ N, t ∈ [0, 2).

y Leibniz rule [H2q, ⟨x⟩−N ] is a linear combination of terms of type m−N,α1(x)∂α2 (we recall m−N,α1 =
α1(⟨·⟩−N )). Let ζ = t − ⌊t⌋ ∈ [0, 1), we only need to check the boundedness of Hζm−N,α1∂

α2H−s ⟨x⟩N

ith |α1| + |α2| ⩽ 2q + ⌊t⌋.
As for F1, we commute Hζ with m−N,α1 . We first deal with the second term m−N,α1(x)∂α2H−2q−⌊t⌋ ⟨x⟩N

= T2. By duality and by Proposition 2.2 we have
N α2 −2q−⌊t⌋ N

∞
∥T2∥L2→L2 = ∥ ⟨x⟩ ∂ H m−N,α1∥L2→L2 ≲ ∥ ⟨x⟩ m−N,α1∥L < +∞.
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Let us now consider the commutator term [Hζ ,m−N,α1(x)]∂α2H−s ⟨x⟩N which we further decompose:

[Hζ ,m−N,α1(·)]∂α2H−s ⟨·⟩N =
(
[Hζ ,m−N,α1(·)] ⟨·⟩N) (⟨·⟩−N

∂α2H−s ⟨·⟩N)
.

s for T2, the operator ⟨x⟩−N
∂α2H−s ⟨x⟩N is bounded. Then, proceeding as we did for F1, given a test

unction ϕ, for ζ ̸= 0, we have

[Hζ ,m−N,α1(·)] ⟨·⟩N
ϕ = Cζ

4π

∫
y

dyUζ m−N,α1(x) −m−N,α1(y)
|x− y|4ζ

e−|x−y|/2 ⟨y⟩N
ϕ(y)

with
Uζ =

(∫ +∞

0
u1+ζe−(⟨u⟩−1/2)|x−y||x− y|2+ζ

du

)
.

By the mean-value theorem, we have:

|m−N,α1(x) −m−N,α1(y)| ⟨y⟩N ≲ |x− y|
(
|∂α1∇m−N (x)| + |∂α1∇m−N (y)|

)
⟨y⟩N

.

We have supy |∂α1∇m−N (y)| ⟨y⟩N
< +∞. Then using ⟨y⟩N ≲ ⟨x⟩N + ⟨x− y⟩N we get

e−|x−y|/2

|x− y|2+ζ
|∂α1∇m−N (x)| ⟨y⟩N ≲

e−|x−y|/2

|x− y|2+ζ
|∂α1∇m−N (x)|(⟨x⟩N + ⟨x− y⟩N ).

ince e−|y|/2

|y|2+ζ [1 + |y|N ] is integrable, we get that [Hζ ,m−N,α1(x)] ⟨·⟩N is bounded.
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