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ABSTRACT
Content moderation systems are crucial in Online Social Networks
(OSNs). Indeed, their role is to keep platforms and their users safe
from malicious activities. However, there is an emerging consensus
that such systems are unfair to fragile users and minorities. Fur-
thermore, content moderation systems are difficult to personalize
and lack effective communication between users and platforms. In
this context, we propose an enhancement of the current framework
of content moderation, integrating Large Language Models (LLMs)
in the enforcing pipeline.

CCS CONCEPTS
• Social and professional topics → User characteristics; Cen-
soring filters; • Human-centered computing → Social net-
works.
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1 INTRODUCTION
The spread of mobile devices, the ubiquitous availability of wireless
connectivity, and the advent of social media platforms have em-
powered people all over the world, allowing access to information
anywhere and anytime, as well as the creation of new businesses
and relationships. Furthermore, social media platforms have be-
come the place where life happens for many (young) people [5, 14].
On the other hand, this has raised unprecedented concerns about
user privacy and safety [9, 13]. Some examples are the unauthorized
forwarding of sex-related content without the owner’s consent (i.e.,
revenge porn) [10–12], spread of information shared on online so-
cial networks (OSNs) [18], presence of disturbing and/or harmful
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content [9, 25], misinformation, cyberbullying, online grooming,
etc.

In this context, we have also to consider that people’s willingness
to share content depends on the social circle with which they are
sharing them [19]. Indeed, the perception of privacy is influenced
by several factors, e.g., personal preferences, sociocultural back-
ground, etc. [1, 17]. Similarly, people may be unwilling to receive
content from one or more particular senders, while they may feel
comfortable receiving the same content from another person.

Social media platforms heavily rely on content moderation sys-
tems to enforce integrity, i.e., to keep platforms and their users
safe from malicious activities and remove violating content [16].
Although many enforcing pipelines involve human moderators
in the loop (e.g., Facebook), they are far from working in a safe
and secure way. In particular, there is an emerging consensus that
content moderation systems are unfair to fragile users (in terms
of age, digital literacy, level of education, etc.) and minorities (e.g.,
LGBTQ+, etc.) [15, 27]. This is a serious issue if we consider that,
for example, content and account removals experienced by these
people limit their online participation and freedom of speech. Fur-
thermore, as mentioned above, the content people are willing to
receive and visualize depends on the sender, and the visualization
of disturbing material (e.g., texts, images, videos, etc.) can cause
severe health consequences, such as post-traumatic stress disease
(PSTD), especially for those with past traumatic experiences [25].
This represents a problem since, if properly designed, social media
platforms embody a tool to achieve (some of) the Sustainable De-
velopment Goals (SDGs), the global agenda for the next decade of
the United Nations (UN) [10]. Some of them are indeed strongly
linked with online social networks: Good Health and Well-being
(3), Gender Equality (5), Sustainable Cities and Communities (11),
and Peace, Justice and Strong Institutions (16). Therefore, including
fair content moderation systems in online social media platforms
to minimize harm to fragile users and make online communities
safer and more inclusive is urgent.

In recent years, Large Language Models (LLMs) (e.g., GPT [7],
LLaMa [26], etc.) - which model the generative likelihood of word
sequences and predict future words - have received a lot of atten-
tion from academia, industry and our society, also thanks to the
launch of ChatGPT1 [29]. These models have the potential to pro-
foundly change our interactions with applications, websites, robots,
and computing systems, thus having a significant impact on our
lives. Indeed, for example, they could be applied in healthcare as
an interface for patients and healthcare providers, in law to help
people access justice systems, in programming, and in many other
1https://openai.com/blog/chatgpt
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scenarios [6]. A first attempt has been made by Qin et al. [21], who
proposed an LLM-based system to detect depression on social media.
But little is known about the applications of this novel technology
to online social networks and content moderation systems.

This paper aims to discuss issues about the current framework of
content moderation on Online Social Networks (OSNs) and propose
an enhanced enforcing pipeline that can adapt to different personal
preferences. Thanks to the integration with an LLM, besides catego-
rizing content as sensitive (or not), the proposed pipeline provides
in-depth explanations to users on the reasons behind a detected
violation. Moreover, through the explanations, it can better support
the work of human moderators. This is crucial in creating safer
and more inclusive platforms for fragile users and minorities. In
addition, our contribution is in line with the SDGs. To demonstrate
the effectiveness of using an LLM in this context, we show some
examples considering three case studies: sex-related texts, texts con-
taining gender stereotypes, and those that are offensive to people
with disabilities. To this aim, we use ChatGPT as a representative
example of LLM, but others can be considered. To the best of our
knowledge, this is the first attempt in this direction.

The rest of this paper is organized as follows. Section 2 reviews
the relevant literature. Section 3 presents the proposed architecture
for content moderation and its differences from the usual pipeline.
We present and discuss some examples of dialogues in Section 4.
Finally, we draw our conclusion and present some future directions
in Section 5.

2 RELATEDWORK
Content moderation is one of the pillars of Online Social Networks
(OSNs). In fact, content moderation systems fight malicious activ-
ities (e.g., online child exploitation, misinformation, hate speech,
etc.) and remove violating content, thus protecting platforms and
their users, as well as fostering a good user experience [16]. Thanks
to the increasing popularity of online social media platforms, this
topic has gained a lot of interest from researchers. For instance,
Franco et al. presented some guidelines for developers to build mes-
saging systems safer by design for sexting in [11] and described the
proposed platform, named SafeSext, in detail in [12]. Furthermore,
in [10], they discussed two possible decentralized approaches for
preventing the unauthorized forwarding of private content and
their extension with blockchain and NFT technologies. Instead,
Stratta et al. [25] proposed a Chrome extension to hide sensitive
content automatically on the Web, thus making a step forward to-
wards the well-being of people on the Internet. Ali et al. [2] explored
which indicators are most helpful in detecting and mitigating online
harm on social media platforms for young people, acknowledging
that the implementation of end-to-end encryption will limit the
amount of information available to platforms for content moder-
ation. Halevy et al. [16] reviewed the recent technical progress
and ongoing challenges to preserve the integrity of online social
networks. Arora et al. [3] discussed methods for harmful content
detection and argued about the differences between the research
efforts and the actual needs of social media platforms.

In recent years, awareness about the harm caused by content
moderation systems and their unfairness to gender, race, religion,
etc. have raised both in the scientific community [15, 23, 27] and

among citizens [4]. Haimson et al. [15] analyzed and presented
the results of two surveys regarding social media content and take-
down experiences, focusing on conservative, transgender, and black
social media users. They figured out that there are significant dif-
ferences in the type of removed content between groups and in the
consequences of the removals. Indeed, while conservative users’
removed content often actually violated the guidelines, those of the
other two considered categories of users often followed the policies
or fell into a gray area of content moderation. This phenomenon,
however, limits the online participation of marginalized people and
minorities and their ability to communicate and take advantage
of the unprecedented opportunities provided by social media plat-
forms. In the same direction, Vaccaro et al. [27] investigated how
users can influence the automated decisions of content modera-
tion systems (i.e., contestability) through some participatory design
workshops. Instead, Shahid et al. [23] interviewed 19 Bangladeshi
users who had received restrictions for violating Facebook commu-
nity guidelines to understand better the interaction of humans with
moderation systems and, in particular, inform researchers about
the experiences of users from the Global South. They showed that
these systems are unfair and centered on Western norms, even
amplifying historical power relations, thus perpetuating harm to
marginalized people.

These studies provided insightful suggestions for the design
of social media platforms and content moderation systems. For
instance, blurring potentially problematic content allows the plat-
form to avoid a binary decision (e.g., to remove or not) and better
manage content moderation gray areas. Another design guideline
consists in applying different content moderation policies for dif-
ferent online spaces (e.g., timeline vs. private conversation) [15].
Vaccaro et al. [27] suggested that users and platforms would benefit
from improved communication. In particular, participants of the
surveys advocated for more transparency and explanations of the
decisions of content moderation systems, along with the possibil-
ity to co-design such systems. According to [15] and [23], this is
particularly important since involving minorities and marginalized
people in defining policies and designing these systems would al-
low us to obtain more equitable and inclusive platforms. Besides
them, local stakeholders, policymakers, human rights organiza-
tions, etc., should also be included to integrate local norms, values,
and sensitiveness in content moderation systems. Finally, content
moderation should have an educative aim (e.g., no consequences
for the first violation) rather than being punitive (e.g., deleting the
account).

Researchers have recently focused on detecting private and sen-
sitive content and adapting content moderation systems to different
sensitiveness. For instance, Li et al. [17] proposed a new method to
collect sensitive content and employed it to generate a taxonomy
of sharing preferences of 116 users involved in their study. Ac-
knowledging that a one-size-fits-all approach would not be suitable
for detecting private photos, Vishwamitra et al. [28] employed the
method proposed in [17] to collect a dataset of images and develop
an ML-based model able to detect private images in a user-specific
manner automatically. However, this methodology is difficult to
apply with disturbing content, especially with marginalized people
(in terms of race, religion, age, level of education, etc.), because of
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Figure 1: Facebook’s Content Moderation Pipeline

the numerous ethical concerns and the possibility of causing harm
to users.

Large Language Models (LLMs) are expected to impact our in-
teractions with technology, including social media platforms. Some
studies have already explored the use of language interfaces on
online social networks. For instance, Falduti et al. [8] developed a
chatbot to facilitate access to justice systems for victims of Non-
Consensual Intimate Images (NCII) abuse.

In this direction, we propose an enhanced content moderation
pipeline able to provide better explanations to users about decisions
and, if necessary, to chat with them. The proposed pipeline can
consider personal preferences by applying different rules (i.e., by
specifying different policies in the prompt provided to the LLM),
thus better supporting the needs of fragile users and minorities.
This work is the first step in showing how social media platforms
and content moderation systems can benefit from the integration
with LLMs.

3 INTEGRATING CONTENT MODERATION
SYSTEMS WITH LARGE LANGUAGE
MODELS

Figure 1 represents Facebook’s content moderation pipeline, which
is similar to the one implemented by other social media platforms.
Online Social Networks (OSNs) can detect potential violations and
harmful content in two possible ways: through AI-based systems
that continuously analyze the content (e.g., as it is uploaded) or
reports of users who visualize the content on the platforms (e.g., in

the feed, private conversations, etc.) or experience potentially dan-
gerous situations (e.g., online grooming, spam, blackmailing, etc.).
Violating content detected by the AI with very high confidence
may be removed immediately and/or the platform may take other
actions without the intervention of human reviewers. Conversely,
if the violation is just suspected, human moderators are involved.
In this case, the platform handles potential violations differently
depending on whether they are community guidelines violations
or misinformation (e.g., fake news). In the former scenario, the
content is reviewed by a pool of paid moderators trained in recog-
nizing prohibited material and behaviors. The platform removes
the content (or performs another action) if multiple reviewers agree
that the content is violating. Instead, in the latter case, misinforma-
tion content are sent to and reviewed by third-party fact-checkers.
Once the violation is confirmed, the platform will take action (e.g.,
content deletion, limitation of the account, etc.) and communicate
it to the user. Then, he/she can appeal the decision and ask for a
re-evaluation by human moderators. More details on the flow of
integrity enforcement at Facebook can be found in [16].

Recently, this framework of content moderation has shown its
weaknesses. For instance, besides the inertia of social media plat-
forms in shaping their community guidelines to consider minori-
ties, marginalized people, and fragile users, the machine learning
algorithms underlying content moderation pipelines struggle to
interpret different languages and consider the needs of minorities
and fragile users [4]. Moreover, human moderators are often Eng-
lish speakers and, even when local moderators are involved, they
work in unethical conditions. Just to mention some examples, their
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Figure 2: The Proposed Content Moderation Pipeline

salary is low, their psychological well-being is continuously at risk
because of exposure to harmful content, and they are constantly
pressured by the power hegemony of platforms (e.g., online compa-
nies can easily find cheaper labor). In addition, the platforms do not
always provide proper explanations about their decisions, leaving
users alone to understand the reason behind a specific action. This
prevents the users from actually challenging the decisions of con-
tent moderation systems, making these platforms far from being
really inclusive.

In the rest of the paper, we will focus on the text and, in particu-
lar, on detecting harmful and disturbing texts, even though most
of our findings can be generalized to other kinds of content. In
particular, we proposed an enhanced content moderation pipeline
integrated with an LLM that enables a more user-centric experience
and an improved interaction with such systems. The use of an LLM
not only allows us to obtain a classification of the content (to detect
a possible violation) but also, by designing appropriate prompts,
to easily influence our systems to consider different sets of rules,
each of them identifying the personal preferences of a person. In
addition, we can ask the language model to explain its decision,
considering that even if it is not real reasoning in a human-like (or
logic) sense, it will appear as such to the user. This explanation can
be helpful to human moderators as a support for their work, but
more importantly to the user, who can understand the rationale
behind a specific action taken by the platform. Moreover, we believe
that even the appeal process would benefit from the integration
of content moderation pipelines with LLMs, letting the user better
explain the reasons for his/her request for re-evaluation. Finally,

as mentioned in [8], language interfaces may help report mali-
cious behavior (e.g., NCII abuse, etc.) and access justice procedures.
Therefore, augmenting content moderation with LLMs allows social
media platforms to improve the user experience, providing a new
way of interaction, and be more inclusive, minimizing the harm
caused to minorities and fragile users through the application of
user-specific rules (e.g., to hide disturbing content). We show the
proposed pipeline in Figure 2.

Unfortunately, at the time of writing, LLMs have limited mathe-
matical capabilities and obtaining a numeric confidence value of the
decision of the model is not possible (we can consider it as an open
research problem). Therefore, the proposed content moderation
pipeline cannot differentiate between a suspected violation and one
detected with high confidence; it only generates a binary outcome
with a violation alert raised or not.

We report here a possible structure of dialogue with an LLM and
explain how to exploit its answers to perform content moderation,
i.e., identify harmful text considering rules provided by the user
(and hence his/her sensitiveness). First of all, we must provide the
language model with the rules it has to consider while evaluating
the content.

Prompt 1: Assuming the following rules:
• First rule
• Second rule
• Third rule
• ...

4
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Evaluate whether the following text complies with
the rules. Answer only with "Yes." or "No.". The text
is: [TEXT]

By explicitly asking the model to answer only with Yes or No, we
can easily process it automatically and figure out the binary de-
cision of the LLM. Moreover, our method can consider different
sensitiveness by employing different rules in evaluating the text,
thus better satisfying the needs of fragile users and minorities. Once
the language model has answered our request, we can ask to explain
its decision by providing the following prompt.

Prompt 2: Provide an explanation.

As wementioned earlier, although the limited reasoning capabilities
of LLMs, their answers sound reasonable to humans. So, even if the
explanation is not the result of real reasoning in a human-like sense,
it can appear convincing to users, thus enhancing the interaction
with content moderation systems, especially in case of error or
disagreement.

4 CASE STUDIES
In this section, we report and discuss some examples generated by
using ChatGPT to provide a preliminary assessment of the effec-
tiveness of our proposal, focusing on three case studies: sex-related
content, text containing gender stereotypes, and text that is offen-
sive to people with disabilities. These topics have received a lot of
attention in the last years from academia and citizens, and therefore
represent interesting case studies [10–12, 22, 24].

4.1 Sex-related Text
As mentioned earlier, our approach can consider sociocultural dif-
ferences (and/or personal preferences) by using different rules to
evaluate the text. With the support of an appropriate user interface,
these rules can be selected by the user and inserted in the prompt.
In this way, the content moderation system can flag the same text
as a violation or not, depending on the specified rules, as shown in
the following two examples.

Prompt 1: Assuming the following rules:
• We do not tolerate content related to politics.
• We do not tolerate violence, hatred, and dehuman-
ization of individuals or groups based on race, eth-
nic or national origin, religion, gender, gender iden-
tity, age, or sexual orientation.

• We do not tolerate content that promotes self-harm.
Evaluate whether the following text complies with
the rules. Answer only with "Yes." or "No.". The text
is: ugh, just asking, but I have some new requests on
lovesense... is it someone from here?
Answer: Yes.
Prompt 2: Provide an explanation.
Answer: The provided text does not violate any of
the mentioned rules. It does not contain any political
content, violence, hatred, dehumanization, or promo-
tion of self-harm. It appears to be a casual inquiry
about "lovesense," which does not violate the stated
rules.

As expected, if we provide the same text to the systemwith different
rules, the output is different from the previous case.We can leverage
this behavior to make content moderation systems more inclusive,
allowing the users to adapt to some extent the rules employed by
these systems.

Prompt 1: Assuming the following rules:
• We do not tolerate sex-related content except for
medical purposes.

• We do not tolerate content related to politics.
• We do not tolerate violence, hatred, and dehuman-
ization of individuals or groups based on race, eth-
nic or national origin, religion, gender, gender iden-
tity, age, or sexual orientation.

• We do not tolerate content that promotes self-harm.
Evaluate whether the following text complies with
the rules. Answer only with "Yes." or "No.". The text
is: ugh, just asking, but I have some new requests on
lovesense... is it someone from here?
Answer: No.
Prompt 2: Provide an explanation.
Answer: The given text does not comply with the
rules stated. Although it doesn’t contain explicit sex-
ual content or violence, it does refer to a specific prod-
uct related to sexual activity ("lovesense") and asks if
someone from the current conversation is associated
with it. This implies a potential intention to engage
in or discuss sexual content, which violates the first
rule.

Social media platforms are also a place where people search for
information and/or share informative content, even on sensitive
topics, such as sexuality. This represents an additional difficulty
for content moderation systems, especially for the automated clas-
sifiers, because of the possible ambiguity and overlay between
allowed and not allowed content. Our approach can handle even
this scenario, as shown by the example below, where we ask the
LLM to evaluate a sex-related text about sexual health and sexually
transmitted diseases. Clearly, such content is reasonable in every
online social network.

Prompt 1: Assuming the following rules:
• We do not tolerate sex-related content except for
medical purposes.

• We do not tolerate content related to politics.
• We do not tolerate violence, hatred, and dehuman-
ization of individuals or groups based on race, eth-
nic or national origin, religion, gender, gender iden-
tity, age, or sexual orientation.

• We do not tolerate content that promotes self-harm.
Evaluate whether the following text complies with
the rules. Answer only with "Yes." or "No.". The text is:
Condoms are a must-have accessory when it comes
to sex that is pleasurable and safe. They’re your best
defence against sexually transmitted diseases (some
of which can lead to cancer or AIDS) and unwanted
pregnancies.2
Answer: Yes.

2Source: https://www.durex.com.my/blogs/explore-sex/how-to-put-on-a-condom/

5

https://www.durex.com.my/blogs/explore-sex/how-to-put-on-a-condom/


OASIS ’23, September 04–08, 2023, Rome, Italy Mirko Franco, Ombretta Gaggi, and Claudio E. Palazzi

Prompt 2: Provide an explanation.
Answer: The provided text complies with the given
rules. It discusses the importance of using condoms
for safe and pleasurable sex, emphasizing their role
in preventing sexually transmitted diseases and un-
wanted pregnancies. The content is focused on the
medical aspect of sexual health and does not contain
any explicit or inappropriate sexual content. It does
not violate the rules related to sex-related content,
violence, hatred, or promotion of self-harm.

4.2 Text containing Gender Stereotypes
Unfortunately, online social networks are also a place for sharing
misogynist content, enforcing traditional gender stereotypes and
biases, and perpetuating harm to minorities, such as the LGBTQ+
community. As shown in the example below, our approach is able
to detect this violation of the second rule correctly.

Prompt 1: Assuming the following rules:
• We do not tolerate sex-related content except for
medical purposes.

• We do not tolerate content containing sexism and
gender stereotypes (e.g., those related to profes-
sions or activities), even indirectly.

Evaluate whether the following text complies with
the rules. Answer only with "Yes." or "No.". The text
is: The mum - solely responsible for domestic chores
- bought some house appliances in order to do her
housework: a dishwasher, a washing machine, and an
iron. How many house appliances did she buy?
Answer: No.
Prompt 2: Provide an explanation.
Answer: The provided text does not comply with the
given rules. It contains gender stereotypes by por-
traying the mother as solely responsible for domes-
tic chores, which reinforces traditional gender roles.
Additionally, the mention of domestic chores and spe-
cific house appliances can be seen as indirectly related
to gender stereotypes. Therefore, the text does not
adhere to the rules that prohibit content containing
sexism and gender stereotypes.

Unfortunately, we receive the wrong answer if we remove the part
of the sentence “solely responsible for domestic chores”.

Prompt 1: Assuming the following rules:
• We do not tolerate sex-related content except for
medical purposes.

• We do not tolerate content containing sexism and
gender stereotypes (e.g., those related to profes-
sions or activities), even indirectly.

Evaluate whether the following text complies with
the rules. Answer only with "Yes." or "No.". The text is:
The mum bought some house appliances in order to
do her housework: a dishwasher, a washing machine,
and an iron. Howmany house appliances did she buy?
Answer: Yes.
Prompt 2: Provide an explanation.

Answer: Yes, the text complies with the given rules. It
does not contain any sex-related content or promote
sexism or gender stereotypes. The sentence simply
states that the mum bought some house appliances
(dishwasher, washing machine, and iron) to do her
housework. It focuses on the actions and tasks related
to household chores without making any explicit or
implicit reference to gender roles or stereotypes.

These stereotypes are also sometimes present in the exercises for
children (e.g., math, grammar, etc.), causing a collective awareness
about these topics.

Prompt 1: Assuming the following rules:
• We do not tolerate sex-related content except for
medical purposes.

• We do not tolerate content containing sexism and
gender stereotypes (e.g., those related to profes-
sions or activities), even indirectly.

Evaluate whether the following text complies with
the rules. Answer only with "Yes." or "No.". The text
is: If the mum has to iron three shirts and has already
ironed two of them, how many more does she have to
iron? The dad is a mechanic, and he usually repairs
three cars in a day. How many cars may he repair in
2 days?
Answer: Yes.
Prompt 2: Provide an explanation.
Answer: Yes, the provided text complies with the
rules. The text is a simple mathematical problem in-
volving ironing shirts and repairing cars. It does not
contain any sex-related content, and there are no el-
ements of sexism or gender stereotypes present in
the text. The activities mentioned (ironing shirts and
repairing cars) are not tied to any specific gender, and
the text does not imply any gender bias. It solely fo-
cuses on mathematical problem-solving without any
inappropriate or offensive content.

Unfortunately, the violation is not recognized. However, although
we initially wrote this example considering it as violating, the
output of the model is not surprising. Indeed, this topic is highly
controversial, and an agreement is not present even among humans.
Moreover, the provided explanation is reasonable. However, if we
provide the following prompt to the model, the answer confirms
that the problem arises when someone (e.g., mum, dad, etc.) is
always associated with a specific activity and/or profession.

Prompt 3: Is there some potential violation of the
rules in case of repeated similar text?
Answer: Yes, there is a potential violation of the rules
in case of repeated similar text. While the specific
text you provided in your previous question does not
violate the rules, if similar texts were repeated ex-
cessively or in a pattern that could be interpreted as
promoting gender stereotypes, it could potentially be
considered a violation. Context and intent play a role
in determining compliance, so it is important to be
mindful of the overall content and avoid any patterns
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that could be seen as perpetuating sexism or gender
biases.

This is also the case of the first example where, if we substitutemum
with dad, the violation is detected as well since the dad becomes
solely responsible for domestic chores.

4.3 Text that is Offensive to People with
Disabilities

The use of inclusive language has gained importance and plays a
key role in shaping perceptions, attitudes, and social inclusion for
people with disabilities. By adopting an inclusive and people-first
language, we contribute to building a more inclusive and equitable
society. Unfortunately, there is a lack of awareness among users of
social media about disability, and many contents are not inclusive
at all. Therefore, detecting non-inclusive and/or offensive content is
important. The following example shows that people-first language
should be used.

Prompt 1: Assuming the following rules:
• The use of inclusive language is mandatory.
Evaluate whether the following text complies with
the rules. Answer only with "Yes." or "No.". The text is:
An interesting case study is represented by disabled
people.
Answer: No.
Prompt 2: Provide an explanation.
Answer: The text does not comply with the rule of
using inclusive language. The term "disabled people"
is not considered inclusive because it focuses on the
disability rather than the person. A more inclusive
and person-first language would be "people with dis-
abilities."

However, using people-first language is not sufficient, as shown
in the following example.

Prompt 1: Assuming the following rules:
• The use of inclusive language is mandatory.
Evaluate whether the following text complies with
the rules. Answer only with "Yes." or "No.". The text
is: People with disabilities cannot have a satisfying
sexual life.
Answer: No.
Prompt 2: Provide an explanation.
Answer: No, the provided text does not comply with
the rule of using inclusive language. The phrase "Peo-
ple with disabilities cannot have a satisfying sexual
life" uses a negative generalization, implying that all
individuals with disabilities are unable to have satis-
fying sexual lives. This statement is both incorrect
and perpetuates stereotypes about people with dis-
abilities. Inclusive language aims to avoid making
sweeping generalizations or assumptions about any
group of people based on their characteristics, includ-
ing disabilities. A more inclusive and respectful way
to express this idea would be to use language that
acknowledges the diversity of experiences among in-
dividuals with disabilities, such as "Some people with

disabilities may face unique challenges in their sex-
ual lives, but many can and do have satisfying sexual
experiences."

5 CONCLUSION
Content moderation systems are one of the fundamental parts
of social media platforms. Indeed, keeping platforms and their
users safe from malicious activities and harmful content is crucial,
especially for maintaining a pleasant online space. However, these
systems are unfair to fragile users and minorities, preventing social
media platforms from being safe and inclusive and limiting the
online participation of these users.

In this scenario, we have proposed an enhancement of the cur-
rent content moderation systems, integrating Language Models
(LLMs) in the enforcing pipeline. Our approach improves the per-
sonalization of content moderation pipelines, allowing users to
specify some rules in the prompt of an LLM, thus influencing its
decisions and, through explanations, the communication between
users and platforms. The enhanced interaction with content mod-
eration systems improves the user experience and represents the
first step toward more inclusive and safer online social networks.

Unfortunately, content moderation systems, even if integrated
with large language models, may still need help in considering all
the possible personal preferences and scenarios. Large language
models themselves, even if powerful, have some issues, such as
hallucinations and knowledge recency. However, we believe that
our proposal is still an improvement of the current framework
of content moderation. Indeed, online communities, in particular
minorities and fragile users, can benefit from improved communi-
cation with the platform and increased personalization.

We plan to extend our research in several directions. First of
all, considering that most of the content shared on social media
is visual, with the advent of multimodal models (e.g., GPT-4 [20]),
we would like to generalize our approach to images and videos.
Moreover, designing an appropriate interface for the users to select
(some of) the content moderation rules, i.e., to personalize the sys-
tem, is necessary. We plan to perform an extensive test campaign
to prove the effectiveness of our approach. In particular, we would
like to implement and test our system involving real users from
different cultures. In addition, considering real (and long) commu-
nity guidelines would be interesting and allow us to design a more
comprehensive system. Finally, we would like to investigate the
privacy implications of our approach and explore the possibilities of
decentralization (e.g., deployment on mobile devices) of the content
moderation pipeline.
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