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Abstract

Francesco Ardizzon

Advanced Physical Layer Security Techniques for
Non-Terrestrial Communications

The broad use of non-terrestrial communications makes it necessary to investigate
speciőcally targeted security solutions. Indeed, these communications are mainly
wireless. However, differently from the wired counterpart, the wireless communication
channel is a broadcast channel by nature, therefore it is vulnerable to many threats:
any malicious user can disrupt the communication by using a jamming attack, intercept
the signal to disclose its content or information about the transmitter, or lead a spoofing
attack by generating a counterfeit signal or by tampering the transmitted signal.

In many applications, it is not possible to rely on cryptography: for instance,
cryptography-based solutions have a considerable computational cost, thus they may
not be suited for wireless sensor network (WSN) applications, where we want to reduce
the user energy consumption, such as in an Internet of things (IoT) context. Thus,
we resort to physical-layer security (PLS) approaches. Physical layer authentication
relies on the collection of the observation about the channel characteristics (e.g.,
features of the channel impulse response) to tell apart transmissions by legitimate
network members from the ones by impersonating attacker. Moreover, PLS mechanisms
are also unconditionally secure, since the mechanism security is not provided by a
computationally hard problem. On the other hand, since these techniques rely on the
channel model it is, in general, complex to generalize solutions and each context need
to be separately analyzed.

This Thesis focuses on the development of physical layer authentication for non
terrestrial communications, focusing on global navigation satellite systems (GNSSs)
and underwater acoustic networks (UWANs). GNSS services are used to provide
positioning and timing. However, these services do not (necessary) rely on the data
content of GNSS but on the properties of the signals themselves, i.e., phase and Doppler
frequency. Indeed, PLS can be used to provide authentication at signal level by making
the spreading code (or part of it) unpredictable. The contributions of this Thesis
are multiple. We propose a novel network-aided authentication protocol, proposing
also a veriőcation based on the generalized likelihood ratio test (GLRT). To show
its robustness, the scheme is tested against several attacks: among others, we also
consider the security code estimation and replay (SCER) attack and the internal code
attack. Next, we focus on the problem of position, velocity, and time (PVT) assurance,
where we propose a series of consistency checks to enlarge the set of trusted signals to
be used for the PVT. We focus then on the problem of providing an authenticated
but robust timing service, relying only on Galileo’s commercial authentication service
(CAS). Finally, we address the problem of message scheduling in GNSS: considering,
for instance, an authentication service that need to disseminate a digital signature
over the GNSS channels, we study both single and multi-round scheduling solutions
that aim at minimizing the maximum and the average latency.
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In the last part of the Thesis, we tackle the problem of physical layer authentication
for UWANs: underwater acoustic channels (UWACs) are known to decorrelate easily
in space, and to have a limited time coherence, thus by extracting relevant channel
features, it is possible to distinguish a packet transmitted by a legitimate transmitter
from the one sent by a potential attacker. Indeed, it is possible to improve the
classiőcation procedure by having multiple (trusted) cooperating sensors, where the
local information is processed and shared with the others. We address this problem
by using machine learning (ML) techniques. Several aspects will be investigated: the
availability of the attacker channel’s observations during the training phase; how the
amount of information shared by each user inŕuences the overall authentication process;
how to tackle the problem of authentication for time varying channel, e.g., when the
transmitter is mobile.
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Chapter 1

Introduction

Nowadays, wireless communications play an essential role in many őelds. In addition,
in recent years there are new emerging applications that rely on the wireless communi-
cation to operate. It is, therefore, natural to discuss and invest on security for this őeld:
indeed, we want the wireless communication-based service to guarantee confidentiality,
integrity protection, availability and privacy. On the other hand, differently from
wired communications, wireless communications are by nature prone to many threats:
of course, since the medium is easily accessible, any malicious user can disrupt the
communication by using a jamming attack, intercept the signal to disclose its content or
information about the transmitter, or lead a spoofing attack by generating a counterfeit
signal or by tampering the actual transmitted signal.

To counter these threats, a possible solution is to rely on cryptographic means. This
approach has however several limitations: many cryptography-based solutions have a
considerable computational cost, thus they may not be suited for many wireless appli-
cations, where we want to limit each user energy consumption, such as in an wireless
sensor network (WSN) used in Internet of things (IoT) context. Moreover, these solu-
tions often rely on computationally hard problems, such has RivestśShamirśAdleman
(RSA) algorithm [7] relying on the integer factorization problem or the Diffie-Hellman
algorithm [8] on the discrete logarithm problem. These are in fact both nondetermin-
istic polynomial (NP) problems: however, quantum cryptography algorithms, such
as the Shor’s algorithm [9], allows these problems to be solved in a bounded-error
quantum polynomial (BQP) time.

Physical-layer security (PLS) techniques are instead able to counteract these issues:
the security of these rely on the channels characteristics themselves thus, during the
veriőcation process, no additional computation is needed, hence they are particularly
suitable in networks with communication or computing constraints. For a formal
overview of PLS based techniques, refer to [10]. Moreover, PLS mechanisms are also
unconditionally secure, i.e., "[...] a system which can resist any cryptanalytic attack, no
matter how much computation" [8]. For these reasons, PLS are also quantum resistant,
since they can withstand quantum computing attacks, such as the ones based on Shor’
algorithm.

PLS approaches have been considered both for authentication and other security
primitives, such as key generation. Physical layer authentication relies on the collection
of channel characteristics (e.g., features of the channel impulse response) to tell apart
transmissions by legitimate network members from transmissions by an impersonating
attacker. Physical layer-based secret key generation protocols rely on (correlated)
observations of the channel to compute a secret key.

Since theses techniques rely on the channel model, it may be complex to generalize
solutions and each context must be separately analyzed. This Thesis will focus on
authentication for global navigation satellite system (GNSS) and underwater acoustic
network (UWAN). GNSS services are used to provide positioning and timing. However,
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these services do not (necessarily) rely on the data content of GNSS: for instance, in
snapshot positioning mode a GNSS receiver compute the position, velocity, and time
(PVT) solution without performing neither signal tracking nor data demodulation. In
this context, cryptographic techniques only indirectly protect the users from spooőng
attacks: by making the data signature unpredictable, it is hard for the attacker to
guess the correct symbol to be used within the spooőng signal. However, as we will
describe more in detail in the next Sections, cryptography-based mechanisms are
vulnerable to many attacks, such as meaconing, where the attacker simply delays the
whole signal, e.g., by using a simple signal repeater, or the security code estimation
and replay (SCER) attack, where the attacker estimate the symbol from the legitimate
broadcast signal. GNSS providers are proposing signal-level authentication by using
spreading code encryption (SCE) or spreading code authentication (SCA), where the
whole signal spreading code or part of it, is signed and therefore unpredictable. Still,
signal level authentication techniques have several limitations. First, they trade the
authentication capabilities with performance and availability: for instance, by using a
SCE scheme a receiver that does not have the actual spreading code cannot perform
positioning; secondly these mechanisms are designed to provide a periodic (and delayed)
veriőcation of only a subset of the typically used pseudoranges: indeed, limiting the
set of usable signals may lead to issues in terms of availability and accuracy. In the
GNSS context the effort of this Thesis is to improve the current state of art in signal
level authentication, dealing with all the aforementioned issues.

Then the problem of physical layer authentication for UWANs was tackled. Un-
derwater acoustic channels (UWACs) are known to decorrelate easily in space, and to
have a limited time coherence [11,12]; thus, by extracting relevant channel features
from the statistics of the channel, it is possible to distinguish a packet transmitted by a
legitimate transmitter from the one sent by a potential attacker. Indeed, by combining
the classiőcation results for the checks of several (trusted) cooperating sensors, it is
possible to improve the overall classiőcation procedure. In this underwater commu-
nications context, the effort was to study the impact of the several aspects on the
classiőcation procedure: the availability of the attacker channel’s observations during
the training phase; how the amount of information shared by each user inŕuences the
overall authentication process; how to tackle the problem of authentication for time
varying channel, e.g., when the transmitter is mobile. In the next Section a detailed
description of each contribution is provided to the reader.

1.1 Contributions

This doctoral Thesis is based upon on the research work done during three years of
Ph.D. studies. In this Section a brief description of the research activity is presented,
also including projects and papers that did not őnd room to be presented in this
Thesis. During my Ph.D., I joined the following projects.

More GNSS Open Service Signal Integrity Protection and Authentication
at the Physical Layer (MORE GOSSIP) This project funded by the European
Space Agency (ESA), focused on the authentication and integrity protection of GNSS
Open Service; I joined the project on its őnal phase, helping with the implementation
of the Galileo and GPS signal generator and software receiver. I was mainly involved
on the design and the implementation of network aided authentication protocol and
the message scheduling strategies, that will be described in respectively in Chapter 2

and 5.
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Position Authenticated Tachograph for OSNMA Launch (PATROL) This
project was funded by the European GNSS Agency (GSA) (now European Union
Agency for the Space Programme (EUSPA)) to aid development, supply, and testing of
a Galileo open service navigation message authentication (OSNMA); my contribution
has been to statistically characterize the performance of mass-market clocks used in
commercial GNSS receivers. All the currently proposed authentication protocols (e.g.,
OSNMA) relies on an autonomous source of timing: thus, the task was to investigate
how long a clock used in a typical GNSS receiver, usually a temperature-controlled
crystal oscillator (TCXO), can be considered to be reliable. A őrst part of the results
was published in [13].

Position Navigation and Timing Cyber-Response Center (PNT-CRC) The
aim of this ESA-funded project is to provide a service that would allow to test the
security performance of GNSS receivers against attacks such as jamming and spooőng.
I was involved in the last part of the project, focusing on the design of the models and
the tests. A őrst batch of results has been presented in [14].

VIrtualization and Remotization for Resilient and Efficient Manufacturing
(VIR2EM) , This project is funded by Regione Veneto. In this context, we proposed
a robust and secure authentication protocol which relied only on Galileo commercial
authentication service (CAS) authenticated feature to provide a secure and robust
timing service. Results have been published [15] and will be presented in Chapter 4.

NATO SAFE U-COMM The task of the project is to investigate and develop
authentication and secret key generation protocols for UWAC. I was involved in
both on the secret key generation and authentication: for the őrst, we proposed a
protocol for UWAN where two users exploit a UWAN to generate a secret key, by
broadcasting messages, and using the measured round-trip delay as source of (correlated)
randomness [16]. For UWAC authentication, we proposed several strategies [17ś19]
where a user exploit the channel features measured by sensors in a UWAN to distinguish
between legitimate and attacker transmission. The results for the authentication, will
be presented in Chapter 6.

Additionally, I spent a six months period abroad as a visiting scientist at European
Space Research and Technology Centre (ESTEC) in Noordwijk (NL). My research
activity focused on PVT assurance techniques: by relying on authenticated signals as
anchors, we enlarge the set of trusted signals, obtaining a trusted and more accurate
PVT solution. Part of the result have been presented in [20] and will be discussed in
Chapter 3.

1.2 Thesis Outline

The Thesis is structured as follows:

- Chapter 2 őrst outlines the main solutions for GNSS SCE and SCA; next, it
presents the proposed network aided Signal Level Authentication technique
proposed in the context of MORE GOSSIP, proposing a generalized likelihood
ratio test (GLRT) for the authentication. Moreover, we analyzed and tested the
performance of several attacks that may target any SCA (or SCE) scheme.

- Chapter 3 presents the strategy on PVT assurance, relying on authenticated
signals to enlarge the test of trusted signals that may be used for position
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navigation and timing (PNT). The performance of the proposed checks is tested
also by using an experimental dataset.

- Chapter 4 discusses the secure timing protocol proposed for VIR2EM, which rely
only on CAS and OSNMA authenticated feature to provide timing. To provide
an additional security layer, we propose several security checks, based either on
clock monitoring or on innovation testing.

- Chapter 5 presents the results for the GNSS message scheduling, considering
both single and multiple-round message scheduling.

- Chapter 6 describes the solution for authentication for UWAN, relying on machine
learning (ML)-based solution for distinguishing legitimate user from the attacker.
In particular, we discuss the problem of one-class versus two-class authentication;
the impact of a bottleneck in the communication among the sensors; how to
authenticate mobile users.

- Chapter 7 draws some conclusions of the work presented on this Thesis.

1.3 Summary of Notation

Authentication has been studied in the literature from its theoretical foundation as a
hypothesis testing problem [21,22]. Its general performance limits were investigated
in [23,24].

Thus, in all the considered contexts we will formulate the authentication problem
under the framework of hypothesis testing. Considering the received signal \varphi , we
formulate the authentication problem as a binary hypothesis test, where the two
hypotheses are:

- \scrH 0 (legitimate): \varphi was transmitted by the legitimate user, namely, Alice and,

- \scrH 1 (non legitimate): \varphi was not transmitted by Alice.

Called \scrH \in \{ \scrH 0,\scrH 1\} the true class of the received signal, the decision that the receiver,
namely Bob, makes based on the observations is \^\scrH \in \{ \^\scrH 0, \^\scrH 1\} .

We account for two cases of misclassiőcation, i.e., false alarms (FAs), where the
transmitter considers a signal transmitted by Alice as fake, and missed detections
(MDs), where Bob considers a signal from the attacker, Eve, as legitimate. The FA
probability is deőned as p\mathrm{F}\mathrm{A} = \BbbP ( \^\scrH = \scrH 1| \scrH = \scrH 0) and the MD probability is deőned
as p\mathrm{M}\mathrm{D} = \BbbP ( \^\scrH = \scrH 0| \scrH = \scrH 1).

Throughout this Thesis, lowercase boldface letters denote vectors (e.g., \bfitx ); boldface
capital letters matrices (e.g., \bfitX ); lowercase medium letters denote instead variables.
Vectors are column vectors unless otherwise speciőed. Finally we denote a x \sim \scrN (\mu , \sigma 2)
a Normal (Gaussian) random variable (r.v.) with mean \mu and variance \sigma 2 and as
x \sim \scrU ([a, b]) a Uniform r.v. in the (closed) interval [a, b].
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Chapter 2

Signal Level Authentication

Techniques for GNSS

2.1 Introduction

In recent years, GNSSs are acquiring a key role for positioning, navigation, and timing
services in multiple őelds, from telecommunications to transportation and őnancial
services. For example, also due to the progressive decrease in size and price, we often
őnd that GNSS receivers are commonly used in IoT scenarios for both basic positioning
and network synchronization. Moreover, most GNSSs also provide additional services
like the Galileo search and rescue service (SAR). On par with this growth, there is also
a rise on the number of works showing that it is feasible to implement effective spooőng
attacks even by using inexpensive software-deőned radios, e.g., in [25]: hence an attacker
would be able to spoof a legitimate user, forcing him to go on a unwanted location, or
even to self-spoof [26], e.g., for cheating a speed limit on a smart tachograph. Hence
GNSSs need to be paired with authenticity and integrity protections mechanisms
that offer protection against spooőng attacks with a minor impact on the overall
performances.

Two main paradigms for GNSS anti-spooőng techniques are data-level security
and signal level security. Data-level security mechanism are cryptographic techniques
that make the message unpredictable making it hard for the potential spoofer to
predict exactly the data symbol. The receiver is then able to distinguish between
legitimate and spoofer signal during data demodulation. Thus, data-level security does
not directly impact signal acquisition and tracking1. Still, data-level mechanisms do
directly protect the signal features that are used for navigation and may be vulnerable
to attack such SCER.

On the other hand, both SCA and SCE provide security at signal level, respectively
watermarking or totally encrypting the pseudorandom noise (PRN) spreading code:
attacks like SCER has limited success against these techniques. Different examples of
schemes based on signal level security can be found in [28ś32]. On the other hand,
some of these techniques may have an impact on both acquisition and tracking, leading
to a possible signal degradation for users that do not know the secure PRN in advance.

In this chapter, we describe a general framework for signal-level protocols, where
the information necessary for the receiver to verify the signal authenticity, that we call
share, is distributed to each user via a secure side channel with limited rate yet with
higher rate than the GNSS, typically a wide area network: in principle, the amount
of distributed information will depend on the receiver conditions, (e.g., carrier-to-
noise ratio, C/N0). Hence distinct information shares will be distributed to different
receivers. More in detail, we propose two modes, the simultaneous authentication

1For the basics operations of a GNSS receiver and its implementation refer to [27].
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2.2.1 Data-Level Security: OSNMA

Navigation message authentication (NMA) techniques aim to ensure the authenticity of
the content of the navigation messages, providing the user with the integrity protection
of data. Among these techniques, OSNMA is the data authentication function for the
open Galileo E1B signals [34,35] in which the message transmitted by the satellites
is interleaved with authentication data generated through broadcast authentication
protocol timed-efficient stream loss-tolerant authentication (TESLA) [36], suitably
adapted for optimal transmission via Galileo [37, 38]. In particular, the OSNMA data
will be transmitted in the (currently called) Reserved 1 I-NAV message őeld [39]. Thus
on each page 40 \mathrm{b}\mathrm{i}\mathrm{t}\mathrm{s} are provided for OSNMA. Among these 32 \mathrm{b}\mathrm{i}\mathrm{t} are reserved for
the digital signature message (DSM) while the last 8 \mathrm{b}\mathrm{i}\mathrm{t} will be used for the message
authentication code (MAC). The TESLA protocol employs a one-way chain shared
by Galileo satellites with a public root key. The keys in the chain are used in reverse
order to generate MACs. Keys are then shared (always in reverse order) in broadcast
mode with a delay of a few seconds. The receiver can verify the MACs as soon as it
becomes aware of the key.

As mentioned at the start of the chapter, the advantage of both Navigation Message
Encryption (NME) and NMA techniques is that it provides security against generation
attacks without having a direct impact on the receiver performance: this means that,
for instance receiver that do not use OSNMA can still perform navigation and timing
as if OSNMA was not enabled by the system.

One the other hand, data-level mechanism can still be targeted by SCER attacks:
since in GNSS the data rate at which the message bits are transmitted is much lower
than the chip rate, an attacker with a sufficiently high C/N0 can estimate the data
before the legitimate receiver and use the estimation in the forged signal itself. On
the other hand, as we will discuss in Section 2.6.4, signal-level mechanism cannot be
targeted by SCER-like attacks, unless the same signature is used multiple times.

2.2.2 Ranging-Level Security: CHIMERA and CAS

SCA and SCE techniques have been proposed for military and civilian use. Focusing
on public signals, a SCE approach was proposed in [40]; a similar SCA technique was
proposed in [28], where short sequences called spread spectrum security codes (SSSCs)
were interleaved with the public spreading code.

For GPS, CHIMERA was proposed: this mechanism works both on data and
ranging level. Navigation message data are protected by a digital signature while signal
ranging are instead protected by using watermarking techniques, thus authentication
markers are placed within the L1 C/A spreading code. By using CHIMERA, a receiver
checks the authenticity of the signal by verifying if the chips of the received signal have
the correct polarity. CHIMERA envisions both a slow and a fast authentication mode.
In the former, the authentication markers are disclosed in the navigation messages
itself, therefore the receiver must receive the whole messages before verifying the code
(3\mathrm{m}\mathrm{i}\mathrm{n}). With the fast authentication mode, the receivers rely on out of band signals
to receive the markers, thus the authentication can be accomplished every 6 \mathrm{s}.

Galileo CAS was recently proposed: in particular, assisted commercial authen-
tication service (ACAS) was presented in [41, 42]. This authentication mechanism
works jointly with OSNMA, using the OSNMA keys to generate the digital signature.
ACAS is a SCE mechanism, therefore the E6C PRN spreading codes are neither
short nor periodic sequences, but are generated by the system as a stream, known as
encrypted code sequence (ECS). Part of the ECS is re-encrypted using the TESLA
keys employed by the OSNMA protocol, and disseminated with the E1 open signal,
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Symbol Definition

K Long-term secret used for the secure RNG
z Index of the random sequence used to sign the code
si Shares received by user i

T\mathrm{c} Chip duration (e.g for Galileo T\mathrm{c} \approx 1\mu s)
T\mathrm{s} Signed code duration
T\mathrm{w} Window duration of the MA őlter
Ri Side information rate for the user i

k # of chips ŕipped on system side
k\prime i # of indexes to be ŕipped by user i
k\prime \prime # chips ŕipped by the attacker
\rho Fraction of code ŕipped on system side
\xi Errors introduced by user i

L Signed code length
\bfitc 0 Open, i.e., publicly-known, spreading code
\bfitc Signed spreading code
\bfitc \prime i Spreading code signed by user i
\bfitc \prime \prime Attacker spreading code

\bfitu Signature, system side
\bfitu \prime 
i Signature, user i

\bfitu \prime \prime Signature, attacker

\bfitx 0(t) Open signal
\bfity (t) Signed Signal, system side
\bfitx \prime 
i(t) Signed signal, user i

\bfitx \prime \prime (t) Signal signed by the attacker

2.4 System Model

We start by modeling the GNSS open signal transmitted by satellite s as

x0(t) = dmc0,\ell \mathrm{c}\mathrm{o}\mathrm{s}(2\pi f0t+ \varphi 0) ,with t \in [mT\mathrm{s}, (m+ 1)T\mathrm{s}] \cap [\ell T\mathrm{c}, (\ell + 1)T\mathrm{c}] , (2.1)

where

- dm is the mth messages data symbol with symbol period T\mathrm{s};

- c0,\ell \in \{  - 1, 1\} is the \ell th chip of open PRN spreading code. The PRN c0 \in 
\{  - 1, 1\} L has chip period T\mathrm{c} \ll T\mathrm{s} and is composed by L chips;

- f0 and \varphi 0 are carrier frequency and phase, respectively.

For ease of reading, we consider a binary phase shift keying (BPSK) modulation: still,
it is straightforward to extend this analysis to more complex signal modulations and
models, e.g., including the binary offset carrier (BOC).

From the system side, either at the ground segment or at the space vehicle (SV),
a secure random number generator (RNG), driven by a long-term secret key or seed
K, outputs a random sequence \scrZ that will be used to generate a time-varying and
unpredictable signature over the PRN code \bfitc 0, for each considered SV. The resulting
signed code, \bfitc , replaces the open code \bfitc 0.
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Figure 2.3: General abstract signal processing model for network
aided GNSS signal verification: (A) transmitter and (B) receiver.

From the same random sequence z, a share selection procedure will yield a random
share si, speciőcally targeted to receiver i with a lower information rate than z. The
share will then be delivered securely to user i across the network and used to compute
the partially signed codes \bfitc \prime i. It is crucial that the share si does not allow to recover,
even partially, the long-term secret K, nor to predict future values of the random
stream z, as this would give receiver i the capability to conduct a successful forging
attack onto other receivers in the future. For this reason, we require a Markovian
relationship k \rightarrow z \rightarrow si, in that si must be independent of k given z. A summary of
the scheme is modeled in Figure 2.3 where the binary output \^b represents the output
of the signature veriőcation process.

We model the channel between SV and the GNSS receiver as an additive white
Gaussian noise (AWGN) channel. A receiver will then obtain signal y(t), which is the
superposition of the signals broadcast by each SV. After acquisition and tracking, the
authenticity of each signal is assessed using the proposed signal veriőcation function.

We assume a (possibly) loose time synchronization between transmitter and re-
ceiver2. Hence, considering the part of the signal x(t) signed with code \bfitc , when the
receiver obtains \bfitc \prime i it also knows the corresponding part of the signal y(t) that has to
be authenticated with that speciőc share.

As in ACAS, to download the shares, each user, i, has to be provided with an
authenticated and integrity protected connection to the ground station server (e.g.
through a transmission control protocol (TCP)/internet protocol (IP) connection),
with side information rate at least equal to Ri.

No further assumption is done about the receiver. Moreover, no form of NMA
protection on dm is considered, essentially assuming the data bit is deterministic:
still, our scheme is not alternative but complementary to NMA, therefore it would be
possible to have both schemes working at the same time.

The protocol’s parameters are

2Note that the same assumption is in place for both ACAS, OSNMA, and CHIMERA.
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• the signature renewal period, i.e., how often a new signature, \bfitc , is generated

T\mathrm{r} = nLT\mathrm{c} , n \in \BbbN 0 ; (2.2)

• the signature rate

R\mathrm{s} =
1

T\mathrm{r}
H(z) ; (2.3)

• the side information rate for the user i

Ri =
1

T\mathrm{r}
H(si) ; (2.4)

• the fraction of the code flipped by the transmitter

\rho =
k

L
; (2.5)

• the fraction of code that the receiver flips using its own share, si,

\gamma i =
d\mathrm{H}(\bfitc 

\prime 
i, \bfitc 0)

L
=
k\prime i
L

; (2.6)

• since, in general s \not = si, the errors introduced by the scheme in the PRN are

\xi =
d\mathrm{H}(\bfc 

\prime , \bfc )

L
. (2.7)

Given a threshold \lambda , we introduce the false alarm and the missed detection proba-
bilities respectively as, the probability of rejecting a legitimate signal and accepting a
tampered one. Thus, the performance of the scheme will be evaluated considering the
error probability

p\mathrm{e} = \mathrm{i}\mathrm{n}\mathrm{f}
\lambda 

(p\mathrm{F}\mathrm{A}(\lambda ) + p\mathrm{M}\mathrm{D}(\lambda )) , (2.8)

and the detection rate

R\mathrm{d} = \mathrm{l}\mathrm{i}\mathrm{m}
L\rightarrow \infty 

1

nLT\mathrm{c}
\mathrm{l}\mathrm{o}\mathrm{g}1/2 p\mathrm{e} . (2.9)

2.5 Formulation of the protocol

In this Section, we describe in detail each step of the authentication protocol. Two
alternative modes are considered

Delayed authentication each share si is distributed after the GNSS signal block to
be authenticated has been received by all the veriőers; the receivers must be able
to perform all the operations required for the PVT even by using the public \bfitc 0
code.

Simultaneous authentication each share si is distributed in advance therefore it
can be used for tracking and demodulation of the signed signal. It is important
for shares distributed to distinct receivers to be sufficiently diverse: this prevents
receiver i holding share si from learning signiőcant information about share sj
and obtaining an advantage to attacking receiver j. This is accomplished by
generating the shares randomly and independently of each other and by using
the obfuscation strategy, described in the latter Sections.
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Figure 2.4: Signal processing representation of the verification pro-
tocol for the delayed (A) and the simultaneous authentication (B)

modes.

A general signal processing abstraction model for the problem is illustrated in
Figure 2.4.

In the next Section, we will analyze the scheme block by block.

2.5.1 Code Signatures

We split the open code \bfitc 0 into blocks of length L. We employ the one-time pad (OTP)
as signature function. Deőned \bfitu \in \{  - 1, 1\} L as the bit string associated to index z,
the signature function is

\bfitc = S(\bfitu , \bfitc 0) = \bfitu \odot \bfitc 0 , (2.10)

where \odot is the element-wise product. Notice that, the set \{  - 1, 1\} with the \odot operation,
is a group equivalent to the binary group \{ 0, 1\} with the XOR operation. Thus, this is
indeed still a OTP.

The same operation is executed by the receiver to retrieve \bfitc \prime by using the index si,
by replacing \bfitu \prime \in \{  - 1, 1\} L to \bfitu in (2.10).
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2.5.2 Signal Generation & Share Selection

The signed signals are generated as in (2.1), swapping each open code chip c0,\ell , the
one signed by the system as in (2.10), c\ell .

Concerning the share selection block in the delayed authentication mode si, the
share to be delivered to the user i, is picked randomly among the

\bigl( 
k
k\prime 

\bigr) 
possible

combination of indexes. Notice that, as discussed in [44], this is a sub-optimal strategy
in terms of trade-off between code entropy and correlation loss; however, it still achieves
good performance, and it is easier to implement than the optimal strategy.

In the simultaneous authentication mode, the previous strategy may be threatened
by internal code attacks (see Section 2.6) where the attacker exploits its own (legitimate)
share to forge a new signal. To counter this we consider an obfuscation strategy: the
share si still contains k indexes of chip to be ŕipped, but only k\prime  - k\prime \prime among them
correspond to chips indexes actually ŕipped by the transmitter. This allows to increase
the diversity between each share pair: in Section 2.7.2 we will show that, even with a
low value of k\prime \prime , we are able to successfully detect internal code attacks. An additional
countermeasure to this class of attacks is to optimize the share distribution at the
network side assuring that, for instance, receivers close to each other obtain shares as
different as possible. Such analysis however is out of the scope of this work.

2.5.3 Acquisition, Tracking & Decoding

A detailed description of these operations can be found in [2, 27]: these allow the
receiver to estimate carrier frequency \^f0, code phase \^\varphi 0 and data \^d from each SV
signal.

In the delayed authentication mode, the receiver has to perform acquisition and
tracking on the signed signal using the open code \bfitc 0: however, as we show in Appendix
A.1, processing the signal using a PRN \bfitc i where a fraction \xi of the chips does not have
to correct polarity, is equivalent to perform the correlation between a correct PRN,
i.e., with \bfitc i,\ell = \bfitc i,\ell , \forall \ell and a signal with an additional noise variance

\sigma 2\mathrm{l}\mathrm{o}\mathrm{s}\mathrm{s},\mathrm{d}\mathrm{B} =  - 20 \mathrm{l}\mathrm{o}\mathrm{g}(1 - 2\xi ) . (2.11)

Thus, in the delayed authentication mode we have a trade-off between security and
availability: longer signatures improve the security but make it harder to acquire.

2.5.4 Verification Function

First, the receiver exploits the estimate \^f0, code phase \^\varphi 0, data \^d and the signed code
to compute the local replica

x\prime i(t) =
\^dc0,\ell \mathrm{c}\mathrm{o}\mathrm{s}

\Bigl( 
2\pi \^f0t+ \^\varphi 0

\Bigr) 
, t \in [\ell T\mathrm{c}, (\ell + 1)T\mathrm{c}] (2.12)

For the sake of clarity, we break y(t), x0(t) and x\prime i(t) into chunks \bfity , \bfitx 0 and \bfitx \prime 
i

corresponding respectively to codes \bfitc , \bfitc 0 and \bfitc \prime i. Hence, to verify the signature, the
receiver performs the GLRT against the class of all attacks where the transmitted
signal is a linear function of the GNSS signal, computed using the open spreading
code, obtaining

GLRT : \mathrm{m}\mathrm{i}\mathrm{n}
\alpha 
\| \bfity  - \alpha \bfitx 0\| 2  - 

\bigm\| \bigm\| \bfity  - \bfitx \prime 
i

\bigm\| \bigm\| 2 \lessgtr \lambda , (2.13)

where \lambda is a suitably chosen threshold, and the signal is declared authentic if the ł>ž
sign holds, forged if the ł<ž holds. The test of Eq. (2.13) can also be compactly
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written as

GLRT : 2Ex\prime y  - Ex\prime  - 
E2

x0y

Ex0

\lessgtr \lambda . (2.14)

with the signal energies Ex\prime =
\sum L - 1

\ell =0 [x
\prime 
\ell ]
2 (or Ex0

) and cross energies Ex\prime y =
\sum L - 1

\ell =0 x
\prime 
\ell y\ell 

(or Ex0y) computed over the L-chip observed block. It is easy to prove that the minimum
in (2.13) is achieved when \alpha  \star = Ex0y/Ex0

.

Observe that, besides having a sound analytical basis, this test is a more consistent
veriőcation than a simple threshold on the cross energy (correlation peak) value, | Ex\prime y| :
the correlation may be thwarted by transmitting an over-ampliőed signal. Equivalently,
even a threshold on the cross energy difference Ex\prime y  - Ex0y

is not reliable: the attacker
could simply use as the ŕipped code  - c0.

In the following, we derive the relation between the GLRT and the protocol
parameters considering both noiseless and AWGN scenarios.

Noiseless scenario In this Section, we consider a noiseless (ideal) scenario. As
pointed out in the previous section, the attacker does not gain any advantage in
overampliőng the signal: thus, without loss of generality we assume that all the signals
have the same energy, i.e., Ey = Ex = Ex0

,

Proposition 1. In the noiseless scenario, the GLRT of (2.14) is equivalent to the test

\vargamma \mathrm{i}\mathrm{d}\mathrm{e} \triangleq \rho (1 - \rho ) - \xi \lessgtr \lambda 

4Ex0

= \lambda (2.15)

where \xi and \rho coefficients represent respectively the energy loss due to the differences
between the codes used by transmitter and verifiers.

Proof. Under these assumptions, the cross energies can be written as

Ex\prime y = Ey(1 - 2\xi ) (2.16)

Ex0y = Ey(1 - 2\rho ) , (2.17)

Thus, (2.14) is equivalent to

2Ex\prime y  - Ex\prime  - 
E2

x0y

Ex0

= 4\rho (1 - \rho )Ex0
 - 4\xi Ex0

\lessgtr \lambda . (2.18)

By normalizing over the energy of the signals, we get (2.15).

This formulation directly relates veriőcation performance to protocol parameters:
for instance, the FA probability is

p\mathrm{F}\mathrm{A} = P (\vargamma < \lambda | \scrH 0) = P ( - \rho 2 + \gamma < \lambda ) , (2.19)

where we used the fact that, neglecting obfuscation, it holds \xi \mathrm{l}\mathrm{e}\mathrm{g} = \rho  - \gamma . Of course,
in the noiseless scenario, the result is deterministic: still, this shows that even in the
ideal scenario there is a lower bound on the side information rate.

AWGN scenario Now, we extend the results of Proposition 1 to the AWGN scenario.

Proposition 2. In the AWGN scenario, the GLRT of (2.14) is equivalent to the test

\vargamma \triangleq 4L\rho (1 - \rho ) - 4\xi L - \sigma 2\eta 22 + 4\sigma 
\surd 
L
\sqrt{} 
\gamma  - 2\rho \gamma + \rho 2 \eta 1 \lessgtr \lambda . (2.20)
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where \eta 1, \eta 2 \sim \scrN (0, 1).

Proof. Proof in Appendix A.2.

The GLRT is now composed of two parts: the őrst is deterministic and common with
(2.18); the second is probabilistic and can be modeled as a generalized \chi 2 distribution
(i.e., the sum of a \chi 2 and a Normal r.v.). Notice that, in Section 2.7.1, we will show
that the Normal component is the dominant one. Hence, called \vargamma n the result of the
nth GLRT, collecting the results of N tests and averaging it will hold

\mathrm{l}\mathrm{i}\mathrm{m}
N\rightarrow \infty 

1

N

N - 1\sum 

n=1

\vargamma n \approx \vargamma \mathrm{i}\mathrm{d}\mathrm{e} . (2.21)

A practical implementation of this strategy uses a moving average (MA) őlter:
this allows the receiver to dynamically increase the size of the sliding window, N , to
obtain a more reliable veriőcation even in low C/N0 conditions. Thus, knowing that
the metric in the AWGN scenario converges to the one in the noiseless scenario, we
can focus on the őrst, simpler, metric.

2.6 Attack strategies

In this Section, we consider the possible attacks that may target a GNSS receiver
evaluating the performance of the detection scheme under those attacks. First, we call
x\prime \prime (t) the forged signal, that will be processed by the legitimate transmitter in chunks,
\bfitx \prime \prime . To generate it, the attacker has to pick a counterfeit string \bfitc \prime \prime \in \{  - 1, 1\} L, or
equivalently a binary string \bfitu \prime \prime to give as input to the code signature function (2.10).

We consider the following attacker strategies:

Open code attack: the attacker forges the signal using \bfitc \prime \prime = \bfitc 0 as spreading code,
i.e., \bfitu \prime \prime = \{ 1\} L;

Flipped open code attack: the attacker use the ŕipped version of the open code,
i.e., \bfitu \prime \prime = \{  - 1\} L;

Independent code attack: the attacker tries to guess the code that will be used by
the receiver, picking randomly one out the possible

\bigl( 
L
k\prime i

\bigr) 
combinations of indices;

Internal code attack: in the simultaneous authentication mode, each receiver ob-
tains a share out of the

\bigl( 
k
k\prime 

\bigr) 
possible ones before acquisition and tracking, therefore

it can exploit its own share sj to forge the spoofed signal, i.e., \bfitu \prime \prime = \bfitu j ;

SCER: the attacker observes y(t) and tries to estimate \bfitc collecting energy from each
observed chip by considering a maximum a posteriori criterion (MAP) criterion.
Indeed, this attack is effective only if the same signature code is used more than
once.

Notice that there is no a priori optimum attack since the optimal strategy is related
to the particular scenario or to the resources available to the attacker. For instance, if
the attacker has low C/N0 or, equivalently T\mathrm{r} \approx LT\mathrm{c}, it will not be possible to lead an
effective SCER attack.

In the next sections, we will model in detail each attack by using the parameters \rho 
and \xi . This will allow us to analytically estimate the performance of the veriőcation
in the under-attack condition, by using (2.15) and (2.20).
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2.6.1 Open and Flipped Open Code Attack

We start modeling the open and ŕipped open code attacks, where we have respectively
\bfitu \prime \prime = \{ 1\} L and \bfitu \prime \prime = \{  - 1\} L. In the őrst case the fraction of ŕipped chips (2.5) is
\rho \mathrm{o}\mathrm{p}\mathrm{e}\mathrm{n} = 0 while the metric in the noiseless case (2.15) is

\vargamma \mathrm{o}\mathrm{p}\mathrm{e}\mathrm{n} = \rho \mathrm{o}\mathrm{p}\mathrm{e}\mathrm{n}(1 - \rho \mathrm{o}\mathrm{p}\mathrm{e}\mathrm{n}) - \xi \mathrm{o}\mathrm{p}\mathrm{e}\mathrm{n} =  - \xi \mathrm{o}\mathrm{p}\mathrm{e}\mathrm{n} ==  - d\mathrm{H}(\bfitu 
\prime \prime ,\bfitu i)

L
=  - k

\prime 

L
=  - \gamma , (2.22)

hence the code used by the attacker differs from the one used by the receiver by just
k\prime chips. Conversely, for the ŕipped open code, we have \rho fl\mathrm{i}\mathrm{p} = 1 and

\vargamma fl\mathrm{i}\mathrm{p} =  - \xi fl\mathrm{i}\mathrm{p} =  - 
\biggl( 
1 - k\prime 

L

\biggr) 
=  - (1 - \gamma ) . (2.23)

This means that the attacker always guesses wrong exactly L - k\prime chips. The aim of the
attacker is to maximize \vargamma : we conclude that the open is better than the ŕipped open
code attack if the signature is shorter than half the size of the code, i.e., if k\prime < L/2
or, equivalently, \gamma < 1/2.

2.6.2 Independent Code Attack

The attacker randomly generates \bfu 
\prime \prime , hoping it to be close as possible to \bfitu i, i.e., to

achieve a low value of d\mathrm{H}(\bfitu 
\prime \prime ,\bfitu i). Let us call X the r.v. modeling the number of chips

correctly guessed by the attacker. The distribution of X is then

P (X = \ell ) =

\bigl( 
k\prime 

\ell 

\bigr) \bigl( 
L - k\prime 

k\prime  - \ell 

\bigr) 
\bigl( 
L
k\prime 

\bigr) . (2.24)

Interestingly, the attacker is not interested in guessing all the k indexes picked by the
system, but just the k\prime indexes contained in the share si used by the receiver, therefore
\rho \mathrm{i}\mathrm{n}\mathrm{d} = k\prime /L = \gamma . Indeed, ŕipping more chips than necessary, lead to a lower success
probability. The metric under attack is then

\vargamma \mathrm{i}\mathrm{n}\mathrm{d} =  - \gamma 2  - \gamma + 2
X

L
(2.25)

2.6.3 Internal code Attack

This attack can only target the receiver in the simultaneous authentication mode.
The idea is that the malicious user j exploits share sj to generate the counterfeit
signal. Indeed, the higher the side information rates Ri and Rj are, the higher is the
probability that share sj and si, used instead by the legitimate user, are similar.

This attack can be modeled similarly to the independent code attack: deőned as
Y the r.v. modeling the number of chips common to both transmitter and receiver,
neglecting the obfuscation, it yields

P (Y = \ell ) =

\bigl( 
k\prime 

\ell 

\bigr) \bigl( 
k - k\prime 

k\prime  - \ell 

\bigr) 
\bigl( 
k
k\prime 

\bigr) . (2.26)

thus, it holds

\vargamma \mathrm{i}\mathrm{n}\mathrm{t} =  - \gamma 2  - \gamma + 2
Y

L
(2.27)
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Notice that (2.25) and (2.27) are identical but the distributions of X and Y are
different.

The threat of the internal code attack is mitigated by using the obfuscation
strategy. The idea is that, by using the obfuscation, we are adding some degree of
uncorrelatedness to each share, thus, with high probability, the k\prime \prime addition (wrong)
chips given to the attacker will be different from the k\prime \prime chips obtained instead by the
legitimate receiver. In Section 2.7.2 we will show how the obfuscation impacts the
performance of the internal code attack.

2.6.4 SCER Attack

We consider a scenario where the same signature is used for N consecutive periods,
i.e., with signature renewal period T\mathrm{r} > NLT\mathrm{c}, with N \in \BbbN 0. We assume the attacker
to be synchronized with the code and able to perform acquisition, tracking, and data
demodulation.

Thus, the attacker has at disposal N periods of code to correctly estimate \bfitc from
the received signal. We now compute the probability that the polarity of the \ell th chip
is not correctly estimated by the attacker, P\mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}(N).

Considering an attacker processing the signal in baseband, with data symbol d
publicly known, the results of the correlation between the noisy signal and open code
after N periods is, for the \ell th chip,

r\ell (N) =

N\sum 

n=1

c\ell c0,\ell +

N\sum 

n=1

\eta nc0,\ell = Nc\ell c\ell ,\mathrm{o} +

N\sum 

n=1

\eta nc0,\ell , (2.28)

which is Gaussian r.v. with r\ell (N) \sim \scrN (Nc\ell c\ell ,0, N\sigma 
2).

Next, after collecting energy from N consecutive periods, the \ell th chip is estimated
as

u\prime \prime \ell =

\Biggl\{ 
 - 1 if r\ell (N) < 0

1 if r\ell (N) \geq 0
. (2.29)

Hence, the probability that the attacker guesses the chip wrong, is

P\mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}(N) = P
\bigl( 
r\ell (N) < 0 | c\ell = c0,\ell 

\bigr) 
= P

\bigl( 
r\ell (N) > 0 | c\ell \not = c0,\ell 

\bigr) 
. (2.30)

Now, we can model the SCER attack as we have done for the previous attacks: calling,
for compactness, \xi = P\mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}(N) = p, we get

E[\rho \mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}] = \rho \mathrm{l}\mathrm{e}\mathrm{g}\mathrm{i}\mathrm{t}(1 - 2p) + p (2.31)

E[\xi \mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}] = \rho \mathrm{l}\mathrm{e}\mathrm{g}\mathrm{i}\mathrm{t}(1 - 2p) - \gamma (1 - 2p) + p (2.32)

E[\vargamma \mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}] = E[\rho \mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}](1 - E[\rho \mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}]) - E[\xi \mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}] =

=  - \rho 2\mathrm{l}\mathrm{e}\mathrm{g}\mathrm{i}\mathrm{t}(1 - 2p)2  - p2  - 2\rho \mathrm{l}\mathrm{e}\mathrm{g}\mathrm{i}\mathrm{t}(1 - 2p)p+ \gamma (1 - 2p)
(2.33)

Notice that as P\mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}(N) \rightarrow 0, achievable when both N,T\mathrm{r} \gg 0, the attacker is
able to perfectly estimate the code: the counterfeit signal achieves in fact the same
performance as the legit signal.

Calling \delta =
\surd 
N/\sigma it holds that

P\mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}(N) =
1

2
\mathrm{e}\mathrm{r}\mathrm{f}\mathrm{c}

\biggl( \surd 
N\surd 
2\sigma 

\biggr) 
=

1

2
\mathrm{e}\mathrm{r}\mathrm{f}\mathrm{c}

\biggl( 
\delta \surd 
2

\biggr) 
. (2.34)
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For a őxed \sigma , the attacker can estimate how many periods of code, N , it has to observe
in order to obtain the desired P\mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}(N), high enough to overcome the \vargamma \mathrm{t}\mathrm{h} picked by
the receiver. Conversely, if T\mathrm{t}\mathrm{h} < NLT\mathrm{c} the attacker will not have time to forge a
signal with a code close enough \bfitc \prime .

In the next Section, we will show the correctness of this statistical model, comparing
the analytical results to the one obtained from our signal simulator.

2.7 Numerical Results

In this Section, we present the results for both statistical models, described in the
previous sections, and numerical simulations.

Regarding the numerical simulations, we implemented the authentication protocol
on both our signal simulator and our software receiver, running 15 000 \mathrm{s}imulations for
each considered scenario. Our simulator has already been used to test the other GNSS
attack and defenses, e.g., in [15,45]

We chose to run the simulations for the Galileo GNSS E1 signals and, to ease the
implementation, we considered L = L = 4092 chips, i.e., the length of a PRN sequence.

We őxed the sampling frequency to f\mathrm{s} = 4\mathrm{M}\mathrm{H}\mathrm{z} and assumed ideal acquisition
and tracking, thus focusing on the performance of the veriőcation check. We consider
each SV signal separately, i.e., neglecting the loss due to the cross-correlation between
different SV signals. A summary of chosen protocol parameters is reported in Table
2.1, for a renewal period T\mathrm{r} = LT\mathrm{c} = 4\mathrm{m}\mathrm{s}, i.e., generating a new signature after each
use. We remark that by increasing T\mathrm{r}, we can relax the constraint on the rates R
and Ri, which would decrease linearly with N , the number of PRNs with the same
signature; on the other hand, in such conditions also the SCER attack is expected to
be more effective. This trade-off will be discussed in Section 2.7.2.

We focused on the scenarios with C/N0 = 40dBHz, and C/N0 = 30dBHz: a
reasonable working condition for a GNSS receiver is within 35 - 45 dBHz [46], therefore
the considered values represent a typical and a harsh condition scenario (e.g., urban
canyon).

First, we verify the match between statistical models and data collected from the
signal generator. Next, we evaluated the performance of all the attacks modeled in
Section 2.6, for different scenarios and parameters, reporting both receiver operating
characteristic (ROC) curves and detection rates.

Table 2.1: Parameters used for the numerical results with T\mathrm{r} = LT\mathrm{c} =
4\mathrm{m}\mathrm{s} and L = 4092 \mathrm{b}\mathrm{i}\mathrm{t}.

Mode ki Ri

Delayed Authentication
k = 512 bit, R \approx 554.98 kbit/s

ki,1 = 128 bit Ri,1 \approx 204.19 kbit/s
ki,2 = 256 bit Ri,2 \approx 343.97 kbit/s
ki,3 = 384 bit Ri,3 \approx 458.11 kbit/s
ki,4 = 512 bit Ri,4 \approx 554.98 kbit/s

Simultaneous Authentication
k = 2046 bit, R \approx 1021.4 kbit/s

ki,5 = 1279 bit Ri,5 \approx 915.16 kbit/s
ki,6 = 1535 bit Ri,6 \approx 974.91 kbit/s
ki,7 = 1785 bit Ri,7 \approx 1009.4 kbit/s
ki,8 = 2046 bit Ri,8 \approx 1021.4 kbit/s
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independent and the internal code attack the result are not deterministic: for these
results, we reported mean and standard deviation (between parenthesis). We remark
that the obfuscation strategy was not employed. Indeed, the best attacks are those
that get the highest \vargamma values, getting as close as possible to the legitimate cases.
As expected, by increasing the share size ki, the metric value in the legitimate case
increases as well; conversely, for that attacks, \vargamma decreases, except for the internal attack:
indeed increasing side information rate means more information for the attacker to
exploit.

In the delayed authentication mode, the independent code attack outperforms the
open code attack. Instead, in the simultaneous authentication mode, the best is by far
the internal attack: this justify the use of the obfuscation strategy, that in this őrst
batch of results has not been employed, where we trade average correlation power in
the legitimate case for security against the most threatening class of attacks.

Table 2.2: Metric distributions obtained for the simultaneous and the
delayed mode considering different attacks and side information rates.
Between parenthesis the metric’s standard deviation. No obfuscation

strategy is in place.

Delayed Authentication Mode
ki,1 ki,2 ki,3 ki,4

Legit Signal 0.02 0.05 0.08 0.11
Open Code Att. -0.03 -0.06 -0.10 -0.13
Indep. Code Att. -0.02 (2.5 10 - 3) -0.05 (3.5 10 - 3) -0.08 (4.3 10 - 3) -0.11 (4.8 10 - 3)

Simultaneous Authentication Mode
ki,5 ki,6 ki,7 ki,8

Legit Signal 0.063 0.125 0.187 0.25
Open Code Att. -0.31 -0.38 - 0.44 -0.5
Indep. Code Att. -0.098 (0.01) -0.141 (0.01) -0.1911 (0.01) -0.25 (0.01)
Internal Code Att. -0.02 (7 10 - 3) 0.05 (6 10 - 3) 0.14 (3 10 - 3) 0.25

Figure 2.6 shows the achievable p\mathrm{e} in the delayed authentication mode as a function
of the MA őlter duration, T\mathrm{w}, for different C/N0 values and side information rates
Ri. For instance, to achieve p\mathrm{e} \geq 2 \cdot 10 - 3 at C/N0 = 30dBHz with T\mathrm{w} < 20ms, the
receiver has to have side information rate Ri \geq Ri,3 = 458.11 kbit/s.

Figures 2.7 and 2.8 highlight the effectiveness of obfuscation strategy in the
simultaneous authentication mode, comparing the results with k\prime \prime = 0 and k\prime \prime = 384 bit:
while the internal attack is still the most effective, the obfuscation strategy drastically
decreases the successful probability the attack. For instance considering the C/N0 =
30 dBHz scenario, without the obfuscation strategy it is not possible to get p\mathrm{e} < 10 - 2

in less than 0.5 s, with any side information rate; conversely, using the obfuscation, we
get p\mathrm{e} < 10 - 2 with T\mathrm{w} < 0.3 s and R\prime 

i > 1Mbit/s.

Figure 2.9 reports the detection rate R\mathrm{d} in the delayed authentication mode as
a function of the side information rate R\mathrm{i} for different MA windows sizes, T\mathrm{w}, and
C/N0 = 30 or 40 dBHz. As expected, increasing either R\mathrm{i} or R\mathrm{i} increases the detection
rates: for instance, for the same side information rate, at C/N0 = 30 dBHz increasing
the window size to T\mathrm{w} = 60\mathrm{m}\mathrm{s} we outperform the scenario with C/N0 = 40 dBHz and
T\mathrm{w} = 4\mathrm{m}\mathrm{s}.

Figure 2.10 and 2.11 compares the detection rates achievable in the simultaneous
authentication mode achievable in harsh conditions (C/N0 = 30 dBHz) against respec-
tively the independent and the internal attacks, with (k\prime \prime = 384 \mathrm{b}\mathrm{i}\mathrm{t}) and without the
obfuscation strategy k\prime \prime = 0, as a function of the side information rate R\mathrm{i} for different
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Figure 2.6: p\mathrm{e} obtained in the delayed authentication mode as function
of the T\mathrm{w} time window for different side information rates, considering
the open and the independent code attacks. On the left C/N0 =
30dBHz; on the right C/N0 = 40dBHz. Notice that, for ki = ki,4 at

C/N0 = 40dBHz we get always p\mathrm{e} = 0.

MA windows sizes, T\mathrm{w}. As expected, we have an opposite trend with respect to the side
information rate: for the independent code attack increasing R\mathrm{i} improves the detection
rate since the attacker has more chips to guess; conversely, in the internal code attack,
by increasing R\mathrm{i} we are gifting more information about the legitimate receiver’s share
to the attacker. Opposite trends are observed also when the obfuscation strategy is
employed: for the independent attack, R\mathrm{d} slightly degrades, while in the internal code
attack the detection rate almost doubles. Indeed, since the őrst degradation is much
lower than the improvement of the second, it is convenient to include the obfuscation
strategy in the protocol. These considerations are conőrmed also by Figure 2.12, where
C/N0 = 40 dBHz.

SCER attack We focus now on the SCER attack. As pointed out before, here we
consider a signature renewal period T\mathrm{r} \gg LT\mathrm{c}. Indeed, if T\mathrm{r} = LT\mathrm{c} the SCER cannot
be successful.

Figure 2.13 compares the results obtained for the SCER attack considering either
the statistical model and the simulator results: there is a clear match between statistical
model and simulated results, thus we can consider the statistical model to be validated.
Both őgures exhibit a linear relation between T\mathrm{w} and the \sigma 2 of the attacker.

Figure 2.14 reports the \vargamma \mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R} values obtained by using SCER attack: when the
correct estimation probability is low (i.e low C/N0 and/or low T\mathrm{r}) the SCER attack
is the least effective attack among the considered ones (see Tab. 2.2). Conversely, in
high C/N0 conditions, the SCER attack is more threatening than the internal attack.
Moreover, these plots highlight the trade-off that between rate and security: picking
an higher T\mathrm{r} allows the receiver to perform the authentication with at a lower rate Ri

but it increases the chances for the attacker to perform a successful SCER attack.
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Figure 2.7: p\mathrm{e} in the Simultaneous Authentication with obfuscation
as function of MA filter length T\mathrm{w}, C/N0 = 30dBHz.

Table 2.3: Summary of the attacks and their effectiveness: we circled
the ones that proved to be most effective in the considered scenario.

Delayed Mode Simultaneous Mode

Attack
Low C/N0 High C/N0, Low C/N0 High C/N0,
T\mathrm{r} \approx T\mathrm{s} T\mathrm{r} \gg T\mathrm{s} T\mathrm{r} \approx T\mathrm{s} T\mathrm{r} \gg T\mathrm{s}

Open Code Attack ✓ ✓ ✓ ✓

Flip. Open Code Att. ✓ ✓ ✓ ✓

Indep. Open Code Att. ✓ ✓ ✓ ✓

Internal Attack ✗ ✗ ✓ ✓

SCER ✗ ✓ ✗ ✓

We summarize the obtained results on Table 2.3 where we report which attack
can be chosen on each scenario, highlighting the most effective ones: notice that in
the simultaneous authentication mode the most threatening attack may be either the
internal or the SCER attack, depending on both C/N0, T\mathrm{r} and side information rate
at the receiver.

2.8 Conclusions

In this chapter, we have proposed an authentication protocol for the signal-level
authentication in GNSS. More in detail, we have described the current state of art
mechanisms for signal-level authentication, such as ACAS and CHIMERA. Next, we
have presented a robust authentication veriőcation solution based on the GLRT. We
have considered several attacks and statistically characterized their success probability;
among these, we have also considered the security code estimation and replay attack
and the internal code attack, where the attacker computes the counterfeit signal by
using its own (legitimate) signed code. Concerning the internal code attack, we have
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Figure 2.8: p\mathrm{e} in the Simultaneous authentication with obfuscation
as function of MA filter length T\mathrm{w}, C/N0 = 40 dBHz.
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Figure 2.10: Detection Rates achievable in the Simultaneous Auth.
Mode considering several length of the moving average filter, T\mathrm{w}, at

C/N0 = 30dBHz for the independent attack.
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Figure 2.14: \vargamma values achievable using the SCER attack as a function
of p\mathrm{S}\mathrm{C}\mathrm{E}\mathrm{R}.

proposed an obfuscation strategy that considerably decreases the success probability
of the attacker. Finally, we validated our analytical results by comparing them to
the simulation ones and evaluated the performance of our veriőcation algorithm by
considering several scenarios and protocol parameters.
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Chapter 3

Strategies for Multi-frequency

Multi-constellation PVT assurance

3.1 Introduction

Spreading code authentication techniques like CAS and CHIMERA are designed
to protect signals in a single bandwidth and a single constellation. On the other
hand, a PVT solution can be considered as authentic only if it is computed by
authenticated measurements. However, working with a single frequency receiver may
lead to issues in terms of accuracy or availability. Moreover, the ranges are just
periodically authenticated therefore, within each period, we would not be able to
compute any secure PVT.

In this chapter we address the problem of PVT assurance: we propose a strategy
where we offer a trade-off between security, accuracy and availability that allows the
receiver to compute a trusted PVT. A trusted PVT is not authenticated since it is
derived using both authenticated and non authenticated signals; still, we will show
that, thank to the proposed consistency checks, we are also bounding the attacker
capabilities.

More in detail, őrst, for the epochs when we have available the authenticated ranges,
we discuss a step-wise approach in which the receiver exploits the protected signals as
trusted anchors to enlarge the set of trusted signals through a series of consistency
checks; the trusted signals will be later included in the PVT computation. Secondly,
we consider the instants where no authenticated ranges are available and propose
another consistency check which veriőes the consistency of the new measurements
comparing them to the previous ones, by exploiting the knowledge of the receiver
dynamic. Finally, we show how these checks effectively limits the attacker capabilities.
Part of the results discussed on this chapter has been presented in [20].

The rest of the chapter is organized as follows: in Section 3.2, we outline the system
model and present the assumptions on the legitimate and the attacker receiver; in
Section 3.3, we discuss the actual consistency check; in Section 3.4 we introduce the
idea of security-aware protection levels, considering the performance of a potential
attacker; Section 3.5 describes the experimental dataset and shows the numerical
results; Section 3.6 outlines the inertial measurement unit (IMU)-based check used
when no authenticated measurement is available; Section 3.7 draws the conclusions
and describe the future work.

3.2 System Model and Assumptions

We consider a scenario where the legitimate receiver is capable of acquiring and tracking
signals for multiple bands and constellations. The receiver has access to a SCA or
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SCE service, such as CAS or CHIMERA (see Chapter 2). In this Chapter, we assume
that authenticated signals cannot be tampered, therefore any PVT solution computed
by using only authenticated signals is indeed authenticated, with MD p\mathrm{M}\mathrm{D} = 0 and
consider scenarios where the attacks on protected signals as out of the scope of this
work.

We suppose that, once every period of duration T\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h}, the receiver collects a set of
authenticated ranging measurements, that will be used to compute the authenticated
PVT: the discussion about the actual security of this authentication mechanism is
out of the scope of this work, thus we simply assume that the attacker cannot tamper
these measurements, with p\mathrm{M}\mathrm{D} = 0.

Still, a general discussion about the security of these techniques is already reported
in [44]. Hence, we call protected signals the signals that are protected by the au-
thentication services, e.g., Galileo CAS for signals in band E6C. We assume that the
navigation messages are received from a trusted source (e.g., by using OSNMA): thus,
satellite position, satellite clock correction, inter-frequency biases and atmospheric de-
lay corrections computed by the receiver are authentic; to perform the checks described
in Section 3.6, that evaluate the consistency of the signals over time, the receiver has
to be equipped with an IMU sensor; no further assumption is done on the legitimate
receiver hardware.

For the attacker we make the following general assumptions.

- The PVT of the legitimate receiver is known by the attacker (in advance).

- The thresholds used for all the consistency checks are public information.

- The attacker cannot tamper with the IMU measurements, the navigation messages
and the authenticated signals.

- The noise of the channel between attacker and legitimate receiver is negligible.

We will also consider two cases: in the őrst, the attacker knows in advance the actual
pseudoranges measured by the receiver; in the latter, we consider a more realistic case
where the attacker computes only a (noisy) estimate of the (legitimate) pseudoranges.

More in detail, at each epoch t, the receiver collects a set of pseudoranges \scrR (t) =
\{ R(f)

s (t)\} where R
(f)
s (t) is the range measured at time t from satellite s \in \scrS from the

signal with carrier frequency f ; however, at time t\mathrm{a}\mathrm{u}\mathrm{t}\mathrm{h}, thanks to the authentication
service, the receiver obtained a set of authenticated ranges \scrR \mathrm{a}\mathrm{u}\mathrm{t}\mathrm{h}(t), i.e., \scrR \mathrm{a}\mathrm{u}\mathrm{t}\mathrm{h}(t) \subset 
\scrR (t).

3.3 Multi-Constellation Multi-Frequency PVT Assurance

In this Section we describe each consistency check used to enlarge the set of trusted
signals. Being this a step-wise approach, the őrst checks will have lower thresholds
and are expected to be more robust with respect to the latter ones.

3.3.1 Consistency Checks with Authenticated Ranges

For the instants where a set of authenticated measurements are available, the multi-
frequency multi-constellation PVT assurance is proposed via a step-wise approach,
where, starting from a PVT based on authenticated data and protected signals, more
ranges are added at each step to the PVT computation. The steps are:

1. computing a trusted PVT using only protected signals;
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2. adding unprotected signals transmitted by the same satellite and on the same
carrier frequency as protected signals;

3. adding unprotected signals from the same satellite but on different carrier
frequencies than protected signals;

4. adding signals from different systems.

Each step is described in detail on the next Sections.

3.3.2 Trusted PVT Using Only Protected Signals

The őrst step is to compute a trusted PVT using only protected signals. To compute
this PVT solution, the receiver relies on authenticated navigation message and veriőed
ranging measurements. For instance, in ACAS they used the Galileo I/NAV messages,
authenticated by OSNMA, and ranging measurements encrypted by CAS.

3.3.3 Signals on the Same Carrier frequency

The receiver veriőes the consistency between protected and open signals transmitted
on the same carrier frequency. We consider two cases

Sgnals with the same modulation where both signals are transmitted with the
same phase offset. Notice that, in this case, also the multipath envelope is the
same, simplifying even more the cross-check. For instance E6B and E6C of
Galileo E6 are both BPSK(5), and both are transmitted with the same phase
offset.

Signals with different modulations , thus the cross check shall take into account
also the different multipath envelopes, leading to a bigger difference between the
ranging signals. An example can be GPS L1 C/A vs GPS L1C, i.e., BPSK(1) vs
TMBOC(6,1).

It is worth noting that CAS will rely on a fully encrypted signal, while CHIMERA
on time multiplexed watermarks. More in detail, neglecting the impact of the BOC(6,1)
components, the processing of the open and the encrypted part of the L1C signal can
be seen as a special case of signals with the same modulation, where the two signals
share the same carrier and have a őxed phase and power relations. To achieve this,
the receiver should be able to distinguish the open and encrypted components; hence,
the signal should be reprocessed after the key has been disclosed. This is not the case
for Galileo E6B, which can always be processed independently of E6C.

When signals with different modulations are considered, the speciőc tracking errors
and the multipath envelopes of the ranging signals considered shall be taken into
account in the acceptable pseudorange difference among the signals. For instance, the
difference between two code delays with the same modulation can be modeled as

\tau 1  - \tau 2 \sim \scrN 
\bigl( 
0, \sigma 2\mathrm{D}\mathrm{L}\mathrm{L},1 + \sigma 2\mathrm{D}\mathrm{L}\mathrm{L},2

\bigr) 
, (3.1)

where \sigma \mathrm{D}\mathrm{L}\mathrm{L},i = di/6 and di is the correlator spacing of the ith signal [2, Chapter 5].
We call the chip duration of the ith signal, T\mathrm{c},i, and c, the speed of light. Thus, we
bound the pseudorange difference by using

| R1  - R2| \leq K\mathrm{B}\sigma \mathrm{B} \triangleq \gamma \mathrm{B} with \sigma \mathrm{B} = c
\sqrt{} 
T 2
\mathrm{c},1\sigma 

2
\mathrm{D}\mathrm{L}\mathrm{L},1 + T 2

\mathrm{c},1\sigma 
2
\mathrm{D}\mathrm{L}\mathrm{L},1 , (3.2)
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whereK\mathrm{B} deőnes the confidence level. For instance, K\mathrm{B} = 3 implies a 99.73\% conődence
interval or p\mathrm{F}\mathrm{A} = 0.27\%.

Beside the estimated code delay check, the receiver could check also the

Consistency of the Doppler frequency, estimated on the different signals;

Relative phase angle, i.e., the phase of the local replica used for the carrier wipe-off,
since both signals are supposedly transmitted in phase;

Estimated C/N0 or relative power among the signals. Since the transmitted
power of the different signals is generally known, the receiver can check whether
the received signal respects this relationship. The sensitivity of this check is
heavily dependent on the C/N0 estimator. It should also be noted that GPS has
the capability to dynamically change the transmitted power of the signals [47],
making this check more complex.

3.3.4 Signals from the Same Satellite and Different Frequency

In general, the error contributions are non-Gaussian: hence the model assumes an
overbounding Gaussian distribution where

R(f1)
s  - R(f2)

s \sim \scrN 
\Bigl( 
\mathrm{I}\mathrm{F}\mathrm{B}(s), \sigma 2\mathrm{c}

\Bigr) 
with \sigma 2\mathrm{c} = \sigma 2\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o}

\biggl( 
1 - f21

f22

\biggr) 
+ \sigma 2\mathrm{m}\mathrm{p},f1 + \sigma 2\mathrm{m}\mathrm{p},f2 + \sigma 2n ,

(3.3)
where the variance \sigma 2\mathrm{c} includes the sum of the variances of the contributing errors,
assuming they are independent random variables. More in detail, \sigma 2\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o} is the variance
of the remaining ionospheric error after applying the ionospheric delay correction
derived from the navigation message; \sigma 2\mathrm{m}\mathrm{p},fi

is the variance of the multipath error for
the signal with carrier frequency fi, which is considered a priori different for each
received signal [3]; őnally, \sigma 2n is the variance of the remaining receiver noise errors
(sampling, őltering, quantization) which, for the sake of simplicity, is modeled as the
same for each signal. We recall that the tropospheric error is not dispersive thus it
affects both measurements equally and therefore it is removed from the difference.
Indeed, the receiver has at disposal the authenticated messages, hence it computes the
atmospheric delay corrections \^D\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o} and \^D\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o} for both bands (Appendix B), and the
satellite clock corrections. The contribution to the mean is given by the inter-frequency
bias, \mathrm{I}\mathrm{F}\mathrm{B}(s), that includes the biases for both the satellite and the receiver. Still, we
assume the \mathrm{I}\mathrm{F}\mathrm{B}(s) to be known: actually, the inter-frequency bias between Galileo E1
and E5 is transmitted in I/NAV, while the one for E1 and E6 is disclosed by the CAS
servers along with the RECS (see Section 2.2.2). Finally, we assume any additional
(minor) error, e.g., the residual after the satellite clock correction, to be captured by
other errors. Notice that, if the receiver has access to some form of trusted corrections,
e.g., through satellite-based augmentation systems (SBAS), these can be used to reduce
the error budget.

Based on these assumptions, the consistency check for signals transmitted by same
satellite but on different frequency is

| R(f1)
s  - R(f2)

s | \leq \mathrm{I}\mathrm{F}\mathrm{B}(s)
\mathrm{r}\mathrm{x} +K\mathrm{C}\sigma \mathrm{C} \triangleq \gamma \mathrm{C} , (3.4)

where K\mathrm{C} is the conődence level for check C.
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3.3.5 Signals for Different GNSSs

The last check concern signals from different satellites, authenticated and unauthenti-
cated. Signals from constellations which do not provide ranging protection mechanisms
can be included in the PVT after validating the pseudorange errors from each signal.
We assume the inter-system clock bias (ISCB) to be transmitted broadcast and au-
thenticated. For instance, the GPS to Galileo time offset (GGTO) is transmitted by
Galileo I/NAV and authenticated by OSNMA. Alternatively, it can be retrieved via
some terrestrial assistance network, or computed in the receiver. If the ISCB is deemed
legitimate, the receiver can compute the predicted pseudorange measurements given
the receiver estimated position, the satellite positions, and the orbital parameters.

More in detail, for each satellite s, we compute the pseudorange estimate, \^R
(f)
s ,

summing up

- the geometric range \^rs, computed as distance between the receiver position,
obtained by using the trusted signals, and satellite s position, retrieved from the
authenticated ephemerides;

- the atmospheric delays1 and the satellite clock corrections obtained from the
(authenticated) navigation messages;

- the receiver clock bias derived from the PVT and the ISCB.

The estimate is then computed to evaluate the estimation error \Delta R
(f)
s .

Assuming that the measurement residuals are modeled by a zero-mean Gaussian
distribution with an a-priori variance estimated in the user equivalent ranging error
(UERE), \sigma 2\mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E}, and considering a conődence level K\mathrm{D}, the following consistency check
can be performed (note that the frequency index has been omitted for simplicity):

| \Delta Rsi  - \Delta Rsj | \leq K\mathrm{D}\sigma \mathrm{D} \triangleq \gamma \mathrm{D}, (3.5)

where \Delta R(si) is the measured minus predicted pseudorange for satellite si, where one
of them is authenticated, and

\sigma 2\mathrm{D} = \sigma 2\mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E},j + \sigma 2\mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E},k + \sigma 2\mathrm{I}\mathrm{S}\mathrm{C}\mathrm{B},j,k, (3.6)

\sigma 2\mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E},s = \sigma 2\mathrm{S}\mathrm{I}\mathrm{S}\mathrm{E},s + \sigma 2\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o} + \sigma 2\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o} + \sigma 2\mathrm{m}\mathrm{p},s + \sigma 2n, (3.7)

with \sigma 2\mathrm{S}\mathrm{I}\mathrm{S}\mathrm{E},s including both the orbit and clock error of satellite s.

3.4 Security Aware Protection Levels

In this Section we investigate the use of the horizontal protection level (HPL) and the
vertical protection level (VPL) to a) evaluate the reliability of the signal in the different
settings, e.g., PVT computed by using only the authenticated satellites or using all
the available signals, and b) to introduce the concept of security aware protection
levels, where the user is provided of a bound that takes into account both integrity
and security, with the idea to further develop it in future work. HPL and VPL model
a conődence region where the receiver can safely (i.e., with high probability) assume
to be in; these are deőned as

HPL = k\mathrm{h}d\mathrm{h} , VPL = k\mathrm{v}d\mathrm{v} (3.8)

1As pointed out in Appendix B, the ionospheric delay corrections in different bands are related,
e.g., see (B.2) for E1 and E6.
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where k\mathrm{h} and k\mathrm{v} are constants [48, 49], d2\mathrm{h} and d2\mathrm{h} represent "the variance of the model
error distribution that upperbounds the true error distribution", respectively along
the horizontal plane and the vertical axis [48]. Considering, for instance the vertical
axis, it yields

d2\mathrm{v} =

N\sum 

i=1

s\mathrm{v},i\sigma 
2
i , (3.9)

here \sigma 2i is the variance related to the ith residual pseudorange error2 and s\mathrm{v},i is a
(vertical) geometric factor. More detail about the derivation of this values can be
found in [48].

A possible way to compute the security aware protection level would be to include
the thresholds used in the checks in the protection level computation, as they effectively
represent the worst-case scenario for the error accepted. For the sake of simplicity,
assuming that these thresholds are independent from the residuals computed for the
integrity protection levels, we may write the security-aware protection levels as

\widehat HPL = HPL + f\mathrm{H}(\bfitgamma ) , (3.10)

\widehat VPL = VPL + f\mathrm{V}(\bfitgamma ) , (3.11)

where we considered the set of thresholds \bfitgamma = \{ \gamma (f)s \} , with each entry of \gamma being a
security threshold associated to each pseudorange used in the őnal PVT; hence, we
pick \gamma = 0 for the authenticated ranges, \gamma = \gamma \mathrm{B} if the pseudorange was included
in the pseudorange using the check (3.2) and so on. f\mathrm{H}(\cdot ) and f\mathrm{V}(\cdot ) are geometric
transformations projecting the security constraint from the pseudorange domain to the
position domain, either on the horizontal plane or the vertical axis. While the complete
derivation of functions f\mathrm{H}(\cdot ) and f\mathrm{V}(\cdot ) is left for future work, in the next Section
we will consider an alternative strategy to upperbound the inŕuence of a (possible)
attacker in the computed PVT.

3.4.1 Position uncertainty from the chosen thresholds

Considering the set of thresholds \bfitgamma , our aim is to compute the maximum displacement,
\| \Delta \bfitx \| \mathrm{m}\mathrm{a}\mathrm{x}, that the attacker can induce to the legitimate receiver without raising an
alert.

The actual received authenticated pseudoranges can be modeled as

R
(s)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h} = \~R

(s)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h} + \omega , (3.12)

where \~R
(s)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h} \in \scrR \mathrm{a}\mathrm{u}\mathrm{t}\mathrm{h} is the noiseless authenticated range measurement and \omega \sim 

\scrN (0, \sigma 2\mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E}) is the noise component. Next, we consider two scenarios: őrst we consider
a more strict scenario where the attacker knows the actual authenticated ranges
measured by the receiver; secondly, we will consider a more realistic scenario where
this assumption does not hold, thus the receiver only knows the statistics of \omega , but
not the actual realization.

We remark that the former case is hard to be met in practice. Still, it corresponds
to a self spoofing scenario: for instance, if a GNSS-based device is used for regulating
the user’s position or velocity, the attacker could be a malicious user that wants to
violate the rules without being detected by the regulating device. Indeed, in these cases,
the victim receiver and the attacker receive the same signals. While, for simplicity,

2If no augmentation system is used \sigma 
2

i = \sigma 
2

\mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E}
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we will refer to this as the self-spooőng scenario, it may be possible for a powerful
attacker to meet this condition even in a different context.

Self-spoofing scenario The attacker transmits signals such that the receiver will
compute the pseudorange related to satellite s (we drop the frequency f for ease of
reading) as

R
(s)
\mathrm{E} = R

(s)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h} +\Delta R

(s)
\mathrm{E} = \~R

(s)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h} + \omega +\Delta R

(s)
\mathrm{E} . (3.13)

We remark that this requires the attacker to know the exact noise realization \omega , not
just its statistics.

Hence, in general, any of the presented consistency checks will surely pass (i.e.,
p\mathrm{M}\mathrm{D} = 0) if

| R(s)
\mathrm{E}  - R

(s)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h}| = | \Delta R

(s)
\mathrm{E} | \leq \gamma s . (3.14)

Thus, during the PVT, after the linearization procedure [2, Chapter 2], the set
pseudorange biases \Delta \bfitR = \{ \Delta Rs\} is related to the error in the earth-centered earth-
őxed (ECEF) position domain by

\bfitH \Delta \bfitx = \Delta \bfitR , (3.15)

where \bfitH is the projection matrix

\bfitH =

\left[ 
   

\bfite 1 1
\bfite 2 1
. . . . . .
\bfite N 1

\right] 
   . (3.16)

Each component \bfite i is a unitary vector pointing from ith satellite to the receiver
antenna.

Since, in general, \bfitH has N \geq 4 rows, in a least squares (LS) fashion, we resort the
pseudo-inverse and write \Delta \bfitx as a function of the \Delta R,

\Delta \bfitx (\Delta \bfitR ) = (\bfitH \mathrm{T}\bfitH ) - 1\bfitH \mathrm{T}\Delta \bfitR . (3.17)

The previous equation relates range biases, \Delta \bfitR to the PVT solution bias, \Delta \bfitx . Thus,
we exploit this relation to bound the impact of a potential attack: in particular solve
the following optimization

\mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{a}\mathrm{x}
\Delta \bfitR 

\| \Delta \bfitx (\Delta \bfitR )\| = \mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{a}\mathrm{x}
\Delta \bfitR 

\sqrt{} 
((\bfitH \mathrm{T}\bfitH ) - 1\bfitH \mathrm{T}\Delta \bfitR )\mathrm{T} ((\bfitH \mathrm{T}\bfitH ) - 1\bfitH \mathrm{T}\Delta \bfitR ) , (3.18)

with | \Delta \mathrm{E}R
(s)| \leq \gamma s \forall s \in \scrS . (3.19)

Notice that (3.18) can be written as the symmetric quadratic form

\mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{a}\mathrm{x}
\Delta \bfitR 

\| \Delta \bfitx (\Delta \bfitR )\| = \mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{a}\mathrm{x}
\Delta \bfitR 

\sqrt{} 
\Delta \bfitR \mathrm{T}\bfitH 

\Bigl( 
(\bfitH \mathrm{T}\bfitH ) - 1

\Bigr) \mathrm{T}
(\bfitH \mathrm{T}\bfitH ) - 1

\bfitH \mathrm{T}\Delta \bfitR (3.20)

= \mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{a}\mathrm{x}
\Delta \bfitR 

\sqrt{} 
\Delta \bfitR \mathrm{T} (Q\mathrm{T}Q)\Delta \bfitR , (3.21)

thus (3.18) is concave, and the problem is solvable.

Noisy pseudoranges scenario Here, we consider the scenario where the attacker
does not know the actual authenticated range, but only its statistical distribution, i.e.,
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the attacker does not know the exact realization of \omega in (3.12): under this condition,
(3.14) becomes \bigm| \bigm| R(s)

\mathrm{E}  - \~R
(s)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h}

\bigm| \bigm| =
\bigm| \bigm| \Delta R(s)

\mathrm{E} + \omega 
\bigm| \bigm| \leq \gamma s . (3.22)

The noise is assumed to be \omega \sim \scrN (0, \sigma 2\mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E}), the MD probability is now

P\mathrm{M}\mathrm{D}(\Delta R
(s)
\mathrm{E} ) = \mathrm{e}\mathrm{r}\mathrm{f}\mathrm{c}

\biggl(  - \gamma s  - \Delta R
(s)
\mathrm{E}

\sigma \mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E}

\biggr) 
 - \mathrm{e}\mathrm{r}\mathrm{f}\mathrm{c}

\biggl( 
\gamma s  - \Delta R

(s)
\mathrm{E}

\sigma \mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E}

\biggr) 
, (3.23)

where \mathrm{e}\mathrm{r}\mathrm{f}\mathrm{c}(\cdot ) is the complementary error function. The attacker can still minimize
(3.18) but, now, it has a constraint based on the success probability of the attack itself.
Indeed, as a rule of thumb, with respect to the self spooőng scenario, the attacker will
be more conservative, inducing small position shifts.

3.5 Numerical Results

This Section collects the numerical results: őrst, we will introduce the experimental
dataset, used to validate the consistency checks; secondly, we evaluate the performance
of the checks; in the last part, we evaluate the attacker performances.

3.5.1 Experimental Dataset

The proposed checks were tested by using an experimental dataset: these measurements
were collected by a high grade mass market receiver, mounted on a van travelling
around Rotterdam (see Figure 3.1). In total, our experimental dataset is composed of
approximately 5 hours of observables, collected with a frequency of 1Hz. Our receiver
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Figure 3.1: Route taken for the data collection: we mounted a
multi-frequency multi-constellation receiver on a van travelling through
Rotterdam. We collected approximately 5 \mathrm{h} hours of measurements.

was a multi-frequency multi-constellation receiver that collected measurement from:

- Galileo: E1BC, E5a, E5b;

- GPS: L1 C/A, L1 P(Y), L2 P(Y), L5;
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- GLONASS: L1 C/A, L2 C/A;

- BeiDou: B1, B2.

We remark that we do not have any measurement in the E6 band: thus, in this
example, without loss of generality, we will assume E1BC signals to be protected, i.e.,
authenticated by a service such as CAS. All the post-process operations, such as the
computation of the protection level, is done by using the Septentrio software.

Before analyzing the performance of the checks, we report the Stanford diagrams
for the vertical direction, plotting the VPL against the actual vertical error level (VEL),
measured by using the ground truth, computed in three different scenarios:

1. Only Galileo E1BC, i.e., by using only the originally authenticated signals (Figure
3.2, top left);

2. GPS L1, Galileo E1BC and E5 (Figure 3.2, top right);

3. GPS, Galileo, GLONASS and Beidou (Figure 3.2, bottom).

The protection levels presented where computed by the Septentrio software itself.
Note that the vertical alert limit (VAL) has been arbitrarily set to 100\mathrm{m} only for
presentation purposes. As expected, we notice that moving from scenario 1. to 3.,
the obtained PVT becomes both more available and more accurate: the percentage of
epochs in nominal conditions, i.e. VPL \leq VAL and VPL \geq VEL, grows from 71.98\%
to 97.83\%;, while in total, we go from 9722 to 10529 epochs with an available PVT.

3.5.2 Performance of the Checks

We evaluated some of the proposed checks by using the dataset described in 3.5.1: in
particular we verify that the statistical models are indeed able to predict the legitimate
ranges.

We remark that the integrity per se, even without spooőng, is an unresolved
challenge for such environments due to local effects, e.g., in non-line-of-sight (NLOS)
conditions, so we will consider separately the case for open-sky/rural environments,
and open sky plus urban. It should also be noted that these results, as well as
the theoretical models are rather preliminary, and a more thorough modeling and
experimental characterization would be required to derive accurate conclusions.

As previously pointed out, in the dataset we do not have measurement from E6C,
thus, in this example, we assume that all Galileo E1BC measurements have been
successfully validated, therefore E1BC signals will be used as trusted anchors for the
other checks. We will focus on checks described in Section 3.3.4 and 3.3.5.

Table 3.1 summarizes the standard deviations used to compute the thresholds \gamma \mathrm{C}
and \gamma \mathrm{D}, with conődence level K\mathrm{C} = K\mathrm{D} = 3. The estimation of the residual error
due to the ionospheric delay in the E1BC and the L1 band is derived in [4], using the
NeQuick ionospheric delay correction model. As anticipated in Section 3.3.4, if the
authenticated correction would be available, it would be possible to exploit a more
precise estimation of the delays such as the ones reported in [2, Chapter 7], therefore
reducing the error residuals. This is however out of the scope of this work. Concerning
the multipath, starting from the open sky experimental measurements of NLOS, we
consider a multipath error by picking \sigma \mathrm{M}\mathrm{P},\mathrm{E}1\mathrm{C} = 3\mathrm{m} and \sigma \mathrm{M}\mathrm{P},\mathrm{E}5 = \sigma \mathrm{M}\mathrm{P},\mathrm{L}1\mathrm{C}\mathrm{A} = 0.3\mathrm{m}.
These values should be adjusted for urban environment in future works.
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Table 3.1: Standard deviation used to model the statistical distribu-
tion error residuals. Parameters from [2–6]

\sigma \mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o},\mathrm{E}1 3.5 m \sigma \mathrm{M}\mathrm{P},\mathrm{E}1 3 m
\sigma \mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o} 0.2 m \sigma \mathrm{M}\mathrm{P},\mathrm{E}5 0.3 m
\sigma \mathrm{I}\mathrm{S}\mathrm{C}\mathrm{B} 1.5 m \sigma \mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E},\mathrm{L}1 7.1 m
\sigma \mathrm{n} 0.1 \sigma \mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E},\mathrm{E}1 7.1 m

3.5.2.1 Signals from the Same Satellite and Different Frequency

We want to exploit check (3.4) to authenticate the signals in E5 using signals in E1
as trusted anchors. Considering conődence level K\mathrm{C} = 3, plugging the parameters
of Table 3.1 we get \gamma \mathrm{C} \approx 11.37\mathrm{m}. We report the results of this check in Table 3.2:
in particular for each observed Galileo satellite, we report the number of epochs in
which the satellite was available, the number of false alarms, i.e., how many times the
satellite did not pass the consistency check, the (empirical) standard deviation of the
pseudoranges differences \sigma \mathrm{C} and the false alarm probability p\mathrm{F}\mathrm{A}, computed as ratio of
failures vs number of epochs. From the latter, we can see that excluding satellite E15,
we always get the false alarm probability is comparable with the expected 3-sigma
conődence level. As will be highlighted in the next Section, we get that these model
matches better the rural than the urban scenario: most of the false alarms are in fact
related in this latter case. This is exactly the case of the satellite E15, that is present
only in the urban scenario part of the experiment.

Table 3.2: Results for the check C between Galileo E1BC and E5
signals for K\mathrm{C} = 3 and \gamma \mathrm{C} \approx 11.37\mathrm{m} in terms of number of false alarms,
total number of epochs in view, measured standard deviation and P\mathrm{F}\mathrm{A}.

SVID E02 E03 E07 E08 E11 E12 E15 E19 E21 E25 E27 E30 E36

False
Alarms

7 0 52 25 0 0 126 0 0 0 11 0 4

Epochs 16624 5073 10706 8511 3954 2556 3808 684 563 7238 6534 18223 10257
\^\sigma \mathrm{D} [m] 1.31 0.97 2.96 3.08 0.90 0.68 5.86 0.91 0.59 0.93 4.17 0.82 1.12
P\mathrm{F}\mathrm{A}[\%] 0.04 0 0.48 0.29 0 0 3.30 0 0 0 0.17 0 0.04

3.5.2.2 Signals from different GNSSs

By using check C we are able to compute a trusted PVT solution using all the received
Galileo signals. We want now to check the consistency of the GPS L1 C/A signals by
exploiting check D. By using the values reported in Table 3.1 and conődence level K\mathrm{D},
for check D we compute \gamma \mathrm{D} = 30.04\mathrm{m}.

Results have been reported in Tables 3.3 and 3.4 in terms of number of epochs,
number of false alarms, standard deviation and false alarm probability P\mathrm{F}\mathrm{A}. In
particular, Table 3.3 shows the results only for the open sky scenario, i.e., for the
measurements collected before entering to Rotterdam. In the rural scenario, the
results are in line with the expected performance. On the other hand, in challenging
environment such as the Rotterdam city center, the presence of NLOS and other
non-modeled impairments degrade the performance, highlighting the need for a tuning
the model parameters according to the environment.



38 Chapter 3. Strategies for Multi-frequency Multi-constellation PVT assurance

Table 3.3: Results for the check D with \gamma \mathrm{D} = 30.04\mathrm{m}, between the
Galileo E02 and GPS L1 signals in terms of number of false alarms,
total number of epochs in view, measured standard deviation and P\mathrm{F}\mathrm{A}

in open sky scenario.

SVID G10 G12 G15 G17 G24 G29 G39 G31

False
Alarms

0 0 0 0 27 0 0 0

Epochs 3178 4820 4850 4992 4887 4881 4806 4731
\^\sigma \mathrm{C} [m] 1.56 1.53 1.03 1.16 4.16 1.63 1.09 2.37
P\mathrm{F}\mathrm{A}[\%] 0 0 0 0 0.55 0 0 0

Table 3.4: Results for the check D with \gamma \mathrm{D} = 30.04\mathrm{m}, between the
Galileo E02 and GPS L1 signals in terms of number of false alarms,
total number of epochs in view, measured standard deviation and P\mathrm{F}\mathrm{A}

in both open sky and urban scenario.

SVID G10 G12 G15 G17 G24 G29 G39 G31

False
Alarms

118 3 3 25 112 49 326 0

Epochs 4806 15812 5385 6699 7619 9583 12782 5282
\^\sigma \mathrm{D} [m] 19.37 2.33 1.33 4.06 13.64 5.08 12.21 2.47
P\mathrm{F}\mathrm{A}[\%] 2.46 0.02 0.06 0.37 1.47 0.51 2.55 0

3.5.3 Under Attack Scenario

We start the analysis of the attacker behavior considering a simpler case: given the
model (3.13), we run a Montecarlo simulation using the experimental dataset, with
the aim of empirically quantify the attacker’s freedom to manipulate the position
computed with the proposed check. In particular we draw each pseudoranges deviation

as R
(s)
\mathrm{E} \sim \scrU ([ - \gamma s, \gamma s]).

For simplicity, we considered only Galileo and GPS signal, in all the available band-
widths, őxing \gamma s = \gamma = 10\mathrm{m} for all the non-authenticated satellites. We considered the
őrst 20\mathrm{m}\mathrm{i}\mathrm{n} of the experimental measurements and iterated the Montecarlo simulation
for 30 times, thus including 36000 epochs.

Figure 3.3 reports the difference between the computed position and the ground
truth in the East, North, Up (ENU) reference frame. The difference is a combination
of the error from the original dataset and the one induced by the attacker. Figure 3.3a
shows that the position errors can be contained in a sphere of radius 23.54\mathrm{m}: this
maximum induced error is reached at the instant when we also have the highest error
(with respect to the ground truth) in the legitimate case, which is around 15\mathrm{m}; this
low accuracy is associated to the second part of the considered experimental dataset
(Figure 3.3b). Moreover, it is worth noting that the considered attacks do not lead
to a PVT more than the 43\% of epochs. This őrst investigation shows that a) the
consistency checks proposed effectively limit the ability of the attacker to arbitrarily
manipulate the position of the victim receiver and b) the victim receiver visibility
inŕuences the attacker capability. Indeed, a receiver in low visibility conditions is more
vulnerable.

Attacker for Self Spoofing Scenario We now consider the self spooőng scenario
where the attacker knows the actual ranges measured by the receivers. Thus, it is



3.5. Numerical Results 39

(a)

0 200 400 600 800 1000 1200

0

5

10

15

20

25

Best

Worst

Mean

(b)

Figure 3.3: Position error induced by the random attack, obtained
considering 30 Montecarlo simulations for the first 1200 epochs of the
experimental data: in the left scatter plot of the induced position
errors; on the right best (blue), worst (red) and mean (dashed) induced

position error.

able to generate signals following the rule descried by (3.14). Figure 3.4 reports the
results considering the whole experimental dataset for the scenarios where 1) only

Galileo signals (E1, E5) are available, therefore with \gamma 
(f)
s = 11.37\mathrm{m} (Figure 3.4a), and

2) by using both GPS and Galileo, i.e., with \gamma 
(f)
s = 30.04\mathrm{m} (Figure 3.4b). Figure 3.5

reports the cumulative distribution functions (CDFs) of the maximum positioning
error induced by the attacker \| \Delta \bfitx \| \mathrm{m}\mathrm{a}\mathrm{x} for the same two scenarios. From these őgures,
we conclude that, as initially pointed out in the previous paragraph,

- we are indeed bounding the attacker capabilities, therefore even if we are including
non authenticated measurements the attacker cannot freely change the receiver
PVT;

- the maximum undetected position shift \| \Delta \bfitx \| \mathrm{m}\mathrm{a}\mathrm{x} greatly decrease with the
number of satellite in views.

These results also demonstrate that the defense strategy should take into account the
receiver visibility conditions: for instance, in our scenario, when the receiver had in
view 6 or more satellites, it was not necessary to include the GPS satellites in the
PVT computation; conversely, for the epoch where only few Galileo satellites were
in view, the non protected GPS signals should be included. Still, as highlighted in
both [20] and the previous section, the check from Galileo to GPS (check 4) has still
some margins of improvement: indeed, improving the performance of this check will
make more convenient to include signals from different constellations.

Noisy pseudoranges scenario We now consider the more general scenario where
attacker and victim receiver are far from each other, thus, the attacker does not know
the actual receiver but just its statistics.

Figure 3.6 shows the MD probability as a function of the chosen range alteration,
p\mathrm{M}\mathrm{D}(\Delta R), considering \sigma \mathrm{U}\mathrm{E}\mathrm{R}\mathrm{E} = 7.1m for various thresholds: slightly increasing the

value of \Delta R
(s)
\mathrm{E} leads to an high impact on the success probability of the attacker.

For instance, considering the threshold set for the Galileo plus GPS scenario, picking

exactly \Delta R
(s)
\mathrm{E} = \gamma s cause the MD to be already p\mathrm{M}\mathrm{D} = 0.5. Hence, to have a reasonable
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Figure 3.6: Miss detection probability p\mathrm{M}\mathrm{D} computed by the attacker

as a function of the induced shift in the range, \Delta R
(f)
s,\mathrm{E} for various

threshold values.

success probability, the attacker has to alter the pseudoranges by piking a stricter

constraint, | \Delta R(f)
s | \ll \gamma 

(f)
s ; hence, we successfully limited the attacker capabilities.

3.6 Consistency Check for Time t \geq t\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h} for Receivers

with Known Dynamic

In this Section we consider the instants t > t\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h} i.e., those instants after the disclosure
of the authenticated measurements and before the disclosure of the next. Indeed, if we
have no current authenticated measurements we have no anchor to be used to perform
the checks described in Section 3.3.1. Formally, we consider those instants t, such that
t = t\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h} +\Delta t and assume to have

- a set of previously authenticated (or trusted3) pseudoranges, \scrR \mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h}(t - \Delta t);

- a new measurement (eventually a set) \^R
(f)
s (t);

- no currently authenticated measurement, i.e.,

\scrR \mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h}(t) = \emptyset . (3.24)

Our aim is then to őnd a consistency check that exploits the authenticated pseu-

doranges R
(f)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h},s(t  - \Delta t) \in \scrR \mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h}(t  - \Delta t) to decide if measurement R

(f)
s (t) can be

considered as trusted or not. In general, we can write such check as,

\bigm| \bigm| \bigm| R(f)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h},s(t - \Delta t) - R(f)

s (t)
\bigm| \bigm| \bigm| \leq \gamma (f)s (t) , (3.25)

where \gamma 
(f)
s (t) is the threshold for this check. Notice that, as discussed in Section 3.4.1,

\gamma 
(f)
s (\Delta t) indirectly increases the legitimate receiver position uncertainty.

For small value of \Delta t, it yields

1

\Delta t

\Bigl( 
R

(f)
\mathrm{A}\mathrm{u}\mathrm{t}\mathrm{h},s(t - \Delta t) - R(f)

s (t)
\Bigr) 
\approx \partial 

\partial t
R(f)

s (t) \triangleq \.R(f)
s (t), (3.26)

3eventually built using the previously-described checks
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which is usually called range rate.

Next, from (B.1) we can decompose the range rate as

\.R(f)
s (t) = \.r(t) + c

\biggl( 
\partial 

\partial t
dT\mathrm{r}\mathrm{x}(t) - 

\partial 

\partial t
dTs(t)

\biggr) 
+ \varepsilon \prime , (3.27)

where \.r(t) is the derivative of the geometric range and the second term is the
difference between the receiver and satellite clock drifts. The term \varepsilon \prime models the
residual errors: in particular it also captures the error due to the fact that atmospheric
delays and multipath are only approximately constant over time. The derivative of
the geometric range is

\.r(t) = (\bfitv s(t) - \bfitv \mathrm{r}\mathrm{x}(t))
T \bfitP s(t) - \bfitP \mathrm{r}\mathrm{x}(t)

\| \bfitP s(t) - \bfitP \mathrm{r}\mathrm{x}(t)\| 
= (\bfitv s(t) - \bfitv \mathrm{r}\mathrm{x}(t))

T\bfite s(t) = v\mathrm{L}\mathrm{O}\mathrm{S}(t) (3.28)

where \bfite s(t) is the unitary vector pointing from satellite s to the receiver (antenna) at
time t while \bfitv s(t) and \bfitv \mathrm{r}\mathrm{x}(t) are respectively the satellite and the receiver velocity in
ECEF coordinates. Finally, v\mathrm{L}\mathrm{O}\mathrm{S}(t) is the velocity projected along line-of-sight (LOS)
direction.

Thus, for the legitimate case it holds

\.R(f)
s (t) = \bfitv \mathrm{T}

s (t)\bfite s(t) - \bfitv \mathrm{T}
\mathrm{r}\mathrm{x}(t)\bfite s(t) + c

\biggl( 
\partial 

\partial t
dT\mathrm{r}\mathrm{x}(t) - 

\partial 

\partial t
dTs(t)

\biggr) 
+ \varepsilon \prime . (3.29)

Notice that satellite position, velocity and clock drift are derived from the I/NAV
message, which are authenticated by OSNMA. The only unknown term is the receiver
velocity \bfitv \mathrm{r}\mathrm{x}(t) that can be derived from the IMU measurements.

By plugging the results in (3.25) we get

\bigm| \bigm| \bigm| R(f)
\mathrm{a}\mathrm{u}\mathrm{t}\mathrm{h},s(t - \Delta t) - R(f)

s (t)
\bigm| \bigm| \bigm| =
\bigm| \bigm| \bigm| R(f)

\mathrm{a}\mathrm{u}\mathrm{t}\mathrm{h},s(t) - 
\Bigl( 
R

(f)
\mathrm{a}\mathrm{u}\mathrm{t}\mathrm{h},s(t - \Delta t) + \Delta t \.R(f)

s (t)
\Bigr) \bigm| \bigm| \bigm| =

=
\bigm| \bigm| \bigm| \Delta t \.R(f)

s (t)
\bigm| \bigm| \bigm| < \gamma (f)s (t).

(3.30)

As for the previous check, threshold \gamma 
(f)
s (t) can be decided to match the desired FA or

MD probability: in particular, it has to take into account the statistic of the term \varepsilon \prime 

and the tolerance on the velocity estimation of the IMU, \bfitv \mathrm{r}\mathrm{x}(t).

Finally, knowing the value of \gamma 
(f)
s by using again the consideration of Section 3.4.1,

it is possible to update also \| \Delta \bfitx \| \mathrm{m}\mathrm{a}\mathrm{x}, predicting the capabilities of the attacker. It
is up to the receiver to decide if it is convenient to keep an old measurement, which

has an high associated threshold \gamma 
(f)
s (t), or to drop it, reducing the set of available

measurements but limiting the attacker capabilities. We left the testing of this strategy
for future works.

3.7 Conclusions

In this chapter we have proposed a series of consistency checks that allows to extend
the set of trusted signals, i.e., those signals can be used to compute a trusted PVT.
First, we use the authenticated measurements as anchors to enlarge the set of trusted
measurements; secondly, when we have no authentic measurements available, we exploit
an IMU sensor to verify the consistency of the new measurements with respect to
the previous ones. Moreover, by exploiting the analytical relationship between the
thresholds used in the consistency check and the position accuracy, the receiver can



3.7. Conclusions 43

evaluate the trade-off between PVT accuracy and the maximum position shift induced
by the attacker.

In future works we will investigate the statistical model of the pseudoranges for
the urban scenario, obtaining a more robust check for the multi-constellation case and
use experimental data to test the performance of the check based on the pseudorange
prediction.
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Chapter 4

Authenticated Timing Protocol

Based on Galileo ACAS

Along with positioning, timing and synchronization are both key services provided
by GNSSs. GNSSs allow users to obtain timing with nanosecond-level accuracy [37].
Moreover, this allows also users at different location far from each other to be syn-
chronized: the user just have to be synchronized to the GNSS reference time, e.g.,
coordinated universal time (UTC) or the Galileo system time (GST). Hence several sec-
tors, from őnancial institutions that use GNSS to timestamp transactions to Industry
4.0 or IoT applications, rely on GNSS for these operations.

The main standards for the dissemination of time and frequency over digital
networks are the network time protocol (NTP) and the precision time protocol (PTP):
the NTP achieves an accuracy within tens of milliseconds over the Internet, while it can
be less than 1\mathrm{m}\mathrm{s} in local area networks (LANs) with ideal network conditions [50]; the
PTP provides better accuracy, from hundreds of \mathrm{n}\mathrm{s} to µ\mathrm{s} [51]. Hence, to achieve \mathrm{n}\mathrm{s}-level
accuracy we can őrst synchronize a local server using GNSS; next, we disseminate the
time corrections over the LAN by using either NTP or PTP.

The previously mentioned services require the timing service to be accurate, reliable,
and trustworthy: on the other hand GNSS open signals are vulnerable to spooőng,
in particular to time spooőng or time-push attacks. On the other hand, a service
relying only on authenticated GNSS signals provides an authenticated timing service:
indeed, the authentication provides trustfulness as they incorporate speciőc features
that cannot be predicted or falsiőed by malicious attackers, since authentication-
enabled receiver can interpret these characteristics to distinguish authentic signals
from forgeries. As mentioned in Chapter 2, the authentication can take place at two
complementary levels: at the data level, i.e., on navigation messages, and at the
ranging level, on pseudoranges between the satellite and receiver.

Still, working at the ranging level means to secure the pseudorange measurements:
the time taken by the signal to reach the receiver, which is estimated using the
pseudoranges themselves, thus becoming fully reliable. SCE techniques are the most
reliable option to limit access to GNSS signals, as they render the spreading code
unpredictable: some of the SCE-type solutions have been described in Chapter 2.

On the other hand, the ACAS protocol described in [42], still rely also on non-
authenticated measurement to compute the PVT: in this chapter we introduce a secure
timing protocol that relies solely on SCE authentication features and on authenticated
messages: in particular we will focus on ACAS and OSNMA. We build upon ACAS
authenticated features a clock model that is both robust, i.e., able to compute reliable
time corrections, and secure, since it can detect signal tampering. Our approach
comprised two consecutive steps: őrst, the receiver processes the E6C measurements
to estimate the receiver clock bias and drift; secondly, it combines the obtained mea-
surements to estimate the current clock bias by either using a Kalman őlter, or őtting
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where f\mathrm{D},i belongs to the authenticated observables set \scrO and \lambda is the wavelength of
E6. As done in (3.27), the pseudorange rate can then be decomposed as

\.Ri = \.ri + c

\biggl( 
T\mathrm{d},i  - T (si)

\mathrm{d},\mathrm{s}\mathrm{a}\mathrm{t}(ti)

\biggr) 
+ \gamma i + \.\eta i , (4.5)

where, here we also consider the term

\gamma i = \gamma (si)(ti) , \gamma (s)(t) \triangleq 
\partial 

\partial t

\Bigl[ 
D

(s)
\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o}(t) +D

(s)
\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o}(t)

\Bigr] 
(4.6)

which is a term modeling both the time derivatives of the atmospheric delays. Moreover,
as computed in (3.28), the geometric range derivative \.r(s)(t) is given by

\.r(s)(t) = (\bfitv 
(s)
\mathrm{s}\mathrm{a}\mathrm{t}(t) - \bfitv \mathrm{r}\mathrm{x}(t))

T\bfite (s)(t) = v
(s)
\mathrm{L}\mathrm{O}\mathrm{S}(t) . (4.7)

Moreover, in our scenario the position of the GNSS receiver static therefore \bfitv \mathrm{r}\mathrm{x}(t) =
0 \forall t, thus, term \.ri appearing in (4.5) is obtained as

\.ri = \.r(si)(ti) = v
(si)
\mathrm{L}\mathrm{O}\mathrm{S}(ti) . (4.8)

Analogously to (4.3), we compute

\^T\mathrm{d},i \triangleq 
1

c

\biggl( 
\.Ri  - v(si)\mathrm{L}\mathrm{O}\mathrm{S}(ti)

\biggr) 
+ T

(si)
\mathrm{d},\mathrm{s}\mathrm{a}\mathrm{t}(ti) = T\mathrm{d},i + \xi \mathrm{d},i, (4.9)

where T\mathrm{d},i is the real receiver clock drift at time ti and \xi \mathrm{d},i is the clock drift estimation
error. Repeating this procedure for i = 1, . . . ,M , we obtain the set \scrT .

It is possible to statistically model both \xi \mathrm{b},i and \xi \mathrm{d},i. A partial model for the őrst
term is provided in [20,42,55]; however, the second-order descriptions of \xi \mathrm{b},i and \xi \mathrm{d},i
are sufficient for the analysis done in this work.

4.2.2 Current-State Estimation

In the previous section, we showed how to derive measurements in \scrT starting from the
authenticated observables in \scrO . These estimates are exploited to compute the actual
receiver clock bias that is used to synchronize the master clock to the reference time
frame. The design of a speciőc algorithm for this task is justiőed, since the clock bias
and drift estimations are relative to time ti, i = 1, . . . ,M ; therefore, we need a model
that exploits the past measurements to compute the current one. Moreover, past
measurements are affected by noise, modeled by \xi \mathrm{b},i and \xi \mathrm{d},i. We analyzed three
different approaches to this task: a LS quadratic model, a LS linear model, and a
Kalman őlter.

4.2.2.1 LS-Quadratic and Linear Model

The őrst two solutions leverage the idea that clock bias increases (or decreases) over
time following a parabola, where the quadratic term, with coefficient drift rate, is
expected to have a low impact. For instance, considering the time of ephemeris t\mathrm{o}\mathrm{e},
the Galileo satellite clock bias is computed as follows [39]

T
(s)
\mathrm{b},\mathrm{s}\mathrm{a}\mathrm{t}(t) = a

(s)
0 + a

(s)
1 (t - t\mathrm{o}\mathrm{e}) + a

(s)
2 (t - t\mathrm{o}\mathrm{e})2, (4.10)
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where a
(s)
0 , a

(s)
1 , and a

(s)
2 represent the satellite clock bias, clock drift, and clock drift

rate measured at time t\mathrm{o}\mathrm{e}, respectively. Typically, the drift rate is transmitted to as

a
(s)
2 = 0, leading to a de facto linear model. Thus, we consider both a quadratic and a

linear model.

Analogously to (4.10), calling \tau i = t0  - ti the time difference between the current
time at which we want to compute the clock bias estimation and the time associated
to the measurements, we write

\^T\mathrm{b},i =a0 + a1\tau i + a2\tau 
2
i + \varepsilon \mathrm{b},i, (4.11)

\^T\mathrm{d},i =a1 + 2a2\tau i + \varepsilon \mathrm{d},i, (4.12)

where a0, a1 and a2 are now the parameters modeling the receiver clock behavior, \^T\mathrm{b},i
and \^T\mathrm{d},i are the measurements in \scrT computed in the preprocessing phase, \varepsilon \mathrm{b},i and \varepsilon \mathrm{d},i
are the estimation errors related to the i-th measurement. Equivalently to (4.11) and
(4.12), in matrix form, we have

\biggl( 
\^T\mathrm{b},i
\^T\mathrm{d},i

\biggr) 
=

\biggl( 
1 \tau i \tau 2i
0 1 2\tau i

\biggr) \left( 
 
a0
a1
a2

\right) 
 +

\biggl( 
\varepsilon \mathrm{b},i
\varepsilon \mathrm{d},i

\biggr) 
=

\biggl( 
\bfitE \mathrm{b},i

\bfitE \mathrm{d},i

\biggr) 
\bfita + \bfitvarepsilon \bfiti , (4.13)

where \bfita = [a0 a1 a2]
T is the vector of parameters we aim to estimate. Next, considering

all the measurements in \scrT , we stack the matrices, obtaining

\bfity =

\biggl( 
\bfity \mathrm{b}

\bfity \mathrm{d}

\biggr) 
=

\biggl( 
\bfitE \mathrm{b}

\bfitE \mathrm{d}

\biggr) 
\bfita +

\biggl( 
\bfitvarepsilon \mathrm{b}
\bfitvarepsilon \mathrm{d}

\biggr) 
= \bfitE \bfita + \bfitvarepsilon , (4.14)

where \bfity \mathrm{b} and \bfity \mathrm{d} are the columns vectors collecting the M bias and drift measurements,
respectively, in \scrT , \bfitE \mathrm{b} = [\bfitE T

\mathrm{b},1, . . . ,\bfitE 
T
\mathrm{b},M ]T and \bfitE \mathrm{d} = [\bfitE T

\mathrm{d},1, . . . ,\bfitE 
T
\mathrm{d},M ]T contain the

time difference terms associated to each measurement in \bfity \mathrm{b} and \bfity \mathrm{d}, respectively, and
\bfitvarepsilon = [\bfitvarepsilon 1, . . . , \bfitvarepsilon M ]T . To minimize the mean squared error (MSE), we performed the
estimation by using the pseudoinverse

\^\bfita = (\bfitE T\bfitE ) - 1\bfitE T\bfity , (4.15)

and we obtained the estimations of clock bias and drift at time t0 as

\^T\mathrm{b},0 = \^a0, (4.16)

\^T\mathrm{d},0 = \^a1 . (4.17)

An analogous derivation can be performed starting from a linear model, replacing
(4.13) with \biggl( 

\^T\mathrm{b},i
\^T\mathrm{d},i

\biggr) 
=

\biggl( 
1 \tau i
0 1

\biggr) \biggl( 
a0
a1

\biggr) 
+

\biggl( 
\varepsilon \mathrm{b},i
\varepsilon \mathrm{d},i

\biggr) 
. (4.18)

4.2.2.2 Kalman Filter

In this section, we investigate the use of a Kalman őlter to estimate the bias. In par-
ticular, every time a new estimate \{ \^T\mathrm{b},i, \^T\mathrm{d},i\} is available, we update the model and
perform a new prediction; moreover, even if no new measurement is available, it is
still possible to exploit the previously trained model to estimate the current clock
correction. While we give a brief introduction to the Kalman őlter in Appendix C,
a more detailed description can be found in [56].



4.3. Timing Attack and Detection 51

We consider respectively as true state and measurement input at time ti the vectors
\bfitx i and \bfitz i, composed as

\bfitx i =

\left( 
 
T\mathrm{b},i
T\mathrm{d},i
\.T\mathrm{d},i

\right) 
 , \bfitz \bfiti =

\biggl( 
\^T\mathrm{b},i
\^T\mathrm{d},i

\biggr) 
, (4.19)

where \.T\mathrm{d},i represents the clock drift rate. Then, we chose as state-transition matrix
and the observation matrix

\bfitF i =

\left( 
 
1 ti  - ti - 1 (ti  - ti - 1)

2

0 1 2(ti  - ti - 1)
0 0 1

\right) 
 , \bfitH i =

\biggl( 
1 0 0
0 1 0

\biggr) 
. (4.20)

By exploiting the Kalman őlter for every measure in \scrT , we obtain the M -th
estimation \bfitx M . Then, using the Kalman state-transition equation (see (C.1)), we
compute the a posteriori estimation at time t0 as

\^\bfitx 0| M = \bfitF 0 \^\bfitx M | M , (4.21)

where

\bfitF 0 =

\left( 
 
1 t0  - tM (t0  - tM )2

0 1 2(t0  - tM )
0 0 1

\right) 
 . (4.22)

Lastly, \^T\mathrm{b} is obtained as the őrst element of vector \^\bfitx 0| M .

4.3 Timing Attack and Detection

As described in Section 4.1, the position of the GNSS receiver is őxed and publicly
known. This fact alone allows the legitimate receiver to perform two (näive) checks.
The őrst involves a consistency check on the received signal, such that, if the receiver
PVT computation yields a result much different from the expected one, e.g., a position
much far from the expected one or a signiőcant velocity, an alarm is raised. On the
other hand, the satellites’ position is known thus the receiver can reject any signal
coming from satellites that should not be in view. Hence, the attacker knows that (1)
all the attacks causing a relevant change in the victim’s computed position or velocity
are detected, and (2) signals transmitted by satellites that should not be in view by a
legitimate receiver are neglected.

For these reasons, we consider an attacker performing a time-push attack: this is a
meaconing attack where the receiver records the signals and re-transmits them with
additional delays, adding an equal bias in all pseudoranges, which results in an error in
the time calculation of the PVT solution. Notice that the computed position instead
does not change, as will be also proven in Section 4.4. Moreover, this attack may
indeed target ACAS, where the signal cannot be tracked since the receiver operates in
snapshot mode: this grants the attacker a time window to record the signal and perform
a time-push attack. However, sudden changes in the estimated clock bias may alert the
receiver: thus, the attacker performs a time push in a smoothly progressive manner,
gradually increasing the delay. Still, to be effective, the attacker must be (relatively)
close to the victim’s antenna to have the same satellites in view with the same delays.
A possible countermeasure would be to render the area around the receiver inaccessible
by, for instance, installing surveillance cameras and/or surrounding the building with
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a fence. Still, we considered a worst-case scenario where the attacker managed to
approach close enough to the receiver antenna and to isolate the legitimate receiver,
therefore ensuring that only fake signals are received to perform the time-push attack.

To detect the presence of false measurements among the obtained corrections, we
considered clock-monitoring and innovation-testing methods. Formally, we frame this
problem as hypothesis testing: considering null-hypothesis \scrH 0 as the nominal condition
where the signals are transmitted by the legitimate transmitter, the receiver observes
a test statistic, \beta , and decides whether \beta is compatible with \scrH 0 or not.

4.3.1 Clock Monitoring

As discussed in Section 4.2.2, the receiver clock bias is typically assumed to have either
linear or quadratic behavior over time: we can then analyze the clock bias corrections
over time and if anomalous discontinuities are detected we raise an alarm. This is the
idea behind clock-monitoring techniques. Given the clock model \^\bfita \prime estimated through
either (4.13) or (4.18) at time ti  - \delta , i.e., the previous epoch, it is possible to compute
a prediction \{ \widetilde T\mathrm{b},i, \widetilde T\mathrm{d},i\} of the measurements at time ti, as

\Biggl( 
\widetilde T\mathrm{b},i
\widetilde T\mathrm{d},i

\Biggr) 
=

\biggl( 
1 \delta \delta 2

0 1 2\delta 

\biggr) 
\^\bfita \prime . (4.23)

Hence, for bias and drift, we adopted as the test statistic the quantities

\beta \mathrm{b},i \triangleq \widetilde T\mathrm{b},i  - \^T\mathrm{b},i, (4.24)

\beta \mathrm{d},i \triangleq \widetilde T\mathrm{d},i  - \^T\mathrm{d},i, (4.25)

and test

\^\scrH i =

\Biggl\{ 
\scrH 0 if | \beta \mathrm{b},i| < \lambda \mathrm{b} and | \beta \mathrm{d},i| < \lambda \mathrm{d},

\scrH 1 otherwise,
. (4.26)

where thresholds \lambda \mathrm{b} and \lambda \mathrm{d} are chosen a priori by the user as a predeőned FA
probability. When a speciőc attack model is available, it may be possible to instead
set the thresholds on the MD probability. More in detail, considering, for instance,
drift threshold \lambda \mathrm{d}, it may be worth taking into account the actual clock speciőcations,
thus evaluating a bound of the clock drift in nominal conditions [13].

If the distribution of the tests statistics \beta \mathrm{b},i and \beta \mathrm{d},i were known, it would be
possible to replace (4.26) with two GLRTs; however, the statistical characterization of
such quantities is out of the scope of this work and is left to future works. Lastly, while
we show the effectiveness of the clock monitoring only in relation to the LS models,
such techniques may also be employed with the Kalman őlter.

4.3.2 Innovation Testing

This security check has been proposed in the literature in [57, 58]. While using the
Kalman őlter, during the update step, each prediction is corrected by the so-called
innovation term \bfity i, (for the computation see (C.3c)) that, in steady-state conditions,
has mean and covariance

E[\bfity i] = 0 (4.27)

COV(\bfity i) = \bfitB i. (4.28)
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We can then use the normalized innovation as a test statistic, computed as

\beta \mathrm{K},i = \bfity \mathrm{T}
i \bfitB i\bfity i. (4.29)

In nominal conditions, \beta \mathrm{K},i is assumed to be a chi-squared random variable [58],
with as many degrees of freedom as the size of the measurement \bfitz i, i.e., \beta \mathrm{K},i \sim \chi 2.
Hence, to assess the authenticity of the measurement, we can use the GLRT test
against a uniform distribution1

\^\scrH i =

\Biggl\{ 
\scrH 0 if p(\beta \mathrm{K},i| \scrH 0) \geq \lambda \mathrm{K}
\scrH 1 otherwise

, (4.30)

where \lambda \mathrm{K} is chosen by the user to match a predeőned FA probability.

4.4 Results and Discussion

In this section, őrst, we validate the proposed approach; next, we show that the
time-push attack described in Section 4.3 is successful even if a legitimate receiver
knows its actual position, highlighting the need for additional security checks.

We collected experimental data to build the set of authenticated observables \scrO 
serving as input for the preprocessing phase. The detection capabilities of the methods
proposed in Sections 4.3.1 and 4.3.2 were tested against a simulated time-push attack.

4.4.1 Validation Using Experimental Data

To validate the proposed approach described in Section 4.2, we performed experimental
tests collecting signals from an open-sky environment with a Septentrio PolarRx5
receiver connected to a A42 Hemisphere antenna. The Septentrio PolaRx5 is equipped
with a voltage-controlled and temperature-controlled crystal oscillator (VCTCXO).
The experimental setup is depicted in Figure 4.4.

Figure 4.4: Setup used for the experimental dataset collection: Septen-
trio PolarRx5 receiver connected to an A42 Hemisphere antenna.

1Since we have no information about the attacker statistics we assume a uniform distribution
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The output of the receiver was logged using the Septentrio binary format (SBF)
standard and postprocessed after the experiments, obtaining a dataset of measurements
from different constellations and frequency bands, summarized in Table 4.1.

Table 4.1: Constellations and central frequencies of the measurements
collected in the experimental dataset.

Central Frequency, \bfitf \bfc [MHz]
1176.45 1207.14 1227.60 1245.5 1278.75 1268.52 1561.098 1575.42 1601.5

Galileo E5a E5b E6 E1BC
L2 C/A L1 C/A

GPS L5
L2 P(Y) L1 P(Y)

Beidou B2a B2l B3l B1l B1C
GLONASS L2 C/A L1 C/A

We remark that only two Galileo satellite were visible during the whole experiment:
thus only measurements collected from this two satellites where to compute the
corrections.

We used as ground truth to later evaluate the goodness of our estimates \^T\mathrm{b}, the
clock bias measurements calculated from the PVT solution computed by the receiver
using the whole set of measurements available in the dataset: on average, the PVT
was computed by the receiver using the signal coming from 16 satellites.

Since only E6C ranging measurements were assumed to be authenticated, we set the
receiver to use the Klobuchar ionospheric correction model, which is the one typically
used for GNSS receivers, estimating the ionospheric delay as from the correction of E1
(see (B.2)). We remark that, in general, more sophisticated models, such as Galileo
NeQuick [4] and IRI-P 2017 [59] can be employed. Still, for the sake of simplicity, we
show that even the simpler Klobuchar model is enough to obtain satisfactory results,
proving the robustness of our method. Next, we extracted set \scrO from our dataset
considering only the measurements from E6C.

Figure 4.5 shows the master clock bias estimation error as the difference between
the ground truth and the clock estimations, \Delta \^T\mathrm{b}, obtained using the LS quadratic,
LS linear estimation methods and the Kalman őlter. The LS methods described in
Section 4.2.2.1 were used to compute one clock bias estimation \^T\mathrm{b} every 2 \mathrm{s} by using
the 4 most recent available measurements, so that M = 4. The Kalman őlter computed
one new estimate \^T\mathrm{b} every second. All the tested methods proven to be effective,
achieving an error limited to less than 50 \mathrm{n}\mathrm{s}, obtaining precise timing with fewer than
four satellites in view.

4.4.2 Numerical Results and Attack Detection

To simulate the attacks, we used our signal generator and software receiver developed
for the MORE GOSSIP project, funded by the ESA, which was used also in [45]. We
simulated the Galileo E6 baseband signal: of course, notice that the carrier frequency
still inŕuences the Doppler frequency. Data (E6B) and pilot (E6C) components where
generated as in Galileo speciőcations [39], modulated with a BPSK(5), i.e., with code
frequency f\mathrm{c}\mathrm{o}\mathrm{d}\mathrm{e} = 5.115\mathrm{M}\mathrm{H}\mathrm{z}. We considered an additional linear (deterministic) clock
drift of 0.5 parts per million (ppm).

We modeled a noiseless scenario with RECS duration equal to the PRN code
length on E6, i.e., 5115 chips. Concerning CAS, we assumed that one new RECS
would be disclosed every second. We generated 5 channels, i.e., 5 signals from őve
different satellites with 16 \mathrm{b}\mathrm{i}\mathrm{t} quantization. The sampling frequency was set to fs =
2f\mathrm{c}\mathrm{o}\mathrm{d}\mathrm{e} = 10.23\mathrm{M}\mathrm{H}\mathrm{z}, and each simulation scenario lasted for 100 \mathrm{s}. On the receiver
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Figure 4.5: Difference between the ground truth and the clock esti-
mations, \^\Delta T\mathrm{b}, obtained by using the LS quadratic, LS linear and the

Kalman filter on the experimental data.

side, the acquisition was performed by using the same sampling frequency, and the
Doppler bin size was set to 75\mathrm{H}\mathrm{z}. The receiver collected measurements \{ \^T\mathrm{b},i, \^T\mathrm{d},i\} 
with a frequency of 1\mathrm{H}\mathrm{z}; as indicated before, since we assumed that the one RECS
was made public every 60 \mathrm{s}, we used only one of the measurements of the satellite in
view per acquisition round as input for the model.

4.4.2.1 Nominal Scenario

We start by considering legitimate dataset \scrH 0. Only one RECS is disclosed at every
epoch; thus, only one signal every epoch can be used to update the state.

Figure 4.6 shows the results obtained for the current-state estimation phase de-
scribed in Section 4.2.2. We show \Delta \^T\mathrm{b}, i.e., the difference between ground truth and
clock estimations obtained by using the LS quadratic, LS linear, and the Kalman őlter:
all the methods were effective, achieving maximal deviation lower than 200 \mathrm{n}\mathrm{s} and a
zero mean even using only one (new) measurement per epoch (i.e., per minute). Thus,
all the methods could be employed for this task.

4.4.2.2 Attack Scenario

In this section, we evaluate under-attack scenarios, such as the ones described in
Section 4.3: őrst, we show the impact of a time-push attack, proving that such
attacks cannot be detected just by the check on the receiver position; in the second,
we discuss the performance of the clock-monitoring and innovation-check methods,
showing the different behaviors of the test statistics \beta \mathrm{b}, \beta \mathrm{d}, and \beta \mathrm{K} in the legitimate
and under-attack scenarios, i.e., \scrH 0 and \scrH 1.

As indicated in Section 4.3, a sudden spike in the estimated clock bias may alert the
receiver; thus, the attacker introduces the delays in a ramp-like fashion. We modeled
a scenario where the attacker managed to isolate the victim receiver and acquired only
the forged E6 signals.
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Figure 4.6: Difference between the ground truth and the clock esti-
mations, \Delta \^T\mathrm{b}, obtained by using the LS quadratic, LS linear and the

Kalman filter on the simulated data.

Figure 4.7 reports the results: while the positioning error statistic was indeed
indistinguishable in \scrH 0 and \scrH 1, the impact on the clock bias is clear. This conőrms
that we cannot trust the timing obtained on a PVT that passes by the naive position
check. Hence, we suggest dedicated algorithm and strategies speciőcally designed for
secure timing.

Next, we validate the security checks described in Section 4.3 considering a legiti-
mate scenario and three attack scenarios. Each attack lasted 20 s with a constant drift
of 1, 2 and 3 ppm, and achieved a őnal delay of 20, 40, and 60\mu s, respectively. Each
attack started at a different time.

Figure 4.8 shows the test statistic obtained via clock monitoring in nominal
conditions and an under-attack scenario: both \beta \mathrm{b} and \beta \mathrm{d} presented spikes associated
to the start and end of the attack, which had a magnitude much greater than the
standard deviation of the same test statistic in the nominal conditions. This test was,
thus, indeed effective in detecting time-push attacks since it is easy for the user to set a
threshold to distinguish legitimate from under-attack scenarios. Moreover, performing
more tests, it could be possible for the user to őne-tune the threshold by observing the
ROC curves.

Figure 4.9 shows the test statistic \beta K used for the innovation testing and described
in Section 4.3.2. After a őrst transitory phase, a jump is presented when the attacker
starts (and ends) the time-push attack. Therefore, this technique is successful at
detecting time-push attacks.
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Figure 4.7: Comparison of legitimate and under-attack scenarios
for (A) clock bias and (B) positioning error obtained using the simu-

lated dataset.

4.5 Conclusions

In this work, we have presented a secure timing protocol that may be used, for instance,
by Industry 4.0 applications to synchronize multiple IoT devices within a facility. We
have considered a scenario where the master clock was securely connected to a GNSS
receiver, and all the devices or sensors aimed to be synchronized. The protocol is
based upon the new Galileo ACAS and relies only on authenticated measurements to
obtain the clock correction.

The procedure is composed by three blocks: őrst, exploiting the fact that the
facility position is known, the receiver processes the E6C measurements to obtain an
estimation of the receiver clock bias and drift; second, the receiver merges the previously
obtained measurements to compute the current clock bias estimation by őtting either
a linear or a quadratic least-squares model, or by using a Kalman őlter. Lastly, we
also envision the employment of a security evaluation phase where, the consistency
of each new measurement is tested against the one obtained by using the previously
estimated prediction model. For this task, we have proposed two methods: clock
monitoring and innovation test. We have validated the proposed procedure by using
an experimental dataset, collected with a Septentrio PolaRx5 receiver, and simulated
data considering both legitimate and under-attack conditions. The obtained numerical
and experimental results have shown that our protocol was both able to compute a
reliable timing correction and to reject time-push attacks.
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Chapter 5

Scheduling Strategies for GNSS

Packet Broadcasting

5.1 Introduction

GNSSs are continuously evolving to provide improved and/or new services. Beyond
the primary objective of supporting navigation and timing, e.g., by transmitting
ephemeris and almanacs, studies have been conducted to support new services, such as
authentication data, SAR, and short messaging [1, 60,61]: these solutions require the
broadcast of further data messages. Many of these data transmissions are particularly
useful in remote areas, where no other communication network is available: in this
case, hybrid satellite-Internet solutions, such as those provided by the high accuracy
service (HAS), cannot be adopted. In this context, almanacs may be used to aid the
acquisition phase: however, considering for instance Galileo, the typical solution is to
resort to the carousel scheduling strategy [62], where each different packet is scheduled
sequentially in time. With the carousel strategy, only the almanacs for two SVs are
retrieved within each sub-frame (i.e., 30 s) [39].

In general, GNSS have data rates in the order of a few hundred bit/s, e.g., 50 \mathrm{b}\mathrm{i}\mathrm{t}/\mathrm{s}
for GPS L1 C/A [2, Chapter 4] and 125 \mathrm{b}\mathrm{i}\mathrm{t}/\mathrm{s} for Galileo E1B [39]. Hence, latency may
become signiőcant, especially for long messages.

Still, at a packet level the diversity provided by multiple satellites can be exploited.
Indeed, by splitting the message into several packets and transmitting them via different
satellites and speciőc spreading code, ground receivers can collect the packets and
obtain the entire message. A őrst study on various alternatives for message splitting in
GNSS data broadcasting was presented in [1]: in particular, it has been highlighted that
the scheduling of sub-message transmission among satellites plays an important role
in the resulting rate at the GNSS receiver. However, no speciőc scheduling solutions
were proposed there.

Although a message splitting approach was suggested in [63,64], for Galileo OSNMA,
the subset of satellites distributing the OSNMA data changes over time: in such a way
a potential attacker cannot know in advance which satellite is distributing the OSNMA
data [65]. In this context, the use of random fountain codes has been proposed to
increase the reliability of the packet dissemination [66].

Message allocation strategies are proposed for Galileo HAS [67] in [68,69] taking
into account the satellite positions but not the actual receivers’ visibility. Moreover, in
these works the authors focus on dissemination of 10 messages while we consider a
more general scheduling problem.

In this scenario, a key issue is the scheduling of packets on the satellites which
can be deterministic. In fact, the positions of the SVs at any instant are predictable
positions and the set of satellites in view from any point on the surface of the earth
can be easily determined. By assigning a speciőc packet to be broadcast by each
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satellite, we can determine where it will be reliably received. Yet, only a few studies
are available on this topic, in the literature.

This chapter collects the results of two works. In the őrst [70] we address the
problem of scheduling packet transmissions in a constellation of satellites. Two distinct
channel models are considered: error-free and erasure channel. For the error-free
channel, given the constellation conőguration and the number of packets, we aim
at scheduling them in order to maximize the area over the earth surface where the
entire message can be decoded (i.e., all packets are received). We obtain a binary
linear programming problem, that can be optimally solved, yet with a substantial
computational effort. Thus, we also propose a suboptimal solution, based only on the
relative distance among the constellation satellites. In the erasure channel scenario we
consider two alternative, dual scheduling objectives: either the minimization of the
maximum packet error rate (PER) experienced by receivers over the earth surface,
or the maximization of the area in the earth surface, where all packets are received
with PER below a given threshold. Note that a device receiving the same packet by
multiple satellites in view may reduce the PER on that packet. The scheduling task for
both objectives are framed as integer linear programming problems, and suboptimal,
still less computationally demanding solutions are also developed. Numerical results
compare the proposed techniques with the random scheduling approach of [1], in terms
of either the coverage area fraction (for error-free reception) or the statistics of PER
(for the scenario with errors).

One of the results of [70] is that we showed that no scheduling strategy could
achieve full coverage and reliable reception for 4 packets at the same time, using
the Galileo GNSS. Thus, the second work [71] focuses on the latency minimization,
i.e., the minimization of the time by which a message is received by all the devices
on the ground. We propose a scheduling of packets over both the satellites and the
time, to overcome the limitations of existing solutions. We denote as round the time
used for the transmission of a single packet, and consider that the transmission of
the entire message spans several rounds. The scheduling of packets on the satellites
among multiple rounds can be performed with two alternative objectives: either a)
the minimization of the maximum latency among all receivers, or b) the maximization
of the average received packets per round. In the őrst case, we consider latency as the
key metric and aim at minimizing it for the receiver in the worst conditions. With
the latter objective instead we aim at maximizing the data rate. A third objective
is a variation of b), where we also aim at maximizing the coverage at each round.
Numerical results show the validity of our solutions and the improvement with respect
to the solution in [70], obtaining reduced average and maximum latency.

The problem of latency minimization for broadcasting services has been studied
in different contexts, e.g., WSN [72] and cognitive radio networks (CRN) [73]. Still,
We remark that our scenario has signiőcant peculiarities, with respect to the typical
broadcast wireless scenarios, namely: a) no feedback channel is available from receiver
to transmitter; b) the bipartite graph modeling the network is not complete, since
only a subset of satellites is in view of each receiver; c) the position of transmitters
and receivers is periodically changing over time, hence the scheduling solution will be
time-variant and periodic. Thus, we must develop solutions speciőcally targeted to
the GNSS context.

The Chapter is organized as follows. Section 5.2 describes the system model.
Section 5.3 discusses the strategies for single-round message scheduling. Numerical
results for the single-round scheduling are reported in Section 5.4. Section 5.5 presents
the solutions for multi-round scheduling; numerical results are then shown in Section
5.6. Section 5.7 draws the conclusions.
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5.2 System Model

We consider a scenario where a set S = \{ 1, . . . ,M\} of M GNSS satellites aims at
transmitting a message p to ground receivers. Since the transmission rate is low and
the message p is typically sent periodically, to reduce the latency, we split p into K
packets of equal size \{ p1, . . . , pK\} , so that different satellites may transmit distinct
packets at the same time. We do not consider any form of packet coding therefore all
the packets are needed to reconstruct p.

In particular we assume the ground receivers to be distributed over a region A,
described by latitude and longitude coordinates (\varphi , \lambda ) = \bfitx .

We indicate as Sk,n \subset S the set of satellites transmitting packet k at round n.
Satellite s \in S is assumed to be in view for a ground receiver at position \bfitx \in A if its
elevation angle \alpha s(\bfitx ) > \alpha \mathrm{m}\mathrm{i}\mathrm{n}, with \alpha \mathrm{m}\mathrm{i}\mathrm{n} a suitable threshold. Formally, we introduce
the satellite visibility maps as

vs,n(\bfitx ) \triangleq 

\Biggl\{ 
1 if \alpha s,n(\bfitx ) \geq \alpha \mathrm{m}\mathrm{i}\mathrm{n},

0 if \alpha s,n(\bfitx ) < \alpha \mathrm{m}\mathrm{i}\mathrm{n},
(5.1)

indicating that satellite s is visible by a receiver in \bfitx during round n if vs,n(\bfitx ) =
1. We remark that, indeed, by picking a large \alpha \mathrm{m}\mathrm{i}\mathrm{n}, we are potentially discarding
useful satellites. However signals coming from low elevation satellites are subject to
atmospheric and multipath distortion, or possibly even blocked by nearby obstacles [2,
Chapter 7], hence these signals can typically be discarded a priori without degrading
the performance of the receiver.

Time is divided into rounds, each of duration T in which one packet is transmitted.
The transmission of the entire message lasts multiple rounds. Each packet is in general
transmitted by multiple satellites over multiple rounds to reach all ground receives. We
consider that the relative positions of satellites and receivers change over the rounds:
however, since the round duration, T , is much smaller than the orbital period of the
satellites, we assume satellite positions to be static within each round.

If a ground receiver collects all the K packets from the satellites in view, it can
obtain the entire message. We assume that correct decoding of all K sub messages
is necessary to reconstruct the overall message, thus neglecting the possibility of
employing erasure coding across packets, for the sake of a more compact formulation.
Yet our discussion could be adapted to that case with little effort.

We consider both the case of ideal error-free transmission, and the transmission
over a more realistic error-prone channel. For the latter scenario, we assume that the
receiver can verify the correctness of the received packets using cyclic redundancy
check (CRC) and, for simplicity, we will neglect the possibility of undetected errors.
Thus, we model the channel between satellite i and the ground receiver as a packet
erasure channel [74, Chapter 8], with PER rs(\bfitx ). We also assume independent erasures
from each satellites, so that if a device receives multiple copies of the same packet
from different satellites, it can leverage such diversity to reduce the PER for the
corresponding packet to the product of the PERs for all satellite transmitting the same
packet.

The two scenarios are summarized as follows:

- an ideal scenario, where error-free decoding is assumed for all packets coming
from satellites in view, and
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- an erasure channel scenario where the PER is a smoothly decreasing function of
the satellite elevation angle, namely rs(\bfitx ) = f(\alpha s(\bfitx )), and the PER for packet
pk is given by

\prod 
s\in Sk

rs(\bfitx ).

We make the following assumptions: each GNSS receiver

1. has a buffer with size at least equal to the length of p, to store all the received
packets;

2. can decode all the packets sent by all satellites in view at the same time without
interference degradation; this is typically achieved by transmitting messages in
a code division multiple access (CDMA) fashion and using a different code for
each satellite.

Summarizing, considering round n, we want to őnd a packet scheduling protocol
that will be composed by the following steps

1. satellite s \in S obtains packet \pi s,n \in 1, . . . ,K from the ground station; the choice
of \pi s,n is the subject of the scheduling discussed in the next section;

2. satellite s transmits packet \pi s,n;

3. each receiver in a position \bfitx such that vs,n(\bfitx ) = 1 decodes the packet;

4. if the receiver has already obtained packet \pi s,n during previous rounds or from
another satellite, it discards the packet, otherwise it stores the packet in its
buffer;

5. once the receiver has collected all the K packets, it reconstructs message p and
waits for a new message.

The transmission scheduling at round n is deőned by \scrS n = (S1,n, . . . , SK,n), where
Sk,n is the set of satellites transmitting packet k at round n. The transmission
scheduling from round 1 to n will be then \bfscrP n = (\scrS 1, . . . ,\scrS n).

5.3 Single-Round Scheduling Strategies

In the őrst part of this chapter, we are considering single round scheduling strategies.
Thus, to ease the notation we will drop the round index n.

We now introduce the scheduling strategies for the two scenarios. We will consider
both optimal scheduling, by integer linear programming (ILP) and heuristic scheduling
solutions. Each solution is computed starting from the satellite positions hence it is
time-dependent: however it does not need to be computed in real time. It can be
computed offline and stored, e.g., in a lookup table indexed by the corresponding
instant within an orbital period, and applied periodically.

5.3.1 Optimal Scheduling for the Ideal Scenario

In the ideal scenario, where the message transmission is error-free for all satellites in
view, we aim at maximizing the coverage, i.e., the fraction of the region A where K
packets can be received.

Then, for each satellite subset Sk \subset S, we compute the binary subset visibility map
as the logical OR of the satellite visibility maps for all satellites in Sk

uk(\bfscrP ,\bfitx ) =
\bigvee 

s\in Sk

vs(\bfitx ) = \mathrm{m}\mathrm{i}\mathrm{n}

\left\{ 
 
 1,

\sum 

s\in Sk

vs(\bfitx )

\right\} 
 
 . (5.2)
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The coverage can then be written as

\gamma (\bfscrP ) =
1

| A| 

\int 

A

K\prod 

k=1

uk(\bfscrP ,\bfitx ) dA, (5.3)

where the product represents the logical AND operation among visibility maps for
various packets, and for the surface integral we use the customary deőnition

\int 

A
g(\bfitx ) dA =

\int \int 
g(\bfitx )R2 \mathrm{c}\mathrm{o}\mathrm{s}\varphi d\varphi d\lambda .

Our optimization problem can then be written as follows

\mathrm{m}\mathrm{a}\mathrm{x}
\bfscrP \in \bfscrP  \star 

\gamma (\bfscrP ), (5.4)

where \bfscrP 
 \star is the family of \scrS partitions. Note that the optimal solution can be obtained

by enumerating all the partitions in \bfscrP 
 \star and selecting the one that maximizes \gamma (\cdot ).

This algorithms however has exponential complexity, since the cardinality of the \bfscrP 
 \star is

| \bfscrP  \star | =
\biggl\{ 
M

K

\biggr\} 
\geq 1

2
(K2 +K + 2)KM - K - 1  - 1 (5.5)

where
\bigl\{ 
n
k

\bigr\} 
is the Stirling number of second kind.

Therefore, we have investigated a more efficient solution, based on ILP.

In order to formulate the problem in the framework of linear programming, we
introduce the indicator variables

ys,k =

\Biggl\{ 
1 for s \in Sk
0 otherwise

(5.6)

Moreover, we replace the continuous space A by a őnite subset \Omega \subset A of sampling
locations, and correspondingly partition A into a tessellation \scrA = \{ A(\bfitx )\} indexed by
points \bfitx in \Omega , essentially treating all the receivers in A(\bfitx ) as a single receiver placed
at position (\bfitx ). We deőne the normalized size of each subregion A(\bfitx ) as

a(\bfitx ) =
| A(\bfitx )| 
| A| , (5.7)

and
A(\bfitx ) \cap A(\bfitx \prime ) = \emptyset , if \bfitx \not = \bfitx \prime . (5.8)

Finally, let us introduce the variables \=u(\bfscrP ,\bfitx ) deőned as

\=u(\bfscrP ,\bfitx ) =
\prod 

1\leq k\leq K

uk(\bfscrP ,\bfitx ), (5.9)

Then, (5.4) can be written as follows

Problem 1 (Binary Linear Programming formulation). Given the coefficients

vs(\bfitx ) \in \{ 0, 1\} \bfitx \in \Omega , s \in S (5.10a)

a(\bfitx ) \in [0, 1] \bfitx \in \Omega , (5.10b)
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maximize over the variables

ys,k \in \{ 0, 1\} k \in \{ 1, . . . ,K\} , s \in S, (5.10c)

uk(\bfscrP ,\bfitx ) \in \{ 0, 1\} k \in \{ 1, . . . ,K\} ,\bfitx \in \Omega , (5.10d)

\=u(\bfscrP ,\bfitx ) \in \{ 0, 1\} \bfitx \in \Omega , (5.10e)

the objective function

\mathrm{m}\mathrm{a}\mathrm{x}
\sum 

\bfitx \in \Omega 

a(\bfitx )\=u(\bfscrP ,\bfitx ), (5.10f)

under the constraints (for all k \in \{ 1, . . . ,K\} , \bfitx \in \Omega , s \in S),

\sum 

k

ys,k =1, (5.10g)

\sum 

s

ys,kvs(\bfitx ) \leq Muk(\bfscrP ,\bfitx ), (5.10h)

\sum 

s

ys,kvs(\bfitx ) \geq uk(\bfscrP ,\bfitx ), (5.10i)

\sum 

k

uk(\bfscrP ,\bfitx ) \geq K\=u(\bfscrP ,\bfitx ). (5.10j)

The solution to this problem can be obtained, for instance, via the Matlab function
intlinprog, where the complexity is set by the high number of constraints in (5.10h)
ś (5.10j): in particular, by considering a sampling with | \Omega | = NS points we have in
total (2K + 1)NS +M constraints. Since the complexity required to solve the binary
linear programming problem grows exponentially with the number of constraints, we
notice that even this approach becomes unfeasible for dense \Omega . Thus we now propose
two suboptimal, but faster, heuristic solutions.

5.3.2 Heuristic Solutions for the Ideal Scenario

The őrst heuristic algorithm, max inter-group distance (MID), stems from the observa-
tion that satellites far from each other will seldom be in view at the same time, hence
it is reasonable to assign them to the same subset Sk. Vice versa, satellites close to
each other will be both in view from many positions on the ground, hence they should
send different packets.

Having deőned the distance matrix \bfitD = [di,j ], where entry di,j represents the
Euclidean distance between satellites i and j, and the sum of distances for an arbitrary
satellite subset X \subset S as

s\mathrm{d}(X) =
\sum 

i,j\in X

di,j . (5.11)

we iteratively build the Sk making up the chosen partition. We start by őlling the set
S1 with the \ell = \lceil M/K\rceil satellites in S that maximize s\mathrm{d}(S1), then remove them from
S. Then, we repeat the operation starting instead from the set S\prime = S \setminus S1, őlling the
set S2. We repeat this operation until we obtain all the K subsets and all the satellites
have been included, hence S\prime = \emptyset . The resulting procedure is shown in Algorithm 1.

For the second algorithm, denoted min inter-group weight (MIW), we deőne weight
wi,j for satellites i and j as the fraction of the area A that is covered at the same time
by both satellites, i.e.,

wi,j =
\sum 

(\bfitx )\in \Omega 

vi(\bfitx )vj(\bfitx )a(\bfitx ). (5.12)
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Hence, similarly to the previous algorithm, we őll S1 as the subset of \ell satellites from
S, that minimize the weight function

s\mathrm{w}(X) =
\sum 

i,j\in X

wi,j . (5.13)

Then we repeat these operations, őlling S2 with satellites from S\prime = S \setminus S1, and so
on, until we őll all the K sets, thus obtaining the partition \scrS = \{ S1, . . . , SK\} . The
algorithm is thus analogous to the MID algorithm, but it takes as input the weight
matrix \bfitW instead of the distance matrix \bfitD , and chooses Sk minimizing (5.13) instead
of maximizing (5.11).

Notice that the repeated computation of \ell for each k is needed since groups may
not contain the same number of satellites, ranging between \lfloor M/K\rfloor and \lceil M/K\rceil .
Regarding the computational cost of these approaches, the largest cost comes from
the computation of all the possible combinations of \ell satellites from the set S\prime : if, for
simplicity, we assume that all the subsets contain exactly \ell =M/K satellites we have
to compute

K - 1\sum 

k=0

\biggl( 
M  - k\ell 

\ell 

\biggr) 
(5.14)

possible combinations. which represents an upper bound on the total number of checks
that need to be done in order to őnd the best partition. Notice that the bound is
exponential in M only, and is independent of N\Omega , which is only used in computing \bfitW 

for the setup of the MIW algorithm: in the GNSS scenarios we will always have to
deal with constellations having (relatively) small values of M , therefore the heuristic
approaches will be indeed much faster than the ILP.

5.3.3 Optimal Scheduling for the Erasure Channel Scenario

In the erasure channel scenario, message detection is prone to errors, and the error
probability is different for each satellite-receiver link. Therefore, we take errors into
account for the deőnition of the scheduling metric. First note that the visibility
condition is included in the deőnition of PER rs(\bfitx ), since when satellite s is not in
view from position \bfitx we can set rs(\bfitx ) = 1. Assuming that page error events for
distinct satellites are independent, the probability that all copies of packet pk, are

Algorithm 1 max inter-group distance (MID)

Input: \bfitD ,K, S
Output: \scrP 
S\prime := S
for k = 1, . . . ,K do
\ell := \lceil | S\prime | /(K  - k + 1)\rceil 
őnd all combinations of \ell satellites from S\prime 

for each combination X do
compute s\mathrm{d}(X)

end for
Sk := \mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{a}\mathrm{x}X s\mathrm{d}(X)
S\prime := S\prime \setminus Sk

end for
return \bfscrP := \{ S1, S2, ..., Sk\} 
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received with errors by a receiver in position \bfitx \in A is

qk(\bfscrP ,\bfitx ) =
\prod 

s\in Sk

rs(\bfitx ). (5.15)

Now we consider two alternative objectives when performing scheduling: a) the
minimization of the maximum PER, or b) the maximization of coverage, with a given
PER upper bound. In details:

Problem 2 (Min-max PER (MP) criterion). We aim at minimizing the maximum
PER, i.e.,

\mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{i}\mathrm{n}
\bfscrP \in \bfscrP  \star 

\gamma \prime (\bfscrP ), (5.16a)

where
\gamma \prime (\bfscrP ) = \mathrm{m}\mathrm{a}\mathrm{x}

\bfitx \in \Omega 
qk(\bfscrP ,\bfitx ). (5.16b)

Problem 3 (Bounded PER (BP) criterion). For a given threshold PER q\mathrm{m}\mathrm{a}\mathrm{x} let
us define a new map as

u\prime \prime k(\bfscrP ,\bfitx ) =

\Biggl\{ 
1 qk(\bfscrP ,\bfitx ) \leq q\mathrm{m}\mathrm{a}\mathrm{x},

0 qk(\bfscrP ,\bfitx ) > q\mathrm{m}\mathrm{a}\mathrm{x}.
(5.17a)

With the bounded PER criterion we aim at maximizing the area where PER \leq q\mathrm{m}\mathrm{a}\mathrm{x}

i.e.,
\mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{i}\mathrm{n}
\bfscrP \in \bfscrP  \star 

\gamma \prime \prime (\bfscrP ), (5.17b)

where
\gamma \prime \prime (\bfscrP ) =

\sum 

\bfitx \in \Omega 

\mathrm{m}\mathrm{i}\mathrm{n}
k
u\prime \prime k(\bfscrP ,\bfitx )a(\bfitx ). (5.17c)

We proceed to write problems 2 and 3 as mixed-integer linear programming (MILP)
and ILP problems, respectively. Let us deőne

\~rs(\bfitx ) = \mathrm{l}\mathrm{o}\mathrm{g}10 rs(\bfitx ), (5.18a)

\~q\mathrm{m}\mathrm{a}\mathrm{x} = \mathrm{l}\mathrm{o}\mathrm{g}10 q\mathrm{m}\mathrm{a}\mathrm{x}. (5.18b)

Then, problem 2 can be formalized as follows:

Problem 4 (Min-max PER (MP), MILP formulation). Given the coefficients

\~rs(\bfitx ) \in \BbbR  - s \in S,\bfitx \in \Omega (5.19a)

minimize \~q\mathrm{m}\mathrm{a}\mathrm{x} over the variables

ys,k \in \{ 0, 1\} s \in S, k \in \{ 1, . . . ,K\} (5.19b)

\~q\mathrm{m}\mathrm{a}\mathrm{x} \in \BbbR  - (5.19c)

under the constraints

\sum 

k

ys,k = 1 s \in S (5.19d)

\sum 

s

ys,k\~rs(\bfitx ) \leq \~q\mathrm{m}\mathrm{a}\mathrm{x} k \in \{ 1, . . . ,K\} ,\bfitx \in \Omega (5.19e)
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For problem 3, we observe that it is similar to Problem 1, by replacing vs(\bfitx ) with
\~rs(\bfitx ) and constraint (5.47d)

Problem 5 (Maximum coverage with BP, ILP formulation). Given the coefficients

\~rs(\bfitx ) \in \BbbR  - \bfitx \in \Omega , s \in S, (5.20a)

a(\bfitx ) \in \BbbR \bfitx \in \Omega , (5.20b)

maximize over the variables

ys,k \in \{ 0, 1\} k \in \{ 1, . . . ,K\} , s \in S, (5.20c)

uk(\bfscrP ,\bfitx ) \in \{ 0, 1\} k \in \{ 1, . . . ,K\} ,\bfitx \in \Omega , (5.20d)

\=u(\bfscrP ,\bfitx ) \in \{ 0, 1\} \bfitx \in \Omega , (5.20e)

the objective function
\^f\mathrm{c} = \mathrm{m}\mathrm{a}\mathrm{x}

\sum 

\bfitx 

a(\bfitx )\=u(\bfscrP ,\bfitx ), (5.20f)

under the constraints \forall k \in \{ 1, . . . ,K\} , \bfitx \in \Omega , s \in S
\sum 

k

ys,k =1, (5.20g)

\sum 

s

ys,k\~rs(\bfitx ) \leq \~q\mathrm{m}\mathrm{a}\mathrm{x}uk(\bfscrP ,\bfitx ), (5.20h)

uk(\bfscrP ,\bfitx ) \geq \=u(\bfscrP ,\bfitx ). (5.20i)

5.3.4 Heuristic Scheduling for the Erasure Channel Scenario

The heuristic solutions from Section 5.3.2 can be applied to the erasure channel scenario,
as well. In particular, since the MID algorithm operates only on the intersatellite
distances, it can be employed here with no modiőcations. As regards the MIW, it
needs instead to be modiőed, by replacing the satellite visibility maps vs with a version
depending on the PER threshold, that is

vs(\bfitx ) =

\Biggl\{ 
1 if rs(\bfitx ) \leq q\mathrm{m}\mathrm{a}\mathrm{x},

0 if rs(\bfitx ) < q\mathrm{m}\mathrm{a}\mathrm{x}

, (5.21)

or equivalently, by replacing \alpha \mathrm{m}\mathrm{i}\mathrm{n} in (5.1) with the value that satisőes f(\alpha ) = q\mathrm{m}\mathrm{a}\mathrm{x} in
the relationship between PER and elevation angle. By correspondingly adapting the
weights in (5.12) we can use the adapted weight matrix \bfitW as the input to Algorithm
1 and obtain the solution in the erasure channel scenario.

5.4 Numerical Results for Single Round Scheduling

In order to show the effectiveness of the proposed solutions we consider A as the whole
Earth surface and take \Omega to be a regular Cartesian sampling of the (\lambda , \varphi ) plane with
N\varphi and N\lambda points in each direction, respectively. For \bfitx = (\varphi , \lambda ) the corresponding tile
is [\varphi  - \pi /(2N\varphi ), \varphi + \pi /(2N\varphi )]\times A(\bfitx ) \in [\lambda  - \pi /N\lambda , \lambda + \pi /N\lambda ] with (normalized) area

a(\bfitx ) = a(\varphi , \lambda ) =
1

N\lambda 
\mathrm{c}\mathrm{o}\mathrm{s}(\varphi ) \mathrm{s}\mathrm{i}\mathrm{n}

\biggl( 
\pi 

2N\lambda 

\biggr) 
, (5.22)
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and R\mathrm{E} is the Earth radius. For all numerical results described in the following, we
employed N\lambda = 48 and N\varphi = 24.

We considered the Galileo GNSS constellation S0, composed of 24 medium Earth
orbit (MEO) satellites distributed over 3 orbital planes, from which we consider the
set S \subset S0 of actually transmitting satellites at a given time as those connected to one
of the 5 uplink stations [75] [1]. In order to measure the performance of our algorithm
we consider for comparison the random scheduling (RS) [1], where the partition \scrP is
uniformly randomly selected among all the possible partitions. The masking elevation
angle is \alpha \mathrm{m}\mathrm{i}\mathrm{n} = 10\circ and we consider as interval 1 \leq K \leq Ns/2.

In implementing the ILP for the error free case we have precomputed the areas
covered by each possible combination of satellites in view, thus reducing the actual
computation load for solving the problem. Figure 5.1 shows the coverage (5.3) for the
ideal scenario using RS, MID, MIW and the ILP approaches.
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Figure 5.1: Coverage \gamma (\bfscrP ) as a function of the number of scheduled
packets, K, obtained using the developed scheduling strategies in the
ideal scenario: the RS (green), MID in (brown), MIW (red) and the

ILP (orange).

In modeling the erasure channel scenario and the PER distribution rs(\bfitx ) we have
taken as a reference for the relationship f(\alpha ) between PER and elevation angle, the
measurements reported both in [76] and [77]: in particular we have considered the
measurement taken in the sub-urban scenario for a Galileo mass market receiver.
Moreover we have selected as upper bound for the erasure probability the value
q\mathrm{m}\mathrm{a}\mathrm{x} = 0.1. Figure 5.2 shows the results obtained for the metric \gamma \prime (\scrC ) as deőned
in Prob. 2, using the RS [1], the heuristic algorithmsMID and MIW and the MILP
solutions both in the MP (optimal for this case) and BP formulation. On the other
hand, Figure 5.3 shows instead the results obtained for the metric \gamma \prime \prime (\scrC ) as deőned in
Prob. 3 for the same techniques (in this case ILP BP would be optimal).

Although in both the scenarios the ILP/MILP solution does not achieve the optimal
results within the set time limit of 12 \mathrm{h}, for large values of K (i.e., for K \geq 6 in the ideal
scenario and K \geq 5 for the erasure channel scenario), we still notice that both the ILP
and the MILP achieve the best coverage; on the other hand the heuristic algorithms
obtain a lower coverage but their execution requires a much lower computational cost:
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Table 5.1: CPU time spent using the presented dissemination algo-
rithms in function of K. Last two columns are the solutions for the

erasure channel scenario.

K MID MIW ILP MP BP
2 4.255 \mathrm{s} 3.440 \mathrm{s} 2.534 \mathrm{s} 5.392 \mathrm{s} 0.793 \mathrm{s}
3 2.034 \mathrm{s} 1.265 \mathrm{s} 2.868 \mathrm{s} 12.499 \mathrm{s} 8.050 \mathrm{s}
4 1.086 \mathrm{s} 0.323 \mathrm{s} 3.297 \mathrm{s} 62.308 \mathrm{s} > 12\mathrm{h}
5 0.864 \mathrm{s} 0.148 \mathrm{s} 4.076 \mathrm{s} 350.642 \mathrm{s} > 12\mathrm{h}
6 0.849 \mathrm{s} 0.139 \mathrm{s} 8.995 \mathrm{s} 21.842\mathrm{m}\mathrm{i}\mathrm{n} > 12\mathrm{h}
7 0.755 \mathrm{s} 0.057 \mathrm{s} > 12\mathrm{h} 28.417\mathrm{m}\mathrm{i}\mathrm{n} > 12\mathrm{h}
8 0.776 \mathrm{s} 0.083 \mathrm{s} > 12\mathrm{h} > 12\mathrm{h} > 12\mathrm{h}
9 0.759 \mathrm{s} 0.057 \mathrm{s} > 12\mathrm{h} > 12\mathrm{h} > 12\mathrm{h}
10 0.704 \mathrm{s} 0.055 \mathrm{s} > 12\mathrm{h} > 12\mathrm{h} > 12\mathrm{h}

we report on Table 5.1 the time spent by ILP, MILP and the heuristic algorithms;
notice that we only reported the results for the heuristic algorithms in the ideal scenario
since there is no difference between the algorithms in terms of computational cost in
the two considered scenarios.

However it is also important to notice that the solutions with lower values of K, i.e.
2 \leq K \leq 6, are more feasible in practice since by using larger sets Sk we build a more
fault tolerant conőguration and in these conditions, the heuristic approaches achieve a
coverage which is only slightly lower than the one obtained by the ILP/MILP, MP
and BP, hence their application is still relevant.

In order to summarize the results for the Erasure Channel scenario, we deőne the
probability \^q(\bfscrP ,\bfitx ) that at least one of the k packets is lost by the receiver in position
(\varphi , \lambda ) as

\^q(\bfscrP ,\bfitx ) = 1 - 
K\prod 

k=1

\biggl( 
1 - qk(\bfscrP ,\bfitx )

\biggr) 
(5.23)

and evaluate the CDF for \^q(\bfitx ), denoted by F (q), that represents the fraction of Earth
surface where \^q(\bfscrP ,\bfitx ) \leq q. We run 100 simulations covering a period of 25 \mathrm{h}, with
K = 3 and qmax = 0.04 and we report the CDF of q in Figure 5.4: all the proposed
algorithms outperform the RS of [1], while for low values of q the MILP and heuristics
achieve similar performances, for high values of q the MILP algorithms achieve the
best results; in particular, as expected, the BP algorithm outperform MP for q \approx q\mathrm{m}\mathrm{a}\mathrm{x},
while MP outperforms BP for q \geq q\mathrm{m}\mathrm{a}\mathrm{x}.

5.5 Multi-round Message Scheduling in GNSS Packet Broad-

casting

In this Section we discuss the problem of multi-round packet broadcasting: as shown
in the őrst part of the Chapter, even in the ideal scenario it is not possible to deliver
within a single round more than 4 packets to all the receivers. This means that,
to deliver long messages, we have to resort to multi round message scheduling, i.e.,
scheduling strategies that last for more than one round. In the rest of the Chapter we
investigate solutions for the multi-round packet broadcasting problem.

We introduce a new set of metrics that will be used to design the scheduling
algorithms, namely a) the average number of different received packets, b) the maximum
latency, and c) the average latency.
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Figure 5.2: Values of the metric \gamma \prime (\bfscrP ) described in Prob. 2, as
a function of the number of scheduled packets, K, obtained by the
random scheduling [1], the heuristic algorithms MID and MIW, the
ILP solution for the BP problem, and the (optimal) MILP solution
for the MP problem. The value for K = 1, common to all methods is

\gamma (1) \simeq 10 - 3.
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Figure 5.3: Values of the metric \gamma \prime \prime (\scrC ) described in Prob. 3, as
a function of the number of scheduled packets, K, obtained by the
random scheduling [1], the heuristic algorithms MID and MIW, the
(optimal) ILP solution for the BP problem and the MILP solution for
MP problem.The value for K = 1, common to all methods is \gamma (1) = 1.
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Figure 5.4: CDF of the probability of correctly receiving all the
K = 3 packets for the Erasure Channel scenario.

Average Number of Received Packets The őrst metric is related to the number
of different received packets in a given time and in a given area, thus it merges coverage
and throughput performance. By introducing the availability of packet k at position \bfitx 

by round n

uk,n(\bfscrP n,\bfitx ) \triangleq 

\Biggl\{ 
1 if

\sum n
m=1

\sum 
s\in Sk,m

vs,m(\bfitx ) > 0,

0 otherwise,
(5.24)

we denote the total number of different received packets at position \bfitx up to round n, as

\eta n(\bfscrP n,\bfitx ) \triangleq 
K\sum 

k=1

uk,n(\bfscrP n,\bfitx ). (5.25)

This provides an indication on the data rate in a given position. Lastly, the average
number of different received packets in A up to round n is

\=\eta n(\bfscrP n) \triangleq 
1

| A| 

\int 

A
\eta n(\bfscrP n,\bfitx )d\bfitx . (5.26)

This metric is related to the coverage up to the current frame. Note however that a
value of \=\eta n(\bfscrP n) does not ensure that all points in the area have received the same
number of packets.

Maximum Latency The second metric is referred to the latency, i.e., the number
of rounds necessary for a receiver to obtain all the K packets and reconstruct p. First,
we deőne the latency for a receiver in position \bfitx as the following time (in rounds)

\tau (\bfscrP ,\bfitx ) \triangleq \mathrm{m}\mathrm{i}\mathrm{n}

\biggl\{ 
n : \eta n(\bfscrP n,\bfitx ) = K

\biggr\} 
, (5.27)

where \bfscrP = (\scrS 1,\scrS 2, . . .) is the scheduling sequence at all rounds (n = 1 to \infty ). Indeed,
in (5.27) we consider the őrst round wherein all K packets have been received, thus
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we exploit the whole sequence of scheduled transmissions \bfscrP . The maximum latency is
deőned as the maximum latency among all receivers in the area A, i.e.,

\tau \mathrm{m}\mathrm{a}\mathrm{x}(\bfscrP ) \triangleq \mathrm{m}\mathrm{a}\mathrm{x}
\bfitx \in A

\tau (\bfscrP ,\bfitx ). (5.28)

Note that the latency is a relevant metric for several applications, in particular in the
area of automation, including self-driving cars or unmanned aerial vehicles. Minimizing
the maximum latency means to keep under control the latency in the worst case
scenario, which is a suitable criterion for time-critical applications. Still, considering
the maximum latency may be signiőcantly penalizing for the average number of different
received packets. Therefore we also consider another metric related to the latency.

Average Latency The third metric is the average latency for all receivers in area A,
deőned as

\=\tau (\bfscrP ) \triangleq 
1

| A| 

\int 

A
\tau (\bfscrP ,\bfitx )d\bfitx . (5.29)

On one hand, keeping the average latency under control does not guarantee good
performance in the worst case, but only on average. On the other hand, this milder
metric may allow better performance in terms of average received packets, as it will be
shown in the following.

5.5.1 Performance bounds

In this Section we obtain bounds on the average number of different received packets,
coverage and latency. We will also exploit these results to prove the optimality of one
of the proposed scheduling algorithms and develop the solution described in Section
5.5.2.3.

The őrst bound relates the average number of different received packets to the
coverage of the area and the total number of different received packet, i.e., the coverage
and the throughput, as already mentioned when introducing the metric. About the
coverage, from the availability of packet k at position \bfitx by round n, uk,n(\bfscrP n,\bfitx ) we
obtain the availability of the entire message at position \bfitx by round n as

\^un(\bfscrP n,\bfitx ) \triangleq 

\Biggl\{ 
1 if

\prod K
k=1 uk,n(\bfscrP n,\bfitx ) > 0,

0 otherwise,
(5.30)

This denotes the receivers that at round n, were able to actually receive all the K
packets. Next, we can formally introduce the (fractional) coverage of A by round n

\=un(\bfscrP n) \triangleq 
1

| A| 

\int 

A
\^un(\bfscrP n,\bfitx )d\bfitx . (5.31)

All the above expressions always counted just the different packets: in the next we
will consider instead the total number of received packets. About the average number
of received packets, we deőne the total number of received packets (possibly with
repetitions) at position \bfitx up to round n as

Cn(\bfitx ) \triangleq 
\sum 

s\in S

n\sum 

m=1

vs,m(\bfitx ), (5.32)
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and its average over A, i.e., number of received packets per area, as

\=Cn =
1

| A| 

\int 

A
Cn(\bfitx )d\bfitx . (5.33)

We can now formulate the following proposition given upper and lower bounds to
the average number of received packets.

Proposition 3. The average number of different received packets is bounded as

K\=un(\bfscrP n) \leq \=\eta n(\bfscrP n) \leq \mathrm{m}\mathrm{i}\mathrm{n}(K, \=C(n)). (5.34)

Proof. We start proving the left hand side: given the sequence of partitions \bfscrP n such
that \=un(\bfscrP n) = \beta , at least a fraction \beta of the receivers obtained all the K packets at
the end of the nth round, therefore the average number of delivered packets is at least
K \beta , i.e., \=\eta n(\bfscrP n) \geq K\=un(\bfscrP n).

For the right hand side we can write

Cn(\bfitx ) =
\sum 

s\in S

n\sum 

m=1

vs,m(\bfscrP m,\bfitx ) \geq \eta n(\bfscrP n,\bfitx ), (5.35)

then by averaging both sides of (5.35) over A and considering that \eta n(\bfscrP n,\bfitx ) \leq K,
we obtain (5.34).

From this bound we observe that a solution \bfscrP n achieving full coverage also
maximizes the average number of different received packets, with \=\eta n(\bfscrP n) = K; on the
other hand among the sequences \bfscrP n that achieve the same partial coverage, some may
obtain a higher average number of different received packets. This result will be used
for the development of the scheduling algorithm in Section 5.5.2.3.

5.5.1.1 Maximum Diversity Scenario

We also derive bounds on the maximum and average latency. In this case, we focus on
a particular scenario, that we denote as maximum diversity scenario, characterized
by the fact that each receiver obtains a different packet from each satellite in view.
This is clearly a very favorable condition, not always met in practice, since in each
round the receiver obtains the maximum number of packets, for a given set of satellites
in view. Thus, we will obtain bounds on the performance associated to a best case
scenario. In formulas, the maximum diversity scenario can be alternatively described
by indicating that the message is received once K satellites have been in view, and
thus Cn(\bfitx ) = K packets have been received. In terms of the availability of the entire
message at position \bfitx by round n we have

\^u\ast n(\bfitx ) =

\Biggl\{ 
1 if Cn(\bfitx ) \geq K
0 if Cn(\bfitx ) < K

, (5.36)

or alternatively, the total number of different received packets at position \bfitx up to
round n is

\eta \ast n(\bfitx ) = \mathrm{m}\mathrm{i}\mathrm{n}(K,Cn(\bfitx )) . (5.37)

Note that in both \^u\ast n(\bfitx ) and \eta \ast n(\bfitx ) we omitted the indication of the scheduling \bfscrP n,
as we are considering an ideal scenario which may not be feasible, i.e., for which no
scheduling allows to achieve such performance.
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However, this ideal scenario will provide bounds on the latency metrics. In
particular, by averaging over the area, we obtain upper bounds on the average number
of different received packets \=\eta \ast n and the coverage \=u\ast n. These values are upper bounds
for the performance achieved in any scenario, i.e., we always have

\=\eta n(\bfscrP n) \leq \=\eta \ast n, \=un(\bfscrP n) \leq \=u\ast n . (5.38)

The latency in the maximum diversity scenario for the receiver in position \bfitx is

\tau \ast (\bfitx ) \triangleq T \mathrm{m}\mathrm{i}\mathrm{n}

\biggl\{ 
n : \^u\ast n(\bfitx ) = 1

\biggr\} 
, (5.39)

from which we obtain correspondingly \tau \ast \mathrm{m}\mathrm{a}\mathrm{x}, \=\tau \ast . These values are bounds for the
performance achieved with any scheduling solution, i.e., we always have

\tau \mathrm{m}\mathrm{a}\mathrm{x}(\bfscrP ) \geq \tau \ast \mathrm{m}\mathrm{a}\mathrm{x}, \=\tau (\bfscrP ) \geq \=\tau \ast , \forall \bfscrP . (5.40)

5.5.2 Scheduling Solutions For Multi-round Scheduling

In this Section we propose scheduling algorithms for the considered multi-round
transmission problem. We őrst aim at minimizing the maximum latency \tau \mathrm{m}\mathrm{a}\mathrm{x}(\bfscrP )
and propose a solution that is optimal under a suitable condition on Cn(\bfitx ), the total
number of received packets up to round n. Then, we observe that the min-max latency
algorithm neither minimizes the average latency nor maximizes the throughput. Still,
in order to optimize these two metrics we should jointly schedule transmission at all
rounds, as from (5.29) and (5.49). This leads to an extremely complex solution. In
summary, we propose three heuristic approaches: a) minimizing the maximum latency,
b) maximizing the average received packets per round, and c) maximizing the coverage
as the primary objective and the average received packets per round as a secondary
objective.We remark that, in general, a solution that minimizes the maximum latency
does not minimize the average latency, and viceversa. Thus, these will be represented
by two separate objective and metrics.

5.5.2.1 Minimization of the Maximum Latency (MIN-MAX)

We now consider the problem of őnding a scheduling \bfscrP that minimizes the maximum
latency among all the receivers, i.e.,

\mathrm{m}\mathrm{i}\mathrm{n}
\bfscrP 

\tau \mathrm{m}\mathrm{a}\mathrm{x}(\bfscrP ). (5.41)

First, we observe that the problem (5.41) is equivalent to the cascade of several
problems, one for each round as shown by the following proposition and can be solved
accordingly.

Proposition 4. Let C\mathrm{m}\mathrm{i}\mathrm{n},n \triangleq \mathrm{m}\mathrm{i}\mathrm{n}\bfitx \in ACn(\bfitx ), if

C\mathrm{m}\mathrm{i}\mathrm{n},n =

n\sum 

m=1

\mathrm{m}\mathrm{i}\mathrm{n}
\bfitx \in A

\sum 

s\in S

vs,m(\bfitx ). (5.42)

the min-max latency problem is equivalent to maximizing the number of packets that
can be transmitted in a single round with full coverage.

We report the proof in the Appendix.
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Algorithm 2 Min Max Latency Solution

Input: K,A
Output: \bfscrP 

n\leftarrow 0, K \prime \leftarrow K
while K \prime > 0 do
n\leftarrow n+ 1
vs,n(\bfitx )\leftarrow comp_visibility_maps(n,A)
Kn \leftarrow 1; \gamma \leftarrow 1;\bfscrP n \leftarrow \{ S\} 
while Kn < K \prime and \gamma = 1 do
\{ \bfscrP \prime 

n, \gamma \} = solve_max_coverage(A,Kn, vs,n(\bfitx ))
if \gamma = 1 then
\bfscrP n = \bfscrP 

\prime 
n

Kn \leftarrow Kn + 1
end if

end while
K \prime = K \prime  - Kn

end while

Condition (5.42) essentially states the equivalence between the minima of the
sum, i.e., C\mathrm{m}\mathrm{i}\mathrm{n},n, and the sum of the minima. This condition can easily be met in
this context since if the round duration T is small enough, the visibility map vs,m(\bfitx )
does not exhibit dramatic changes between rounds, hence, with high probability,
\mathrm{m}\mathrm{i}\mathrm{n}\bfitx \in A

\sum 
s\in S vs,m(\bfitx ) stays constant for a few rounds. This allows requirement (5.42)

to be met. We will conőrm the optimality of this approach in Section 6.5.4, showing
that \mathrm{m}\mathrm{i}\mathrm{n}\bfitx \in A

\sum 
s\in S vs,m(\bfitx ) = 4 for most rounds.

Hence, we propose the following algorithm. Let Kn be the number of different
packets transmitted at round n and not transmitted in previous rounds, so that\sum 

nKn = K. Then, Kn is chosen as the maximum number of packets that can be
transmitted in a single round with full coverage. To this end, we iteratively increase
Kn starting from K = 1 and resort to the binary integer linear programming (BILP)
algorithm of [70], discussed in Section 5.3.1, to compute the corresponding coverage
\gamma (\cdot ), until we reach full coverage. The resulting solution is reported in Algorithm 2,
where K \prime = K  - \sum nKn represents the number of packets left to be transmitted.

In the algorithm we exploit the following functions:

comp_visibility_maps : computes the satellite positions at round n and outputs the
visibility maps, vs,n(\bfitx );

solve_max_coverage : implements the (single round) coverage optimization (Section
5.3.1), which we have shown to be effective for small K values.

Algorithm 2 follows a divide and conquer approach. If the algorithm is iterated
for n rounds, the overall computational cost is n times the cost of the single round
scheduling solution, which from [70] is exponential in the size | A| and the number
of packets to be transmitted, Kn \leq C\mathrm{m}\mathrm{i}\mathrm{n},n. However, since C\mathrm{m}\mathrm{i}\mathrm{n},n is typically small
(C\mathrm{m}\mathrm{i}\mathrm{n},n \approx 4), in practice we expect the algorithm to converge quickly.

We now observe that the min-max latency algorithm neither minimizes the average
latency nor maximizes the throughput. Still, in order to optimize these two metrics we
should jointly schedule transmissions at all rounds, as from (5.29) and (5.49), yielding
a high-complexity solution. Then, in the following we consider two other suboptimal
approaches.
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5.5.2.2 Maximization of the Average Number of Different Received Packets
(MARP)

We now consider the problem of maximizing the average number of different received
packets \=\eta n(\bfscrP n) at each round n, i.e., given the sequence of partitions up to round
n - 1, \bfscrP n - 1, we aim at solving the optimization problem

\mathrm{m}\mathrm{a}\mathrm{x}
\bfscrS n

\=\eta n(\{ \bfscrP n - 1,\bfscrS n\} ) \forall n. (5.43)

Note that \bfscrP n - 1 = (\bfscrS 1, . . . ,\bfscrS n - 1).

As done for the single round scheduling solution, we convert the integrals over the
area (for the average number of different received packets) into sums over a discrete
set of points \Omega \subset A; thus, in this framework, the integrals over A of the performance
metrics (e.g., in Section 5.5.1) need to be considered as weighted sums.

We remark that, ideally, all the points of the same tile have the same satellites
in view, i.e., it should hold vs,n(\bfitx ) = vs,n(\bfitx )

\prime \forall s \in S, \forall x\prime \in \scrA for each tile A(\bfitx ).
However, this would require to recompute sampling \Omega and the tessellation at each
round. In order to avoid this issue, we keep \Omega őxed.

Mimicking (5.6), we introduce the indicator variables

ys,k,n =

\Biggl\{ 
1 if s \in Sk,n,
0 if s /\in Sk,n,

(5.44)

that converts the search of the set \bfscrS n into the choice of the variables ys,k,n and,
problem (5.43) can be written as the following BILP problem

Problem 6. At round n, given the coefficients (for \bfitx \in \Omega )

vs,n(\bfitx ) \in \{ 0, 1\} s \in S (5.45a)

uk,n - 1(\bfscrP n - 1,\bfitx ) \in \{ 0, 1\} k \in \{ 1, . . . ,K\} , (5.45b)

a(\bfitx ) \in [0, 1] (5.45c)

maximize over the variables (for k \in \{ 1, . . . ,K\} )

ys,k,n \in \{ 0, 1\} s \in S, (5.45d)

the objective function

\=\eta n(\{ \bfscrP n - 1,\bfscrS n\} ) =
\sum 

k,\bfitx 

a(\bfitx )uk,n(\{ \bfscrP n - 1,\bfscrS n\} ,\bfitx ), (5.45e)

under the following constraints \forall k \in \{ 1, . . . ,K\} , \bfitx \in \Omega , s \in S.

\sum 

k

ys,k,n =1, (5.45f)

\sum 

s

ys,k,nvs,n(\bfitx ) + uk,n - 1(\bfscrP n - 1,\bfitx ) \geq uk,n(\{ \bfscrP n - 1,\bfscrS n\} ,\bfitx ). (5.45g)

Notice that (5.45e) is exactly equation (5.26) rewritten for the őxed sampling set
\Omega . As for the single round case, this BILP problem can be solved through well-known
approaches, e.g., the Branch and Bound technique [74, Chapter 9].

The solution to problem (5.43) is reported in Algorithm 3, where marp_maximization
solves (6) and round_evaluation is a function that takes as input the set of received
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Algorithm 3 Maximization of the Average Number of Different Received Packets
(MARP)

Input: K,\Omega 
Output: \bfscrP 

n\leftarrow 1, \=u0 \leftarrow 0
uk,0(\bfscrP 0,\bfitx )\leftarrow 0, \forall k \in \{ 1, . . . ,K\} ,\bfitx \in \Omega 
while \=un - 1 < 1 do
vs,n(\bfitx )\leftarrow comp_visibility_maps(n,\Omega )
{\bfscrP n, \=\eta n\} \leftarrow marp_maximization(\Omega ,K, vs,n(\bfitx )uk,n - 1(\bfitx ))
\{ \=un, uk,n(\bfscrP n,\bfitx )\} \leftarrow round_evaluation(\Omega ,\bfscrP , vn(\bfitx ), uk,n - 1(\bfscrP n - 1,\bfitx ))
n\leftarrow n+ 1

end while

packets at the end of the previous round, uk,n - 1(\bfscrP n - 1,\bfitx ), and outputs the coverage
and the set of received packets at the end of round n, uk,n(\{ \bfscrP n - 1,\bfscrS n\} ,\bfitx ), by using
(5.24)-(5.31).

With this approach we iterate at each round the solution of problem (5.43), thus
the overall computational cost is linearly dependent to the solution of (5.43) itself. The
solution of the BILP problem using Branch and Bound has a cost which is exponential
in the number of constraints. More in detail, called N\mathrm{s} = | \Omega | the number of sampling
points of the surface A, we have M + KN\mathrm{s} constraints. Thus the computational
complexity depends on both the chosen sampling and the number of packets to be
transmitted.

5.5.2.3 Maximization of the Average Number of Different Received Packets
among Maximum Coverage Solutions (MARP-MC)

We now observe there may be several scheduling achieving maximum coverage with
different numbers of distinct transmitted packets. Thus, we propose a scheduling
algorithm that at each round n, given the set of received packet for each receiver up to
the previous round, uk,n - 1(\bfscrP n - 1,\bfitx ), őrst maximizes the coverage \=un(\bfscrP n) and then
maximizes the average number of different received packets \=\eta n(\bfscrP n), among all the
scheduling solutions that achieve unitary coverage. In formulas, at round n, considering
the sequence of partitions up to round n - 1 as őxed, we solve the problem

\mathrm{m}\mathrm{a}\mathrm{x}
\bfscrS n\in \scrM 

\=\eta n(\{ \bfscrP n - 1,\bfscrS n\} ),with (5.46a)

\scrM = \{ \bfscrS \ast 
n = \mathrm{a}\mathrm{r}\mathrm{g}\mathrm{m}\mathrm{a}\mathrm{x}

\bfscrS n

\=un(\{ \bfscrP n - 1,\bfscrS n\} )\} . (5.46b)

Problem (5.46) is the cascade of two maximization problems. First, following the
approach of the previous section, we formulate both optimizations as BILP problems
and then solve them iteratively.

According to the introduced notation, the inner maximization problem in (5.46)
can be written as
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Problem 7 (Single round coverage maximization). At round n given the coefficients
for \bfitx \in \Omega 

vs,n(\bfitx ) \in \{ 0, 1\} s \in S, (5.47a)

uk,n - 1(\bfscrP n - 1,\bfitx ) \in \{ 0, 1\} k \in \{ 1, . . . ,K\} , (5.47b)

a(\bfitx ) \in [0, 1] (5.47c)

for k \in \{ 1, . . . ,K\} maximize over the variables

ys,k,n \in \{ 0, 1\} i \in S, (5.47d)

the coverage objective function

\=un(\{ \bfscrP n - 1,\bfscrS n\} ) =
\sum 

\bfitx \in A

a(\bfitx )\^un(\{ \bfscrP n - 1,\bfscrS n\} ,\bfitx ), (5.47e)

under the constraints (for all k \in \{ 1, . . . ,K\} , \bfitx \in \Omega , s \in S),

\sum 

k

ys,k,n =1, (5.47f)

\sum 

s

ys,k,nvs,n(\bfitx ) + uk,n - 1(\bfscrP n - 1,\bfitx ) \geq uk,n(\{ \bfscrP n - 1,\bfscrS n\} ,\bfitx ), (5.47g)

\sum 

k

uk,n(\{ \bfscrP n - 1,\bfscrS n\} ,\bfitx ) \geq K\^un(\{ \bfscrP n - 1,\bfscrS n\} ,\bfitx ). (5.47h)

This is actually a variation to Problem 1, where we focus only on the receivers that
are missing some packets.

The outer maximization problem of (5.46) can be written as

Problem 8 (Single round throughput maximization with constrained coverage). At
round n given the coefficients (for \bfitx \in \Omega )

vs,n(\bfitx ) \in \{ 0, 1\} s \in S, (5.48a)

uk,n - 1(\bfscrP n - 1,\bfitx ) \in \{ 0, 1\} k \in \{ 1, . . . ,K\} , (5.48b)

a(\bfitx ) \in [0, 1], (5.48c)

\=un \in [0, 1], (5.48d)

maximize over the variables

ys,k,n \in \{ 0, 1\} k \in \{ 1, . . . ,K\} , s \in S, (5.48e)

the objective function

\=\eta (\{ \bfscrP n - 1,\bfscrS n\} ) =
\sum 

\bfitx \in \Omega 

a(\bfitx )
\sum 

k

uk,n(\{ \bfscrP n - 1,\bfscrS n\} ,\bfitx ), (5.48f)

under the constraints (5.47f),(5.47g),(5.47h) and

\sum 

\bfitx \in \Omega 

a(\bfitx )\^un(\{ \bfscrP n - 1,\bfscrS n\} ,\bfitx ) \geq \=un (5.48g)

The solution of Problems 7 and 8 can be obtained through well-known approaches
similarly to the BILP problems in the previous sections.
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Algorithm 4 Two-step approach

Input: K,\Omega 
Output: \bfscrP 

n\leftarrow 0, \=u0 \leftarrow 0
uk,0(\bfscrP 0,\bfitx )\leftarrow 0, \forall k \in \{ 1, . . . ,K\} ,\bfitx \in \Omega 
while \=un < 1 do
n\leftarrow n+ 1
vs,n(\bfitx )\leftarrow comp_visibility_maps(n,\Omega )
\eta \ast n \leftarrow compute_marp_uBound(vs,n(\bfitx ),\Omega )
if is_feasible(K, vs,n(\bfitx ), uk,n - 1(\bfscrP n - 1,\bfitx )) then
\bfscrP n \leftarrow solve_max_coverage(\Omega ,K, vs,n(\bfitx ), uk,n(\bfscrP n,\bfitx ))
\{ \=un, \=\eta n, uk,n(\bfscrP n,\bfitx )\} \leftarrow eval_state(\Omega ,\bfscrP n - 1, vn(\bfitx ), uk,n - 1(\bfscrP n - 1,\bfitx ))
if \=\eta n \leq \eta \ast n AND \=un(\bfscrP n) \leq 1 then
\bfscrP n \leftarrow marp_cc_maximization(\Omega ,K, vn(\bfitx ), uk,n - 1(\bfscrP n - 1,\bfitx ), \=un)
\{ \=un, \eta n, uk,n\} \leftarrow round_evaluation(\Omega ,\bfscrP n - 1, vn(\bfitx ), uk,n - 1(\bfitx ))

end if
else
\bfscrP n \leftarrow marp_cc_maximization(\Omega ,K, vn(\bfitx ), uk,n - 1(\bfitx ), 0)
\{ \=un, \=\eta n, uk,n\} \leftarrow round_evaluation(\Omega ,\bfscrP n - 1, vn(\bfitx ), uk,n - 1(\bfitx ))

end if
end while

The proposed algorithm to solve (5.46) is reported in Algorithm 4, using the
following functions:

compute_marp_uBound computes the upperbound \eta \ast n, by using (5.38);

solve_max_coverage and marp_cc_maximization are respectively the optimization
of the BILP Problems 7 and 8;

is_feasible computes the upperbound of Equation (5.38) verifying if it is possible
to achieve a solution with non-null coverage (i.e., \=u\ast n > 0). Note that if Cn(\bfitx ) < K
\forall \bfitx \in A, i.e., all the receivers obtained less than K packets, (5.36) yields \=u\ast n = 0, thus
all the scheduling solutions will achieve zero coverage. So we can skip the coverage
maximization step, saving computational power in the early rounds, where we noticed
that the computations typically take longer.

The cost of this solution is similar to the MARP algorithm: in particular in the
worst case scenario, we have two optimizations per round, each of them involving the
solution of a NP problem. As for the MARP, the cost exponentially increases with
the number of constraints: for the maximum coverage we have M +Ns(K + 1) with
Ns = | \Omega | , while for the maximum coverage we get M +Ns(K + 1) + 1 constraints.

5.5.3 Computational Complexity of the Proposed Solutions

Table 5.2 summarizes the complexity of the proposed scheduling solutions. All the
problems are formulated by using ILP, therefore these are NP-complete problem with
a exponential computational cost, depending on the high number of involved variables
and constraints [78]. First, the MIN-MAX requires the solutions of n problems, to be
solved sequentially; each problem deals with the scheduling of K\mathrm{m}\mathrm{i}\mathrm{n} \leq K messages,
thus it has M +K\mathrm{m}\mathrm{i}\mathrm{n}N\mathrm{s} constraints. The MARP combines n problems, each with
M + KN\mathrm{s} constraints. The MARP-MC requires the solution of two problems per
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round, the őrst with M +KN\mathrm{s} constraints and the second with M + (K + 1)N\mathrm{s} + 1
constraints. Hence since the cost of the second is (exponentially) higher than the
őrst, the computational cost is \scrO (n \mathrm{e}\mathrm{x}\mathrm{p}(M + (K + 1)N\mathrm{s} + 1)). Finally, we consider
the optimal solution that computes the scheduling by considering all n the rounds
altogether. For instance considering Algorithm 3, we can modify it to consider multiple
rounds all at once. Hence the variables (and constraints) in the MARP solution are
now multiplied by n, i.e., \mathrm{e}\mathrm{x}\mathrm{p}(nM + nKN\mathrm{s}) constraints. Indeed, for non trivial values
of K or N\mathrm{s}, such solution is not computationally feasible.

Table 5.2: Complexity of the solutions for the message scheduling
problem, considering n rounds, M satellites, K messages, and an area

sampling factor N\mathrm{s}.

Solution Complexity

MIN-MAX \scrO (n \mathrm{e}\mathrm{x}\mathrm{p}(M +K\mathrm{m}\mathrm{i}\mathrm{n}N\mathrm{s}))

MARP \scrO (n \mathrm{e}\mathrm{x}\mathrm{p}(M +KN\mathrm{s}))

MARP-MC \scrO (n \mathrm{e}\mathrm{x}\mathrm{p}(M + (K + 1)N\mathrm{s} + 1))

Optimal Solution \scrO (\mathrm{e}\mathrm{x}\mathrm{p}(nM + nKN\mathrm{s}))

5.6 Results for Multi-round Scheduling

We consider the same setting to one of Section 5.4: from the Galileo GNSS constellation,
S0, with 24 MEO satellites, we did not consider the whole set S0 but only S \subset S0
with | S| = 20 distributed over 3 orbital planes, i.e., the subset of satellites that, at
any given time, are connected to one of the 5 uplink stations [1, 75]. For Galileo,
the uplink stations (ULSs) are located in Svalbard (78.2\circ N, 15.4\circ E), Kourou (5.2\circ N,
52.7\circ W), Papeete (17.5\circ S, 149.4\circ W), Sainte-Marie, Réunion (20.9\circ S, 55.5\circ E) and
Nouméa (21.9\circ S, 166.0\circ E). Next, we built the S set, containing the 20 SVs closest to
at least one ULSs.

Again the visibility map (5.1) is built considering a masking elevation angle
\alpha \mathrm{m}\mathrm{i}\mathrm{n} = 10\circ .

We let A be the whole Earth surface, and the sample set \Omega is obtained by uniformly
sampling the latitude and longitude axis respectively with N\lambda = 24 and N\varphi = 48
respectively. We use the same tessellation for all the rounds, described by (5.22).

Figure 5.5 illustrates the resulting tessellation and the dissemination procedure.

The orbital period of a Galileo satellite is T\mathrm{o}\mathrm{r}\mathrm{b} = 14\mathrm{h} 4\mathrm{m}\mathrm{i}\mathrm{n}. The satellites are
distributed in 3 orbital planes and equally spaced. For the numerical simulation we
consider a fast message transmission that starts every 10min and spans a time interval
of \approx T\mathrm{o}\mathrm{r}\mathrm{b} . Indeed, a őner time resolution does not yield signiőcant changes in the
visibility map (5.1). The duration of a round is T = 30 s, equal to the duration of a
Galileo sub-frame [39] or a GPS frame [79]. Of course, a much őner time granularity
may be needed in more dynamic contexts, such as when scheduling the transmission
for a low Earth orbit (LEO) satellite system.

In the following, we will report the performance results of the MIN-MAX, the
MARP, and the MARP-MC scheduling algorithm. Additionally, as means of com-
parison, we will consider both the random scheduling (RS) and the (pure) carousel
strategy, where all the SVs transmit the same packet sequentially. Indeed, this strategy
yields \=\tau = \tau \mathrm{m}\mathrm{a}\mathrm{x} = \tau (\bfitx ) = K rounds, \forall \bfitx \in \Omega .
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Figure 5.10: Average received packets per round E[a \star n] vs the round
index n the MIN-MAX, MARP, and MARP-MC and RS algorithms,

for K = 5 and K = 15.
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Chapter 6

Authentication for Underwater

Acoustic Networks

6.1 Introduction

UWANs are becoming a feasible option for many oceanic activities that require
telemetry, communications, coordination among static and mobile devices, or the
periodic monitoring of a given area. Authentication is a key security functionality in
UWANs as it is in terrestrial networks [80,81]. Through authentication mechanisms,
underwater network nodes can autonomously decide whether a received message
has been sent by a legitimate network member, or rather by an attacker trying to
impersonate a legitimate node. However, due to the harsh propagation environment,
only low data rates can be achieved: although complex signal processing algorithms
are typically employed at the receiver to cope with long channel impulse responses,
signiőcant Doppler spread, as well as the interference coming from other acoustic
sources [82].

With the broadening of the applications that UWANs can support and with the
appearance of the őrst underwater communication standard JANUS [83], however,
greater security concerns are starting to appear. Key types of attacks that affects
UWAN vary from simple signal jamming to impersonation attacks, from attacks to
routing protocols to attempts of breaking pre-agreed cryptographic keys used for data
exchanges among the nodes [84, 85].

In this Chapter we present the research done for ML-based physical layer authen-
tication for UWANs, which was published in [17ś19]. We will investigate both the
two-class and the one-class classiőcation scenarios: in the őrst, we assume that the
users have training data about both Alice and Eve channels; on the second only data
from Alice is available. Even if more challenging, the latter can be considered to be
more realistic since it is hard to have a priori data about the attacker. Still, considering
for instance semi-static contexts, where Alice is at a őxed position and its dataset
can be well characterized, Eve dataset can be simulated, e.g., by using a ray tracing
simulator such as the Bellhop simulator [86,87]. In detail a worst-case scenario will be
considered, i.e., assuming that Eve is located close to Alice.

In the őrst part we consider the semi-static scenario, where the nodes are either
static or drifting thanks to the sea current; in the latter part, we focus on a PLS
authentication technique for underwater acoustic communications speciőcally designed
to account for moving transmitters.

All these works rely on the use of ML for the robust identiőcation of an impersonat-
ing attacker in an UWAN. However, we focus on scenarios where, due to the limited
computational and communication capabilities of this sensors, the UWAN nodes are
not allowed to share the whole channel observation. Thus, our methods include a local
and a cooperative step. First, each node perform a pre-processing of the data collected



90 Chapter 6. Authentication for Underwater Acoustic Networks

from the channel: in [17], each sensor trains a neural network (NN) which outputs a
real number representing a soft decision on the authenticity of the received packets;
in [18] we considered instead a more general but complex scenario, where each sensor
shares a vector instead of a number; in [19] each sensor is tracking the distance and
the (relative) velocity of the transmitter by exploiting a Kalman őlter, thus, it shares
with the other the Kalman innovation. Finally, in the second phase, we fuse the NN
outputs from all trusted nodes to őnally decide on the authenticity of the transmission.

The rest of the chapter is organized as follows: Section 6.2 we the state of art; Section
6.3 describes the system model for the whole chapter; Section 6.4 presents the work
for UWAC authentication, employing ML for both one and two-class authentication;
Section 6.5 extends the previous results but investigates the solutions that exploits
the bottleneck on the shared information; Section 6.6 a PLS technique speciőcally
designed to account for the time variability of the channel is presented; őnally, Section
6.7 draws the conclusion.

6.2 Related State of the Art

Several signaling and networking protocols have been proposed in the literature for
UWAN [80,88,89],

In [90] the author propose a secure protocol suite for UWANs: as a part of this suite,
the authors advocate the use of message authentication codes [91] to preserve message
integrity, at the expense of increased message length. The survey in [92] proposes game
theory as a mean to foster cooperation among network nodes, by motivating them to
improve the effectiveness of end-to-end authentication schemes, which are seen as a
key functionality of future UWANs [93]. With the aim to reduce the complexity of
underwater authentication, Yuan et al. employ matrices of known structure as part of
the encryption process, so as to reduce their memory occupancy and the computational
cost of the authentication process [94]. The proposed scheme achieves up to four orders
of magnitude less complexity than the standard RSA-based authentication.

With a similar purpose, Al Guqhaiman et al. propose a multi-factor scheme based
on zero-knowledge proofs via message authentication codes [95]. Speciőcally, the codes
depend not only on pre-shared information, but also on communication-related features
such as the MAC address of the node, direction of arrival information, as well as the
hop count of the sender. Receiving a packet for which this data does not match any
of the features of the receiver’s neighbors causes the receiver to label the packet as
malicious, and to send an alert to its own neighborhood.

On the other hand, the overhead imposed by security protocols operating at the
higher layers of the protocol stack may become problematic: Souza et al. explored the
communication and computation energy toll that terrestrial network authentication
primitives based on cryptography may take if directly applied to underwater network
nodes for end-to-end authentication [88].

Zhang et al.’s approach [96] revolves around classical authentication schemes based
on message exchanges, and mandates the use of lightweight primitives such as chaotic
maps and hash functions. While being slightly lighter than competing schemes from
the literature from a computational point of view, the proposed scheme requires less
storage to work. Along the same line, in [97] the attacker is able to impersonate
multiple network nodes at once (also known as a Sybil attack). Here, the legitimate
nodes attempt to identify its malicious behavior via its node id and the data stored
in the cluster head, which feeds a hierarchical fuzzy system-based trust management
model
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In this chapter we proposed instead PLS based authentication protocols. The
general differences with respect to cryptographic approaches have been highlighted in
Chapter 1. Still, we remark that the two approaches are not mutually exclusive since
it may be possible to use crypto-based mechanism on top of physical layer schemes.
To this end, a recent trend in the underwater security őeld explores the fundamental
characteristics of the UWAC to secure underwater communications.

Among the őrst examples of underwater physical layer security, Kulhandjian et
al. exploit jamming to disturb unwanted receptions at an eavesdropper, while still
allowing communications between a pair of legitimate transceivers [98].

In [99] the authors considered a scenario where there is a UWAN composed by
trusted nodes that cooperate to distinguish the channel footprint of the legitimate and
impersonating nodes, by computing one belief value each, based the statistics of their
channel features; then each local value are fused by a sink node to make a decision.
While we will consider the same set of features, considering also the large complexity
and variety of scenarios for UWAN [82], the models obtained by estimation may be
mismatched thus affecting the outcome of the process. Conversely, the protocols
discussed in this chapter are able to successfully distinguish between legitimate and
impersonating attackers without the complexity of the scheme proposed in [99].

Related to this, in [100,101] the authors investigated the use of a different set of
channel features with the aim of evaluating which features remain coherent over time
while becoming uncorrelated already over short distances. These features would then
be used for secret key generation. A UWAC based secret key generation protocol is
also reported in [102].

In [103], the authors propose to authenticate nodes based on a single feature,
the maximum time-reversal resonating strength, which measures how well a received
channel impulse response matches those of previous transmissions, stored in a pre-
collected database. The authentication mechanism is then based on a Neyman-Pearson
likelihood ratio test (LRT). The authentication scheme of [104] provides a single
receiver that exploits reinforcement learning to choose the authentication parameter
without being aware of the network and spooőng model. Still, a single receiver may
not provide an accurate authentication process. Therefore, solutions based on multiple
devices have been explored.

Considering an underwater LOS environment with negligible multipath, Khalid
et al. propose that the receiver keep a database of angles of arrival for legitimate
transmissions from a given node [105]. In this way, the receiver can detect an attacker
by comparing the angle of arrival of its transmissions against the distribution of
previously collected angles of arrival. However, the work does not consider the case of
a more powerful attacker that can craft transmitted signals to change the estimated
angle of arrival at the receiver.

Aman et al. evaluate the capacity of underwater channels under impersonation
attacks [106], assuming that the legitimate receiver uses distance as a feature to
discriminate between a legitimate and an impersonating transmitter. After modeling
the dynamics of the communications as a Markov chain, the authors employ numerical
optimization to őnd the optimum transmission rate for the legitimate transmitter and
show that a small neural network reproduces the optimization process well.

6.3 System Model

We consider an UWAN composed of a legitimate transmitter, namely Alice, a set of
N trusted sensors \scrS = \{ Sn, n = 1, . . . , N\} and a node Bob. Bob and the network of
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Figure 6.1: Signal model of the proposed UWAN authentication
scheme: a transmitter, Tx (i.e., Alice or Eve), open channels (in red),

sensors, authenticated channels (blue), and Bob.

sensors cooperate to decide whether the packet was transmitted by Alice or by an
attacker, namely Eve. In turn, Eve transmits packets to the sensors in an attempt to
impersonate Alice, i.e., aiming at having Bob accepting her packets as coming from
Alice.

We assume that all nodes are loosely synchronized [72, 107,108]), and that each
packet has a unique sequential identiőcation number (ID). This allows different sensors
to perform a distributed cooperative check by observing the same broadcast packet.
The communications occur over UWACs: the transmissions from the sensors to Bob
are performed over authenticated channels, i.e., Eve cannot transmit signals over these
channels. We also assume that the sensors and Bob employ proper error detection and
correction protocols, e.g., CRC and automatic repeat request (ARQ), such that no
communication error occurs in the data reception. Moreover, Eve does not modify the
transmit signal to speciőcally break authentication (more sophisticated attacks are left
for future study).

The exact location of the different receiver nodes is unknown to both the trusted
receivers and Eve.

We assume that all trusted receivers are connected to a sink node via a limited-
rate, authenticated, and integrity-protected channel, over which they can share their
observations. Then, the sink makes the őnal decision on the authenticity of the
received packets. We make a őrst decision at each node to avoid transmitting each
single observation to the sink. This reduces the communication overhead. We model
each point-to-point UWAC as a tapped delay line, having power-delay proőle H \prime 

n(t, \tau )
at time t.

The attacker Eve is a single malicious node. However, our scheme can be straightfor-
wardly extended for multiple attackers. We also make no assumption on the contents of
the packets, i.e., we assume that the packets sent by Alice and Eve are indistinguishable
at the data level.

6.3.1 Features for Authentication on UWACs

To assess the authenticity of the received packet, we rely this set of channel statistics.
Let zj,n(t) be the measured value of the jth feature with j = 1, . . . , N\mathrm{f} measured at
time t by node Bn. To extract the features, we zero out low-power arrivals in the
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power-delay proőle, i.e.,

\Pi n(t, \tau ) =

\Biggl\{ 
0 | \Pi \prime 

n(t, \tau )| < Th,

\Pi \prime 
n(t, \tau ) | \Pi \prime 

n(t, \tau )| \geq Th,
(6.1)

where we choose Th to obtain a desired FA probability when discriminating between
(true) taps and noise contribution, as detailed in [109]. Call \scrH n(t) the set of delays of
all channel arrivals that remain after thresholding.

We consider the following features:

1–Number of channel taps. The estimated number of relevant taps revealing the
spread of the acoustic channel:

z1,n(t) = | \scrH n(t)| . (6.2)

2–Average tap power. The average power of the relevant taps, which reŕects how
diverse and sparse the channel is:

z2,n(t) =
1

| \scrH n(t)| 
\sum 

\tau \in \scrH n(t)

| \Pi n(t, \tau )| . (6.3)

3–Relative root mean square (RMS) delay. This feature reŕects the delay spread
of the channel. Let \tau 0 = \mathrm{m}\mathrm{i}\mathrm{n}\{ \tau : \tau \in \scrH n(t)\} be the delay of the őrst tap, then the
relative RMS delay is

z3,n(t) =

\biggl( 
1

| \scrH n(t)|  - 1

\sum 

\tau \in \scrH n(t),\tau \not =\tau 0

(\tau  - \tau 0)2
\biggr) 1/2

. (6.4)

4–Smoothed received power. This feature accounts for the overall attenuation in
the channel. To track the variation of power over time, let qn,t be the power of a symbol
received by node n at time instance t. Given a user-deőned parameter 0 \leq \zeta \leq 1, we
recursively compute the smoothed received power as

z4,n(t) = \zeta qn,t + (1 - \zeta ) z4,n(t\prime ) , (6.5)

where z4,n(t
\prime ) is the smoothed received power of the previous symbol received at time

t\prime . In our case we will pick \zeta = 0.5.

We choose these features, because their statistics are stable over time and depend
strongly on the transmitter’s location [99]. We use the estimated statistics for au-
thentication purposes: therefore, by comparing the channel’s features, sensor Sn can
distinguish between packets arriving from sources located at different locations.

We will use these features for the protocols described in Sections 6.4 and 6.5; in 6.6,
we will consider instead an ad-hoc feature, used for tracking the transmitter movement
relative to the receiver.

6.4 Authentication of UWACs via ML

In this Section we will describe the őrst protocol we proposed for authentication in
UWAN. In particular we will focus on the case where the local output is a (soft)
scalar value, \delta n \in \BbbR . In general there is no reliable statistical model of the UWAC,
therefore we cannot use any solution that relies on the probability density function
(PDF) of the features. Thus, we consider data driven approaches, turning to NNs
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to distinguish between a legitimate transmission and a fake one. We consider two
alternative scenarios, depending on the data available to train the NN. In the őrst, we
consider two-class classiőcation, where each sensor sn has observations available from
both Alice and Eve; instead, in the second scenario, we consider one-class classiőcation,
where each sensor has observations only from Alice, as would be the case if the statistics
of Eve’s channel features are unknown. In this latter case we resort to autoencoders
(AEs).

As described in Section 6.1 we will consider separately the local and the cooperative
steps.

We test our scheme both on simulated channels and on data from a sea experiment
carried out in the eastern Mediterranean sea near Hadera, Israel. Our results conőrm
that our proposed scheme successfully distinguishes between authentic and imper-
sonating transmissions. In particular, in our simulations we successfully discriminate
between the legitimate transmitter and the attacker even when they are located close
to each other, albeit at different depths.

Results for the sea experiment support the same conclusion in a realistic environ-
ment. Here, we show that a few hundreds meters between the legitimate transmitter
and the attacker are sufficient to tell the two nodes apart, even when relying on a
single trusted receiver.

6.4.1 Local Authentication Strategies

Neyman-Pearson (NP) Test We start our analysis considering the Neyman-
Pearson (NP) test, based on the LRT. In particular it is proven that 1) the NP test is
optimal [110], i.e. it minimizes the p\mathrm{M}\mathrm{D} for a őxed p\mathrm{F}\mathrm{A}. Let p(\bfitz | \scrH i) be the PDF of
observation \bfitz given that \varphi \in \scrH i. We compute the (log) LRT as

LRT(\bfitz n) = \mathrm{l}\mathrm{o}\mathrm{g}
p(\bfitz n| \scrH 0)

p(\bfitz n| \scrH 1)
, (6.6)

and compare it to a threshold \lambda to obtain the NP test

f (LRT(\bfitz n), \lambda ) =

\Biggl\{ 
1 if \mathrm{l}\mathrm{o}\mathrm{g} p(\bfitz n| \scrH 0) - \mathrm{l}\mathrm{o}\mathrm{g} p(\bfitz n| \scrH 1) > \lambda ,

 - 1 if \mathrm{l}\mathrm{o}\mathrm{g} p(\bfitz n| \scrH 0) - \mathrm{l}\mathrm{o}\mathrm{g} p(\bfitz n| \scrH 1) \leq \lambda 
, (6.7)

where \lambda is chosen a priori depending on a target P\mathrm{F}\mathrm{A} value. Notice that by increasing \lambda 
we reduce P\mathrm{F}\mathrm{A} and increase P\mathrm{M}\mathrm{D}; vice-versa, decreasing \lambda reduces P\mathrm{M}\mathrm{D} while increasing
P\mathrm{F}\mathrm{A}. Thus, sensor Sn will share the local output \delta n =\scrM (\bfitz n). However, as stated in
the previous Sections, we do not have a general statistical model for the UWAC, hence
we cannot analytically derive p(\bfitx | \scrH i) as needed for the NP test. However, to compare
the performance of our solutions, we will infer p(\bfitx | \scrH i) by estimating it directly from
our data set.

We remark, that while the NP testing is indeed optimal for the local authentication,
we have no guarantee of the optimality of the concatenation of NP tests, i.e., we do
not know if by performing NP tests both on the sensors and on the sink node allow to
achieves the overall optimum performance.

Local NN-Based Authentication - Local Decision We consider now a NN-based
approach, that we call local decision (LD) strategy.

We model the NN as a function f\mathrm{N}\mathrm{N},n : \BbbR 4  - \rightarrow \BbbR . Still it is actually composed of
Q stages, typically called layers: layer 0 is the input layer, the last stage the output
layer and the remaining layers hidden layers. The őrst layer input is mapped to a
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vector \bfity (0), whereas the output of the output layer is y(Q). We represent the output

of the kth neuron of the qth layer as y
(q+1)
k = \psi (q)

\bigl( 
\bfitw 

(q)
k \bfity (q) + b

(q)
k

\bigr) 
, where \psi (q)(\cdot ) is

the neuron activation function, \bfity (q) is the output of the previous layer q, b
(q)
k is a bias

value and \bfitw 
(q)
n is a vector of weights. We consider only feedforward NNs [111] with no

loops between the layers. While the activation functions are decided a priori, weights

\bfitw 
(q)
k are optimized during the algorithm’s learning phase. Given the labeled training

dataset, with labels T (\bfitz n) = 1 if \bfitz n \in \scrH 0 and T (\bfitz n) =  - 1 otherwise, during the
learning phase, function f\mathrm{N}\mathrm{N},n, i.e. the weights and the biases of the NN, are optimized
to minimize a training loss. Typical training loss for classiőcation task are the cross
entropy and the MSE (with respect to the original training tag). Finally during the
testing phase we evaulate the performance of the trained function. A more detailed
explanation of NN design can be found in [111].

Notice that a sufficiently complex NN trained with a sufficiently big training
dataset, asymptotically converges to the NP test [112]. In other terms, under these
hypotheses and őxed the FA, using the test function (6.7) on the NN output is the
same of applying the same test function on the LRT, in terms of MD. Thus we choose
as value to be transmitted to Bob the output of the NN itself, i.e., \delta n = f\mathrm{n}\mathrm{n},\mathrm{n}(\bfitz n).

Local AE-based Authentication An AE is an unsupervised NN trained to replicate
its input at the output [111,113]. An AE is composed of an encoder, a hidden layer
with M < N nodes, and a decoder. The task of the encoder f\mathrm{e}\mathrm{n}\mathrm{c},n(\bfitz n), composed
of Q\mathrm{e} layers, is to project the input vector \bfitz n into a lower dimensional space of size
M . The task of the decoder, f\mathrm{d}\mathrm{e}\mathrm{c},n(\cdot ) is to retrieve the original input vector from the
encoded word \^\bfitz n = f\mathrm{e}\mathrm{n}\mathrm{c},n(\bfitz n). Notice that the reconstruction process is not perfect,
and depends on the size of the training dataset and of the hidden layer. While a larger
hidden layer eases the reconstruction of the input, a smaller hidden layer enables a
more accurate characterization of the training set. In this sense a smaller values of M
forces the AE to learn the useful statistical properties of the training dataset.

For this reason we use the AE for one-class classiőcation: since the AE is trained
only by using legitimate data, the NN is supposed to reconstruct with low reconstruction
error only the input from Alice, yielding a signiőcant reconstruction error when the
input is a set of features from a Eve’s transmission. Thus the reconstruction error
itself can be used as test statistic for one class classiőcation [112,114].

Formally, the reconstruction error is the MSE

\Gamma n(\bfitz n) = \| \bfitz n  - f\mathrm{d}\mathrm{e}\mathrm{c},n(f\mathrm{e}\mathrm{n}\mathrm{c},n(\bfitz n))\| 2 . (6.8)

For one class classiőcation we consider as transmitted value \delta n = \Gamma n(\bfitz n).

6.4.2 Cooperative Authentication Strategies

We consider the two-step authentication protocol of Figure 6.1, where each node Sn
runs a single-node authentication protocol and transmits to the sink node either value
\delta n. As done for the local step, we distinguish one-class from two-class classiőcation
scenario.

Two-class Scenario In the two class classiőcation scenario Bob trains NN. Clearly,
it is not feasible to use the LRT since in general, the PDF p(\bfitdelta ) is not known. A
possible alternative would be to estimate the PDF from the training dataset. But this
is either equivalent (or even worse is the training dataset is not sufficient) to using the
NN for classiőcation. Thus, we do not consider the case where Bob uses a LRT.
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One-class Scenario For the one-classiőcation scenario, we consider instead two
solutions: the őrst is to employ an autoencoder (AE) as done in the local step; the
alternative is to fuse by using the linear combination (LC) approach, i.e., by linearly
combining each local output as

g([\delta 1, . . . , \delta N ]) =
1

N

\sum 

n

\alpha n\delta n . (6.9)

In [99] the weights \alpha n are decided by taking into account both the distances between
each sensor and (estimated) distance between transmitter and the sensor. However we
are considering an harsher scenario, where Bob has no reliable information about the
sensors position: thus we will consider \alpha n = 1 \forall n = 1, . . . , N .

In both scenarios the output will be used as input for the test function 6.7, tuning
the threshold to match the predeőned FA. The result of this test is then broadcast by
Bob.

6.4.3 Simulation Results

We consider the channel model described in [87]: in particular we model our UWAN
composed

- 3 sensors, namely S1, S2, and S3, placed at different depths;

- Alice, located at a depth of 20\mathrm{m};

- Eve, located close to Alice at depth of 480\mathrm{m}.

Figure 6.2 shows an example of the simulated scenario: for simplicity we did not
include the Bob in the őgure, assuming that any node may act as him.
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Figure 6.2: Example of the simulated scenario.

To generate the data set, we simulate the communication in the UWAC using the
Bellhop simulator and the Acoustic Toolbox [86, 87]. In particular to simulate the
channel variability, for each node, we pick 500 different position uniformly at random
within a sphere of radius 10\mathrm{m} centered on each node’s nominal location. For each pair
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of nodes, this yields 500 \times 500 transmitter-receiver pairs. We ran Bellhop for each
pair and obtained a realization of the UWAC. We considered a rough sea surface and
modeled the sea bottom with hills of sinusoidal shape, with diameter of 200\mathrm{m} and
maximum height of 10\mathrm{m}. To model the sound speed proőles (SSP), i.e., the sound
speed as function of the depth, we considered the dataset available at [115].

6.4.3.1 Results For the Local Authentication

We start considering the local authentication at each node. In particular as stated in
Section 6.4.1, we use the NP test as mean of comparison. However, we do not have
the PDFs p(\bfitz n| \scrH i) needed to compute the LRT of (6.6). Instead, we estimate them
from the channel realizations via kernel density estimation (KDE) [116]. Implicitly, as
in [99], we also assume that the features are independent, thus we will compute the
p(\bfitz n| \scrH i) as the product of each feature (estimated) PDF.

The NN used for the two class classiőcation task is designed as following:

- 4 nodes on the input layer with the rectiőed linear unit (ReLu) as activation
function,

- 2 hidden layers composed of 3 nodes each with the ReLu activation function,

- one node on the output layer with the sigmoid activation function.

The AE used for one-class classiőcation is composed of

- 4 nodes for the input layer, i.e., the encoder, with the ReLu,

- a single hidden layer with M = 3 nodes, with the ReLu activation function,

- 4 nodes for the output layer, i.e., the decoder with a linear activation function.

In particular we picked M = 3 instead of M = 1 or 2 because it achieves the best
performance in terms of reconstruction error. For both NN and AE we use 60% of the
generated dataset for training, 15% for validation, and 25% for testing.

In our context metrics such as the accuracy, typically used to evaluate the perfor-
mance of NN trained for classiőcation task, are not particularly relevant; we focus
instead on ROC curves, i.e., the value of FA and MD probabilities, for different values
of the threshold \lambda .

Figure 6.3 shows the obtained ROC curve: we observe that, even if Alice and Eve
are close to each other, both NN and AE achieve good results. We also observe that
the NN outperforms both the AE and the NP test. Indeed, differently from the AE,
the NN is trained using also data from Eve UWAC realizations. Moreover, we use
estimated PDFs in the NP test and their mismatch with respect to the features’ true
statistics negatively affects the test performance. Of course if we had at disposal the
true PDF p(\bfitz n| \scrH i), the results would improve the results of the NP test: in particular
we would expect NP and (properly trained) NN to perform the same [112].

6.4.3.2 Cooperative UWAC Authentication

In this section, we report results using the cooperative authentication strategies
described in Section 6.4.2.

Figure 6.4 shows the ROC at the sink node for the two-class classiőcation scenario,
i.e., considering that all the nodes have access to both Alice and Eve realizations for
training, and use a NN for the single node authentication check. Fusion at the Bob is
performed with either
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Figure 6.3: ROC curves for the simulated scenario obtained using
NN, AE, and NP test.

1. a global NN with a design analogous to the local NN, but having 3 nodes on
input layer and a single 2-node hidden layer, or

2. the LC strategy of (6.9), with no knowledge about the sensors positions, i.e.,
\alpha n = 1, \forall n = 1, . . . , N .

The results are compared to the local authentication check, i.e., when each node use
the test function (6.7) on its own \delta n.

Both cooperative checks outperform the local authentication: in particular, the NN
makes the data set separable, i.e., there exists a value of \lambda that provides p\mathrm{F}\mathrm{A} = p\mathrm{M}\mathrm{D} = 0,
thus no line is reported in the log-scale ROC őgure. Note also that the results of the
faster and simpler LC, that is still able to coherently fuse that local data, achieving
p\mathrm{F}\mathrm{A} = p\mathrm{M}\mathrm{D} \approx 10 - 4.

Figure 6.5 shows the ROC obtained for the one-class classiőcation scenario, i.e., by
using only observations from Alice for training. In this setting each sensors use the
AE, while Bob fuse the data by using either

1. a second AE with the same design as the őrst one but one less node on both
input and hidden layer, or

2. the LC strategy of (6.9), with no knowledge about the sensors positions.

Performance are compared to the local authentication check performed by each node
Sn by using the test function (6.7) on the reconstruction error \Gamma (\bfitz n). Interestingly the
őrst strategy seems to be only partially effective, i.e., only sensors S1 and S3 would
have a better performance, with respect to the local check. Conversely the simpler
LC method is shown to be effective, i.e., it provides lower probabilities of MD and FA
than those of node in the best position, taking advantage of the less reliable nodes.
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Figure 6.4: ROC curves in the simulated scenario, for the two-class
setting case. Local authentication checks versus LC and NN-based

cooperative checks.

6.4.4 Experimental Results

To demonstrate the performance of our authentication protocol in a realistic environ-
ment, we repeated the training and evaluation process of the NN also for a data set
obtained from a sea experiment. The experiment was conducted near the Hadera coal
pier in Israel in May 2017, with the setup shown in Figure 6.6. In details, we used

• two projectors, Tx1 and Tx2, acting as Alice and Eve, respectively. Tx1 was
deployed from the pier, while Tx2 was deployed from a boat. The distance
between Tx1 and Tx2 was roughly 1 \mathrm{k}\mathrm{m};

• three receivers, Rx1, Rx2, and Rx3. Rx1 and Rx3 were deployed from two
ŕoating buoys, while Rx2 was deployed from a boat. The distance between each
receiver was approximately 500\mathrm{m}.

Tx1 and Tx2 mounted EvoLogics software-deőned S2CR 7/17 modems, and transmitted
packets composed of 100 chirp symbols of duration 10\mathrm{m}\mathrm{s} in the 7-17 \mathrm{k}\mathrm{H}\mathrm{z} band. The
source level was roughly 175dB re 1\mu Pa@1m. The receivers used a Cetacean CR1
hydrophone and continuously recorded the raw acoustic data. The data set collects the
measurements acquired by Rx2. To process the experiment data, we used the same
NN and AE design used for the simulated UWAC. We remark that the dataset was
limited thus we cannot consider this as a proper performance evaluation. Still this can
can be considered as a validation that gives proper fundation to the results obtained
from the Bellhop simulator.

Using the NN, considering the output of Bob NN, f\mathrm{n}\mathrm{n},\mathrm{B}\mathrm{o}\mathrm{b}(\bfitdelta ), for the experiments
we always have \Biggl\{ 

f\mathrm{n}\mathrm{n},\mathrm{B}\mathrm{o}\mathrm{b}(\bfitdelta ) \geq 0.9 if \varphi \in \scrH 0,

f\mathrm{n}\mathrm{n},\mathrm{B}\mathrm{o}\mathrm{b}(\bfitdelta ) < 0.9 if \varphi \in \scrH 1

.
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Figure 6.5: ROC curves in the simulated scenario, for the one-class
setting case. Local authentication checks versus LC and AE-based

cooperative checks.

Since the two distributions are separable by a threshold, it is possible to őnd values of
\lambda (e.g., \lambda = 0.9 ) such that p\mathrm{F}\mathrm{A} = p\mathrm{M}\mathrm{D} = 0.

Equivalently, using instead the AE we get at Bob

\Biggl\{ 
\Gamma (\bfitdelta ) < 0.1 if \varphi \in \scrH 0,

\Gamma (\bfitdelta ) \geq 0.1 if \varphi \in \scrH 1.

hence also these distributions are separable after the AE so the Bob is able to perfectly
distinguish between Alice and Eve packets.

6.5 ML Distributed Authentication of UWAN Nodes with

Limited Shared Information

Considering a bottleneck on the channel between each sensors and Bob, the aim of
this Section is to investigate and develop solutions that take full advantage of the
bottleneck, sharing only the useful information to Bob. The solution discussed in [17]
and presented in the previous Section, considers the case where each node Sn only
reports a single soft value per packet: in such case it is reasonable to share the local
(soft) decision. We consider now a more broad scenario where each node shares instead
a vector. Indeed, passing more values (still compressed with respect to all the observed
features) it expected to yield a more accurate őnal decision. Although the purpose of
the system is to take a binary decision (whether a packet is authentic or not) we show
the importance of having a rich set of compressed features, still taking into account
the transmission rate limits among the sensors and the central nodes. Clearly, the best
result would be obtained by globally designing each local function, taking advantage of
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Figure 6.6: Setup of the sea experiment in Hadera, Israel.

the local correlation among each node: for instance, we could reduce the rate of nodes
placed close to each other in favor of dislocated ones. We consider instead the case
where each node has no information about the others and cannot jointly design the
local function. In the next Sections, we analyze several possible strategies for localized
training comparing them with the global training where all NNs are trained together.

6.5.1 Authentication Protocol

Formally, taking as a reference the scheme in Figure 6.1, we consider a setting where
\bfitdelta n \in \BbbR M with M < K. We propose the following authentication protocol, where at
time t, upon the reception of a packet by the network, each sensor Sn with n = 1, . . . , N ,

1. estimates the power delay proőle \{ \Pi n(t, \tau )\} , i.e., the power of tap with delay \tau ,
of the channel over which the packet was received,

2. extracts the feature vector \bfitz n \in \BbbR K from \{ \Pi n(t, \tau )\} ,

3. processes \bfitz n to obtain the (compressed) vector \bfitdelta n = fn(\bfitz n) \in \BbbR M and M < K.

Next, Bob

4. collects the N local outputs \bfitdelta n, n = 1, . . . , N , computes g([\bfitdelta 1, . . . , \bfitdelta N ]), and

5. veriőes the authenticity of the packet through the NP test of (6.7).

Again the value of the threshold \lambda used in the NP test is chosen to match the target
FA probability, p\mathrm{F}\mathrm{A}, hence, indicating with \scrH = 1 (\scrH = 0) the case wherein Alice
(Eve) is transmitting, the FA probability is p\mathrm{F}\mathrm{A} = \BbbP [ \^\scrH = 0| \scrH = 1].

Local functions fn(\cdot ), n = 1, . . . , N , and g(\cdot ) must be designed to obtain a robust
and secure authentication process. Again, the distribution of the input feature vector
is unknown, we resort to ML techniques to design them, considering NNs with multiple
layers [111].

For a detailed description of the used channel features, see Section 6.3.1. We
consider only two-class authentication, assuming that the nodes have at disposal both
Alice and Eve channel’s observations, leaving the one-class authentication scenario for
future works.

As mentioned before we will consider both a) local training and b) global training.
With local training, each NN implementing function fn(\cdot ) is trained separately. Af-
terwards, function g(\cdot ) is also trained; this does not require communication between
sensors and Bob during training. In the global training scenario, instead, all NNs are
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trained together as a single large NN including functions fn(\cdot ), n = 1, . . . , N , and g(\cdot );
thus, the sensors must communicate with Bob during training.

6.5.2 Local Training

In local training, each function fn(\cdot ), n = 1, . . . , N , is trained locally at its sensor. We
propose three options for the output that these NNs report to Bob.

Autoencoder (AE) solution The őrst solution is to use an autoencoder. As
described in 6.4.1, these NN are composed by two sub-nets: the őrst NN operates as
an encoder, f\mathrm{e}\mathrm{n}\mathrm{c}(\cdot ) and is in cascade with a second NN, operating as decoder, f\mathrm{d}\mathrm{e}\mathrm{c}(\cdot ).
The training is performed by minimizing the reconstruction error (6.8).

While previously we used an AE for one-class classiőcation, now we use it as
compressor: the trained function f\mathrm{e}\mathrm{n}\mathrm{c} acts in fact as a lossy source coder on the input
feature vector \bfitz n. Note that this solution is not tailored to the hypothesis testing
problem, but it aims at providing the best representation of the observed features to
Bob (in terms of MSE): in fact, the training of the AE is unsupervised, i.e., we do not
exploit the true label of the feature.

Local decision (LD) solution The second solution is the one already described [17]
and detailed in Section 6.4.1, where M = 1 and the local NN is trained to provide
the best authentication test at the local level. In this case, the loss function was the
cross entropy with respect to the true label. Although in this case the compression is
targeted to the hypothesis testing problem, the information passed to Bob may not
allow for an effective exploitation of the correlation among the features observed at
the various sensors.

Combined LD and AE (CLDAE) solution To reap the beneőts of both local
approaches, we propose here a modiőed version of the AE. In particular, we split the
encoder NN fn(\bfitz n) into two NNs implementing functions f1,n(\bfitz n) and f2,n(\bfitz n), both
having the feature vector \bfitz n as input. The őrst, f1,n(\bfitz n), has a single output and
implements the local decision as in Section 6.4.1. The second, f2,n(\bfitz n), has M  - 1
outputs. The M outputs of both f1,n(\bfitz n) and f2,n(\bfitz n) are seen as the output of the
encoder part of an AE providing the reconstructed vector \~\bfitz n. Thus, for training we add
in cascade a third NN f3,n(\bfitdelta n) operating as decoder and train both fn(\bfitz n) and f3,n(\bfitdelta n)
to minimize the MSE with respect to the input feature vector, i.e., \BbbE [| | \~\bfitz n  - \bfitz n| | 2].
Figure 6.7 shows an example of design for this solution, for the case K = 4 and M = 3.

For all three solutions, function g(\bfitdelta n) is implemented as a NN, whose loss function
for training is cross entropy with respect to the true label.

Finally, with global training, fn(\bfitx n), n = 1, . . . , N , and g(\cdot ) are jointly trained by
using as loss function the MSE with respect to the true label, i.e., \BbbE [| | z  - \scrH | | 2].

6.5.3 Experiment and Data Augmentation

To test the performance of the proposed authentication technique, we performed
a sea experiment in January 2022 in Eilat, Israel. This area is characterized by a
complex bathymetry and is thus a good environment to test our method, that relies on
source separation based on channel features. For network communications, we used 7
Nanomodem-v3 from Newcastle University, UK, commercialized by Succorősh. These
low-cost cylindrical modems measure 4 \mathrm{c}\mathrm{m}\times 6 \mathrm{c}\mathrm{m}, operate in the 24 \mathrm{k}\mathrm{H}\mathrm{z} to 32 \mathrm{k}\mathrm{H}\mathrm{z}
band, and have a source power level of 168 dB. They can be used to transmit packets
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Encoder, fn(\bfitz n)

Figure 6.7: Example of architecture for the modified AE with input
size K = 4 and local output size M = 3.

of up to 64\mathrm{B}, either broadcast or unicast, using 640-bps 16-ary orthogonal modulation
signals. To obtain the channels’ impulse responses, we used Raspberry Pi boards to
start polling sequences, in which a trusted node transmits a channel-request and in
response receives a message from which the magnitude of the channel’s taps is obtained
with a resolution of 10 µ\mathrm{s}.

As shown in Figure 6.8, three ŕoaters were chosen as trusted nodes, and com-
municated with four submerged drifters. The ŕoaters were anchored roughly 150\mathrm{m}
apart along a north-south line at a water depth of 40\mathrm{m}. Each ŕoater integrated a
Nanomodem deployed at a depth of 5\mathrm{m}. The four drifters were initially deployed
at roughly 250\mathrm{m} from the ŕoaters and formed a north-south line with roughly 50\mathrm{m}
spacing. The drifters also integrated one Nanomodem each, and were initially deployed
at a place where the water column depth is 85\mathrm{m}. From their deployment point, they
drifted at roughly 0.25 knots towards north-west, pushed by the water current. While
drifting, they maintained a constant depth of 25\mathrm{m} depth. The three trusted nodes
initiated polling cycles using a time-division multiple access (TDMA) protocol having
a 1\mathrm{m}\mathrm{i}\mathrm{n} cycle. Here, each ŕoater has a 20 \mathrm{s} time window, during which it interrogates
each of the four drifters to obtain the current channel impulse response.

We obtained a dataset including 30\mathrm{m}\mathrm{i}\mathrm{n} of measurements, which were insufficient to
train the NNs. Therefore, we artiőcially generated additional features according to the
statistics of the collected data: we őtted each data series \{ zn,k\} using a Gaussian KDE
model, estimating the PDFs pzn,k

(z). Moreover, we add correlation to the estimated
features at different sensors to test the importance of a richer (M > 1) information
transfer from the sensors to Bob.

To generate correlated features, we adopt the following procedure based on the
inverse transform sampling method [117]:

1. we generate a N \times K matrix of zero-mean correlated Gaussian variables \~\bfitv , with
unitary covariances COV(vn,k, vn\prime ,k\prime ) = 1, if n = n\prime , k = k\prime , COV(vn,k, vn\prime ,k\prime ) = \rho ,
if n \not = n\prime , k = k\prime , and zero otherwise, where \rho \in [0, 1] is a parameter to control
the covariance among sensors;

2. we compute un,k = FN
x (\~vn,k), where FN

x (\~vn,k) is the CDF of a normal distribution,
and derive zn,k = F - 1

zn,k
(un,k) via numerical methods.
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Figure 6.9: Error rate \varepsilon for the proposed protocol, for M = 1, 2 and
3, as a function of \rho considering the local training scenario.

We characterize the performance of our solutions in terms of the error rate, \varepsilon =
\BbbP [ \^\scrH \not = \scrH ], obtained for an attack probability of 0.5, i.e., \varepsilon = 0.5p\mathrm{F}\mathrm{A} + 0.5p\mathrm{M}\mathrm{D}, where
the testing threshold \lambda has been optimized to minimize \varepsilon .

Figure 6.9 shows the error probability of the local solutions in the considered
scenario. As M increases, more information on the observations is provided to Bob,
who can also exploit the correlation among them, thus reducing \varepsilon . When comparing
the various solutions, we note both LD and CLDAE outperform the AE solution, since
they are targeted towards the hypothesis testing problem. Moreover, we clearly see
that providing more information than only soft local decisions (as would be the case
for M = 1) decreases the error probability, since Bob can exploit the correlation of the
observations at the sensors. Lastly, we observe that the error probability decreases
as the correlation increases for all solutions. This is due to the fact that statistics at
different sensors are different, thus having multiple highly correlated measurements
makes it possible to reduce the decision uncertainty.

Global training For global training, we describe the NNs with notation a1  - a2  - 
. . .  - aQL

| | b1  - . . .  - bQG
, where ap indicates the number of neurons of layer p in

each local NN, while bq indicates the number of neurons in layer q of Bob’s NN. The
considered conőgurations for M = 1, 2, and 3, are reported in the legend of Figure 6.10.
Note that in all conőgurations the total number of neurons is 34, and the output
neurons use the sigmoid activation function.

Figure 6.10 shows the error rate \varepsilon as a function of the correlation coefficient \rho for
different NN conőgurations. Comparing Figure 6.9 and Figure 6.10, we notice that,
even if the latter achieves the best performance, CLDAE with local training achieves
almost the same results, even though it operates under more restrictive assumptions:
considering, for instance, \rho = 0.7 and M = 2, by using the AE we would always
get \varepsilon > 10 - 1, while with the CLDAE we achieve \varepsilon \approx 1.52 \cdot 10 - 2, close to the value
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Figure 6.10: Error rate \varepsilon for the proposed protocol, for M = 1, 2 and
3, as a function of \rho considering the global training scenario.

\varepsilon \approx 1.16 \cdot 10 - 2 of the global scenario. Lastly, for \rho = 1, we achieve a very low error
rate \varepsilon < 10 - 4, not shown in the őgure.

6.6 Physical Layer Authentication in UWAN with Mobile

Devices

In this section, we propose a PLS authentication technique for underwater acoustic
communications, speciőcally designed to account for the time variability of the channel:
for instance this technique may be used to authenticate transmissions coming from
an autonomous underwater vehicles (AUVs). Indeed, in UWANs, the variation of the
channels due to the continuous device movement (eventually caused also by sea waves
and currents) may be signiőcant. As a result, the assumption that the channel does
not change across multiple transmissions becomes unrealistic.

To this end, we consider the power-weighed average delay of the channel taps as
the authentication parameter, because it is well related to the distance between the
transmitter and the receiver. When such delay is measured from the same source
to different cooperating receivers, it provides a robust signature of the transmitter.
To take mobility into account, we apply a Kalman őlter on the average delay, and
track delay variations by assuming a simple linear evolution model with slowly varying
velocity. The Kalman őlter itself will estimate the instantaneous velocity to best
track the delay variations. The authentication check is the obtained by comparing the
innovation of the Kalman őlter with a given threshold. Such innovation indicates the
discrepancy between the Kalman-predicted value and the current observation: indeed,
an irregular behavior of the observed delay may indicate a possible attack. Then, each
innovation is transmitted to Bob, which uses them to verify the authenticity of the
packet. Here we focus instead on one-class classiőcation, assuming that Bob has to
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compute the classiőer by having only observation from Alice channel. As classiőer we
will consider the LC approach, an AE and one-class support vector machine (OC-SVM).

6.6.1 Proposed authentication approach

We consider the system model described in Section 6.3 with some variations, speciőcally
targeted to better model this scenario. As mentioned before Alice is a mobile device,
e.g., a drifter or an AUV, that transmits information to Bob periodically. Differently
from the previous sections, we consider the set of N sensors, \scrS = \{ S1, \cdot \cdot \cdot , SN\} to
have been closely deployed that, as before, will be exploited by Bob to authenticate
the received packet.

We remark that, since the decision is based on time information, we assume
that Alice is synchronized with Bob: in future work we will consider the case where
round-trip delays are estimated via (vulnerable) message exchanges.

In our proposed algorithm, upon receiving a packet at time t:

1. each sensor Sn estimates the power-delay proőle \{ \Pi n(t, \tau )\} , i.e., \Pi n(t, \tau ) is the
power of tap with delay \tau , and processes it, extracting a feature \^zn(t);

2. each sensor Sn then exploits a previously trained model to predict Alice’s feature
\~zn(t); next, it compares the prediction \~zn(t) to the measured feature \^zn(t),
computing a model correction term \beta n \in \BbbR ;

3. Bob receives the corrections from all his sensors; to improve the performance of
scheme, Bob can collect K observations per receiver, concatenated into a vector

\bfitbeta = [\beta 1,1, \cdot \cdot \cdot , \beta 1,K , \beta 2,1, \cdot \cdot \cdot , \beta 2,K , \beta N,1 \cdot \cdot \cdot , \beta N,K ] . (6.10)

4. Finally, Bob computes the decision variable \gamma = g(\bfitbeta ), and tests the authenticity
of the packet as

\^\scrH =

\Biggl\{ 
0, if \gamma < \lambda (packet from Alice),

1, if \gamma \geq \lambda (packet from Eve).
(6.11)

Bob sets the threshold \lambda to achieve a target FA probability. In more detail, call \scrH = 0
(\scrH = 1) the case where Alice (Eve) is actually transmitting: the FA probability is
p\mathrm{F}\mathrm{A} = \BbbP [ \^\scrH = 1| \scrH = 0]. In the next sections, we describe how each step is implemented,
discussing several strategies to design the function g(\cdot ).

6.6.1.1 Feature Extraction

We consider the power-weighed average delay as the authentication feature. Given
the thresholded power delay proőle (6.1) \Pi \prime 

n(t, \tau ) and assuming that all devices are
synchronized, we compute the average delay as

zn(t) =
1

\=\Pi n(t)

\sum 

\tau \in \scrH n(t)

\tau \Pi \prime 
n(t, \tau ) , (6.12)

where
\=\Pi n(t) =

\sum 

\tau \in \scrH n(t)

\Pi \prime 
n(t, \tau ) . (6.13)

We remark that it is possible to extend the feature set without loss of generality
using the candidate features discussed in [17,118]. Still a proper state transition and
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measurement matrices have to introduced. Eventually, it is also possible to resort to
the extended Kalman őlter (EKF).

6.6.1.2 Prediction Strategy

We now describe how we can use the Kalman to track the average delay feature and
understand how much innovation a new transmission brings. To simplify the notation,
we drop both the time reference and the sensor index n. Thus, we consider that each
sensor collects a sequence of delay measurements \{ \^zi\} , where measure \^zi is associated
with the power delay proőle observed at time ti. The task of the Kalman őlter is to
track the evolution of the distance di between Sn and Alice, and the projected velocity
vi, i.e., the velocity component along the direction of the LOS between Sn and Alice.
Thus, the true state at step i is \bfitx i = [di, vi]

\mathrm{T}.

We consider the Kalman Filter model described in Appendix C. Thus, initial
conditions aside, we have to choose both the state transition matrix \bfitF i and the
measurement matrix \bfitH i.

Considering the previously described scenario, we relate subsequent observations
of the distance and of the (projected) velocity using a local linear movement model
with random evolution, i.e., deőning the state transition matrix

\bfitF i =

\biggl( 
1 \Delta ti
0 1

\biggr) 
, (6.14)

where \Delta ti = ti  - ti - 1. About the observations, we consider as measurement matrix

\bfitH i =
\bigl( 
1/\nu 0

\bigr) 
, (6.15)

where \nu is the sound speed in water. We remark that, in general, the receiver does
not know the actual sound speed in water, also because taking a local sound speed
measurement requires the deployment of possibly bulky equipment. Still, we can
use an approximated value \nu , with the understanding that the term ri in (C.2) also
incorporates sound speed approximation errors.

We also remark that the Kalman őlter assumes a Gaussian statistic for both \bfitw i and
ri: while this hypothesis is not always true in our scenario, we still can consider it as an
approximation. However, when the hypotheses are met and (C.1) and (C.2) perfectly
model the reality, the Kalman őlter is proven the be an optimal predictor [119].

The considered feature yields the linear relations (C.1) and (C.2): in general, by
choosing a different set of features, these relations may not be linear anymore; in this
latter cases it becomes necessary to resort to the EKF.

6.6.1.3 Authenticity Verification

Here, we propose several possible forms of the classiőcation function g(\cdot ), which Bob
uses to verify the authenticity of a packet (see Scheme in Figure 6.1). We focus on
one-class classiőcation solutions, i.e., g(\cdot ) can be designed and trained only by using
observations from transmissions by Alice. To the best of the authors’ knowledge, there
is no optimal test for one-class classiőcation, except in speciőc contexts [120]. Thus, we
investigate three classiőcation functions: a) a function based on the LC of the inputs;
b) a classiőer using an AE NN; and c) a classiőer based on a OC-SVM.

Linear combination (LC) The őrst classiőer involves the linear combination of
the entries of vector \bfitbeta , that was considered also in [17] and presented in Section 6.4.2.
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In particular, considering that Bob collects K innovations for each sensor in \scrS , it
combines them as

g\mathrm{L}\mathrm{C}(\bfitbeta ) =

N\sum 

n=1

K\sum 

k=1

\alpha n,k\beta n,k . (6.16)

As pointed out before, several strategies may be used to estimate the weights, e.g.,
taking into account the relative distance between each pair of sensors and the (estimated)
distance between each sensor Sn and Alice [99]. Here, we consider a worst case
analysis where Bob equally weighs each term of \bfitbeta , i.e., \alpha n,k = 1, \forall k = 1, . . . ,K and
\forall n = 1, . . . , N .

Autoencoder (AE) As described in the previous Section, AEs are unsupervised
feed-forward neural networks whose task is to replicate the input to the output.
Between the őrst part of the AE and the second, we typically have a bottleneck: thus,
to generate a vector as close to the original as possible, the AE is forced to learn the
useful statistical properties of the input dataset. Typically, the loss function is the
MSE between original and reconstructed input.

The AEs can be used as one-class classiőer: if trained by using only samples
\beta \ell computed after Alice transmissions, the AE will reconstruct with low MSE only
the input whose statistic is compatible to the statistical distribution of the input
itself [112, 114]. Therefore, the classiőer will be g\mathrm{A}\mathrm{E}(\bfitbeta \ell ) = \Gamma (\bfitbeta \ell ) where \Gamma (\cdot ) is the
MSE function (6.8).

One-class support vector machine (OC-SVM) The idea behind an OC-SVM is
to őnd the boundary that best encloses the training dataset samples. Next, during
the testing phase we will consider as legitimate only the samples falling within the
boundary, described by the support vector machines (SVM) model. In particular,
considering a training dataset of size L, the testing function will be

g\mathrm{S}\mathrm{V}\mathrm{M}(\bfitbeta ) = \bfitalpha \mathrm{T}\varphi (\bfitbeta ) + b , (6.17)

and \bfitalpha and b are respectively weights and bias of the trained OC-SVM classiőer and
\varphi (\cdot ) is a suitable feature transformation function.

To train the classiőer we consider the least squares support vector machines
(LS-SVM) approach described in [121], where the loss function to be minimized is

\mathrm{m}\mathrm{i}\mathrm{n}
\bfitalpha ,b

1

2
\bfitalpha \mathrm{T}\bfitalpha + b+ C

1

2

L\sum 

\ell =1

e2\ell ,

with e\ell =  - \bfitalpha T\varphi (\bfitbeta \ell ) - b \ell = 1, . . . , L ,

(6.18)

where C is a hyper-parameter that has to be tuned depending on the training dataset
itself [122].

6.6.2 Attacker Model for Mobility Scenario

With respect to the previous sections, we consider here a stronger attacker. In detail,
we assume that Eve knows all details and parameters of the authentication algorithm,
and that it is also synchronized with Alice and Bob. Moreover, Eve can precode
its transmissions to reproduce any desired channel impulse response at any of Bob’s
sensors, including even crafting a different channel response for each sensor. Moreover,
Eve does not know the exact location of Alice, but can localize it, e.g., using the
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well-known approaches of [123,124], or matched őeld processing techniques [125,126].
We remark that the above capabilities imply perfect knowledge of the environment (e.g.,
the surface and bottom proőle, as well as the sound speed proőle in the network area),
and require channel estimation, precoding, the availability of multiple transceivers,
and considerable processing power (including computing multiple ray tracing outputs
within a negligible amount of time). Thus, the above model is quite generous towards
Eve.

Finally, Eve’s estimate of Alice’s 3D location vector is then

\^\bfitP \mathrm{A}\mathrm{l}\mathrm{i}\mathrm{c}\mathrm{e} = \bfitP \mathrm{A}\mathrm{l}\mathrm{i}\mathrm{c}\mathrm{e} + \bfitvarepsilon , (6.19)

where \bfitP \mathrm{A}\mathrm{l}\mathrm{i}\mathrm{c}\mathrm{e} is the true location of Alice and \bfitvarepsilon models the localization error.

6.6.3 Numerical Results

We evaluate our approach by simulating underwater acoustic communication channels
via Bellhop [86]. We consider an operational region of about 6\times 6 \mathrm{k}\mathrm{m}, located in the
San Diego bay area and with a depth between 200 and 500\mathrm{m}. The bottom-left corner
of the area is located at coordinates (32\circ 52\prime 34.5\prime \prime \mathrm{N}, 117\circ 24\prime 12.8\prime \prime \mathrm{W}).

At the start of each run, we deploy both Eve and Bob at random within the area.
While drifting Alice is forced to stay within the boundary. Bob incorporates four
sensors arranged as a tetrahedral pyramid having both a base radius and a height of
5\mathrm{m}.

Alice moves across the area according to a correlated Gauss-Markov mobility model,
and sends an acoustic signal once every \Delta t = 1 \mathrm{s}. Speciőcally, Alice starts at a random
location, \bfitP \mathrm{A},0, with an initial velocity vector of magnitude v0 = \| \bfitv \mathrm{A},0\| and direction
drawn uniformly at random in an interval of 45\circ around due north. Once every \Delta t,
Alice’s location \bfitP \mathrm{A},i and velocity \bfitv \mathrm{A},i are updated from step ti - 1 to ti, as

\bfitP \mathrm{A},i = \bfitP \mathrm{A},i - 1 + \bfitv \mathrm{A},i\Delta t, (6.20)

\bfitv \mathrm{A},i = \rho \bfitv \mathrm{A},i - 1 + \bfitchi 
\sqrt{} 
1 - \alpha 2 , (6.21)

where \rho = 1 - 2 \cdot 10 - 3 is the trajectory correlation factor, and \bfitchi is a Gaussian noise
vector having (őxed) independent components of standard deviation [2, 2, 1]\mathrm{m}/\mathrm{s} along
the east, north and depth directions, respectively. These choices lead to correlated
trajectories, which reproduce the uncertainty of drifting due to currents and eddies. At
the same time, the lower variance along the depth dimension signiőes a more accurate
depth-keeping capability of Alice.

For every signal Alice transmits, we run Bellhop to compute the channel impulse
response perceived at each of Bob’s sensors as well as at Eve. Moreover, we reproduce
different levels of randomness in Eve’s estimate of Alice’s location by displacing Alice
uniformly at random within a radius of either 50, 100, 200, or 400\mathrm{m} over the azimuthal
plane, and within a depth of \pm 20\mathrm{m} from Alice’s actual location. For each random
displacement, we recompute the channel impulse response at each of Bob’s sensors.
Eve’s uncertainty on Alice’s location then translates into an uncertainty on the channel
that Eve should reproduce in order to successfully impersonate Alice.

Figure 6.11 shows the bathymetry map of the area (whose depth is roughly between
 - 250\mathrm{m} and  - 600\mathrm{m}), the locations of Bob and Eve, and Alice’s trajectory for one
instance of our simulations. The full Monte-Carlo simulation set includes several
realizations of the above scenario, with different locations and trajectories, as well
as different movement speeds for Alice, i.e., where the initial velocity magnitude
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classiőer among the tested conőgurations. All the neurons have a linear activation
function. The training lasted for 5 epochs. Finally, for the OC-SVM, we used a linear
kernel function since it achieved better results than both the radial basis function and
the polynomial kernels.

6.6.4 Performance Results

To evaluate the performance of our scheme, we consider the ROC curves, plotting the
FA and MD probabilities for different threshold values \lambda . For comparison purposes
we consider also a single-sensor authentication (SSA) classiőer, where Bob decides
only based on the observation from its topmost sensor. Figs. 6.12a and 6.12b show
the results for an Alice initial velocity v0 = 1\mathrm{m}/\mathrm{s} and K = 1, using the LC, AE,
OC-SVM and SSA classiőers, for different attacker estimation accuracies (50\mathrm{m} and
100\mathrm{m} in Figure 6.12a, 200\mathrm{m} and 400\mathrm{m} in Figure 6.12b). As expected, if Eve can
estimate the location of Alice more accurately, it has higher chances of successfully
impersonating it: in other words, if we őx a given p\mathrm{F}\mathrm{A}, p\mathrm{M}\mathrm{D} becomes increasingly
higher when the estimate of Alice’s location becomes increasingly accurate. Instead,
by comparing the different implementations of the function g(\cdot ), we notice that all the
approaches outperform the SSA, meaning that all proposed schemes can successfully
merge local information from different sensors. Moreover, in critical scenarios where
Eve’s estimate of Alice’s location is most accurate, there exist negligible performance
differences among the approaches. Conversely, for higher position estimation errors,
the AE achieves the worst performance, while the LC and the OC  - SVM methods
are almost equivalent, with a slight edge for the LC. This may hint to the fact that
the components of the vector \bfitbeta are (at least close to be) statistically independent.
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Figure 6.12: p\mathrm{M}\mathrm{D} vs. p\mathrm{F}\mathrm{A} for SSA and the described authentication
verification functions, for a maximum localization error of 50 or 100 m
(A) and 200 or 400 m(B) over the azimuthal plane. K = 1. AEs: circle;

LC: cross; OC-SVM: square.

Figs. 6.13a and 6.13b show the results for the same settings and algorithms, but Bob
now collects K = 3 observation from each sensor into vector \bfitbeta . Increasing K improves
the classiőcation performance. For example, by directly comparing Figure 6.13b and
Figure 6.12b, we observe that setting the threshold \lambda to achieve a progressively lower
p\mathrm{M}\mathrm{D} leads to a much slower increase in p\mathrm{F}\mathrm{A} (e.g., p\mathrm{F}\mathrm{A} = 0.06 for p\mathrm{M}\mathrm{D} = 0.1 if K = 3,
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against p\mathrm{F}\mathrm{A} = 0.25 for K = 1). We still observe that the AE classiőer achieves the
worst performance, whereas the LC and the OC-SVM are practically equivalent.
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Figure 6.13: p\mathrm{M}\mathrm{D} vs. p\mathrm{F}\mathrm{A} for SSA and the described authentication
verification functions, for a maximum localization error of 50 or 100 m
(A) and 200 or 400 m(B) over the azimuthal plane. K = 3. AEs: circle;

LC: cross; OC-SVM: square.

Finally, we investigate how a different average movement speed for Alice affects
the classiőcation performance. Besides v0 = 1\mathrm{m}/\mathrm{s} as in the previous results, we
now considers also v0 = 0.5 and v0 = 1.5\mathrm{m}/\mathrm{s}. The corresponding results are shown
in Figs. 6.14b and 6.14a, respectively for K = 1 and K = 3. Because the LC
classiőer exhibits the best tradeoff between complexity and classiőcation performance,
we consider only LC in these result, and assume that Eve’s accuracy in estimating
Alice’s location is 400\mathrm{m}. For K = 1, we observe no signiőcant difference between
the performance of LC for different speeds. However, increasing K (besides leading
to better performance for the LC against the SSA classiőer) leads to an interesting
outcome: the best results are obtained for v0 = 1\mathrm{m}/\mathrm{s}. This suggests that there are
two competing ways in which speed affects the power-weighed average delay metric
we use for authentication. On the one hand, a lower speed implies that channels are
mostly coherent, so that Eve has good chances to impersonate Alice successfully, even
if its location estimate is not too accurate. On the other hand, for v0 = 1.5\mathrm{m}/\mathrm{s}, the
average delay metric tends to change more abruptly, and the innovations computed by
the Kalman őlter becomes higher with each new legitimate transmission. This also
translates into an advantage for Eve, as it decreases the margin the classiőer needs to
tell apart legitimate and impersonating transmissions.

6.7 Conclusions

In this chapter we have tackled the problem of authentication for UWACs, where a user,
Bob takes advantage a of an UWAN to distinguish if a packet was transmitter by a
legitimate user, Alice or by an attacker impersonating Alice, Eve. We have investigated
several techniques for different settings: őrst, we have considered the general problem of
authentication considering both one-class and two class authentication, i.e., considering
if the users at their disposal only Alice observation or a complete dataset containing
both Alice and Eve channel observations. Moreover, we have proposed solutions
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Figure 6.14: Results for K = 1 (A) and K = 3 (B), comparing
the single check (dashed) to the described authentication verification
functions, with attacker estimation accuracy 400m and different Alice

velocities magnitudes v0 = 0.5, 1, and 1.5\mathrm{m}/\mathrm{s}.

for both local and cooperative authentication. Secondly, we have focused on the
communication between sensors and Bob: we have presented a solution that aims a
őlling the bottleneck on the channel between each sensor and Bob that takes also
advantage of the correlation among each observation. Finally, we have discussed a PLS
authentication technique that targets time varying channels, aiming at authenticating
moving users. Simulation results have shown that it is possible to distinguish between
Alice and Eve even when Eve has an estimate (and can partially replicate) the legitimate
channel.
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Chapter 7

Conclusions

The aim of this Thesis was to tackle the challenge of securing wireless communications.
To do so, we considered multiple contexts by using diverse tools.

While wireless communication plays in fact an essential role in many őelds, by their
nature, these are also vulnerable to many threats, since transmitter and receiver have
typically limited or no control over the transmission medium. Potentially malicious
users are indeed enticed to lead attacks against these transmissions, especially when
used for critical infrastructures: jamming and spooőng are examples of attacks that
may target wireless communications.

Although often effective, cryptography-based techniques are not suited in many
contexts: for instance, some of these solutions may not be used in WSN due to their
computational cost, where we have constraints on the energy consumption. Conversely,
in GNSS we not only need to authenticate the data, which may be retrieved from
alternative sources, but also the signal itself: indeed, cryptographic mechanisms only
protect the signal indirectly. Physical layer techniques can provide security exactly
in these contexts: for instance, since the security lays on the nature of channel
itself, PLS-based mechanisms are typically less computationally expensive than the
cryptography-based counterpart. The effort of this Thesis was then to exploit PLS to
develop new mechanisms to secure GNSS and UWACs.

In Chapter 2 a novel network aided ranging authentication technique has been
proposed. After the analysis of the state of the art security mechanisms, we have
described the GLRT-based veriőcation. Next, we have derived an analytical model of
the metrics in the under attack scenarios: among others, we have considered the SCER
attack and the internal code attack, where the attacker exploits it own -legitimate-
code to compute the counterfeit signal. To counteract this last attack, an obfuscation
strategy has been proposed. Results have shown both the correctness of our statistical
models and the effectiveness of our security protocol against all the considered attacks.

Chapter 3 has described a PVT assurance technique that allows the receiver to
enlarge the set of trusted ranging measurements, usable to compute a trusted PVT,
by using the authenticated measurements as anchors. By using these techniques, we
allow the receiver to freely choose the balance between security and PVT accuracy.
Numerical and experimental results have proved the effectiveness of our approach,
conőrming that it is possible to bound the attacker capabilities even when using
non-authenticated measurements.

In Chapter 4 has analyzed a secure timing mechanism targeted for WSN network
within a facility. The proposed mechanism exploits the CAS and OSNMA authenticated
features to obtain a robust and secure timing source. Moreover, an additional security
layer is added to protocol, used to detect those attacks that are not covered by CAS
and OSNMA. The performance have been evaluated by using both simulated and
experimental results.
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GNSSs are used also to broadcast messages, such as for almanacs or for authenti-
cation protocols. Since the receiver typically has in view at least 4 satellites, it may
be possible to split the message into packets, assign each packet to a satellite, and
exploit the receiver diversity to increase the rate. However, this requires designated
scheduling solutions, where the system has to assign each packet to each satellite. Thus,
Chapter 5 has proposed novel solutions for both the single-round scheduling, where we
want most of the receivers on Earth to receive all the packets in one single transmission
round, and multi-round scheduling, where we consider multiple consecutive broadcast
transmissions. Results have shown that the proposed techniques improve the state
of art. In particular, the multi-round scheduling solutions have shown to be close to
reach the optimal bounds in terms of both min-max and average latency.

Chapter 6 has tackled the problem of authentication for UWANs, where the sensors
belonging to a network cooperate to distinguish legitimate from attacker transmissions.
Several aspects have been investigated: the availability of the observations related to
attacker’s transmissions, distinguishing between one and two-class classiőcation; the
presence of a bottleneck that limits the cooperating capabilities of each sensor; the
movement of the users, that leads to authentication strategies targeted to time-variant
channels. Simulation and experimental results obtained from sea experiments have
shown the effectiveness of all the proposed methods.

Besides the ones already mentioned on each Chapter, for GNSS, possible future
work will focus on the design of strategies allowing the full interoperability between
SCA/SCE solutions, guaranteeing a PVT solution that is both secure, accurate and
available all the time. For UWAC, we plan to integrate all the proposed solutions in a
broader model that provides authentication capabilities regardless of the considered
scenario.

Far from being an extensive overview of all physical layer security aspects related to
wireless communications, the effort of this Thesis has focused on tackling the challenge
of securing GNSSs and UWACs using a diverse set of tools. This work hopes to be the
őrst step to a broader investigation, which will improve the security and the resilience
of the current wireless communication systems.
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Appendix A

Analysis and derivations for

Network Aided

A.1 Correlation Loss

Upon the reception of a signal y(t), where a fraction \xi of the PRN is unknown to the
receiver. The signal is divided in blocks: each block \bfity is a vector composed by the
samples associated with a whole PRN. Then, assuming that the receiver is still able to
estimate carrier phase and Doppler frequency, we can write

\bfity = d\bfitc + \bfiteta (A.1)

where \bfiteta is the random vector representing the AWGN added by the channel; each
sample is then \eta \ell \sim \scrN (0, \sigma 2). We consider the process to be successful if the receiver
correctly estimates the data symbol d. To do so, the receiver correlates the received
signal with its locally generated PRN, \bfitc \prime , obtaining

\^d =
L\sum 

\ell =1

y\ell c
\prime 
\ell =

L\sum 

\ell =1

dnc\ell c
\prime 
\ell +

L\sum 

\ell =1

\eta c\prime \ell . (A.2)

Indeed, if c\prime \ell = c\ell , the őrst product is equal to d, while if c\prime \ell \not = c\ell , the product is  - d, so

\^d = dL(1 - 2\xi ) +

L\sum 

\ell =1

\eta c\prime \ell , (A.3)

therefore the estimated data itself is a Gaussian r.v. with \^d \sim \scrN (dL(1 - 2\xi ), L\sigma 2).

The receiver will then apply MAP criterion to estimate the received symbol \^d: in
this case this is equivalent to a sign function. Hence, the error probability is

P\mathrm{e} = P ( \^d \not = d) =
1

2
erfc

\biggl( 
\mu \surd 
2\sigma 

\biggr) 
=  - 1

2
erfc

\biggl( \sqrt{} 
L

2

(1 - 2\xi )

\sigma 

\biggr) 
. (A.4)

Calling P \prime 
\mathrm{e} the error probability achieved when the receiver knows the whole spreading

code (i.e., \xi = 0) with noise variance \sigma \prime , it holds

P\mathrm{e}

P \prime 
\mathrm{e}

= (1 - 2\xi )
\sigma \prime 

\sigma 
. (A.5)

Fixing P\mathrm{e} = P \prime 
\mathrm{e}, and passing in dB we obtain the relation
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Figure A.1: Relationship between correlation loss and \xi for a fixed
error probability.

A.2 Proof of Proposition 2

In this Section we report the proof of Proposition 2.

Proof. We start by writing explicitly the GLRT as

\mathrm{m}\mathrm{i}\mathrm{n}
\alpha 
\| \bfity  - \alpha \bfitx 0\| 2  - 

\bigm\| \bigm\| \bfity  - \bfitx \prime 
i

\bigm\| \bigm\| 2 = \| \bfity \| 2 + \alpha 2\| \bfitx 0\| 2  - 2\alpha \bfity \mathrm{T}\bfitx 0  - \| \bfity \| 2  - 
\bigm\| \bigm\| \bfitx \prime 

i

\bigm\| \bigm\| 2 + 2\bfity \mathrm{T}\bfitx \prime 
i =

= \alpha 2L - 2\alpha 2L - L+ 2\bfity \mathrm{T}\bfitx \prime 
i ,

(A.6)

where the L2 norm is minimized by picking \alpha = \bfity \mathrm{T}\bfitx \mathrm{o}

L . Next, we write

\bfity \mathrm{T}\bfitx \prime 
i =
\sum 

\ell 

(d\^c\ell + \eta )dc\prime \ell =
\sum 

\ell 

d2\^c\ell c
\prime 
\ell +
\sum 

\ell 

dc\prime \ell \bfiteta = L - 2\xi L+ \sigma 
\surd 
L\eta 1 (A.7)

with \eta 1 \sim \scrN (0, 1). Thus, the GLRT becomes,

\mathrm{m}\mathrm{i}\mathrm{n}
\alpha 
\| y  - \alpha x0\| 2  - 

\bigm\| \bigm\| y  - x\prime i
\bigm\| \bigm\| 2 = L - \alpha 2L - 4\xi L+ 2\sigma 

\surd 
L\eta 1 (A.8)

Next, we focus on the second term,

\alpha 
\surd 
L =

1\surd 
L

\sum 

\ell 

(d\^c\ell + \bfiteta )(dc\ell ,\mathrm{o}) =
1\surd 
L

\sum 

\ell 

d2\^c\ell c\ell ,\mathrm{o} +
1\surd 
L

\sum 

\ell 

dc\ell ,\mathrm{o}\eta 

=
\surd 
L(1 - 2\rho ) +

1\surd 
L

\sum 

\ell 

dc\ell ,\mathrm{o}\eta = \sigma 

\biggl( \surd 
L

\sigma 
(1 - 2\rho ) + \eta 2

\biggr) (A.9)
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Back to the GLRT, we have

\mathrm{m}\mathrm{i}\mathrm{n}
\alpha 
\| \bfity  - \alpha \bfitx 0\| 2  - 

\bigm\| \bigm\| \bfity  - \bfitx \prime 
i

\bigm\| \bigm\| 2 =

= L - 4\xi L - \sigma 2
\biggl( \surd 

L

\sigma 
(1 - 2\rho ) + \eta 2

\biggr) 2

+ 2\sigma 
\surd 
L\eta 1 =

= L - 4\xi L - L(1 - 2\rho )2  - \sigma 2\eta 22  - 2
\surd 
L\sigma (1 - 2\rho )\eta 2 + 2\sigma 

\surd 
L\eta 1 =

= 4L\rho (1 - \rho ) - 4\xi L - \sigma 2\eta 22  - 2\sigma 
\surd 
L (\eta 1  - (1 - 2\rho )\eta 2) .

(A.10)

Focusing on the last terms, it yields

\sigma 
\surd 
L\eta 1  - (1 - 2\rho )\sigma 

\surd 
L\eta 2 =

\sum 

\ell 

dc\prime \ell \eta  - (1 - 2\rho )
\sum 

\ell 

dc0,\ell \eta =
\sum 

\ell 

d(c\prime \ell  - (1 - 2\rho )c0,\ell )\eta ,

(A.11)
which is a linear combination of independent normal r.v.s, therefore it is a normal r.v.
with variance

\sigma 23 =
\sum 

\ell 

d2
\bigl( 
c\prime \ell  - (1 - 2\rho )c0,\ell 

\bigr) 2
\sigma 2 = \sigma 2

\sum 

\ell 

\Bigl( 
c
\prime 2
\ell + (1 - 2\rho )2c20,\ell  - 2(1 - 2\rho )c\prime \ell c0,\ell 

\Bigr) 

= 2\sigma 2
\sum 

\ell 

(1 - 2\rho + 2\rho 2  - (1 - 2\rho )c\prime \ell c0,\ell ) .

(A.12)

Recalled that \gamma = k\prime 

L , we break the series considering separately the cases c\prime \ell \not = c0,\ell and
c\prime \ell = c0,\ell , as

\sigma 23 = 2\sigma 2\gamma L
\bigl( 
1 - 2\rho + 2\rho 2 + (1 - 2\rho )

\bigr) 
+ 2\sigma 2(1 - \gamma )L(1 - 2\rho + 2\rho 2  - (1 - 2\rho )) =

= 2\sigma 2L
\bigl( 
2\gamma (1 - \rho )2 + 2(1 - \gamma )\rho 2

\bigr) 
= 4\sigma 2L(\gamma  - 2\rho \gamma + \rho 2) .

(A.13)

Finally, introducing \eta 3 \sim \scrN (0, 1) we obtain

\mathrm{m}\mathrm{i}\mathrm{n}
\alpha 
\| y  - \alpha x0\| 2 - 

\bigm\| \bigm\| y  - x\prime i
\bigm\| \bigm\| 2 = 4L\rho (1 - \rho ) - 4\xi L - \sigma 2\eta 22+4\sigma 

\surd 
L
\sqrt{} 
\gamma  - 2\rho \gamma + \rho 2\eta 3 \lessgtr \vargamma .

(A.14)
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Appendix B

Psedoranges derivation for PVT

The pseudorange R
(f)
s (t) measured from satellite s with carrier frequency f received

at time t can be decomposed in

R(f)
s (t) = rs(t) + c

\bigl( 
dT\mathrm{r}\mathrm{x}(t) - dTs(t)

\bigr) 
+ Ts(t) + I(f)s (t) +\mathrm{M}\mathrm{P}(t) + \eta (t), (B.1)

where rs(t) is the geometric range, i.e., the distance between transmitter and receiver
rs(t) = \| \bfitP s(t) - \bfitP \mathrm{r}\mathrm{x}(t)\| , dT\mathrm{r}\mathrm{x}(t) is the receiver clock bias, dTs(t) is the satellite clock

bias, Ts(t) is the troposheric delay, I
(f)
s (t) is the ionospheric delay, \mathrm{M}\mathrm{P}(t) is the delay

due to multipath and \eta (t) models the errors due to signal processing errors.
We remark that the troposphere is a non-dispersive medium, thus the corrections

for the tropospheric delay of band E1, \^D
(s)
\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o},\mathrm{E}1(t), and E6, \^D

(s)
\mathrm{t}\mathrm{r}\mathrm{o}\mathrm{p}\mathrm{o},\mathrm{E}6(t) were identical

for all s \in \scrS . On the other hand, if the ionosphere is instead a dispersive medium,
given the correction for E1, the correction for E6 is [2]

\^D
(s)
\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o},\mathrm{E}6(t) =

\^D
(s)
\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o},\mathrm{E}1(t)

f2\mathrm{E}1
f2\mathrm{E}6

, (B.2)

for all s \in \scrS and for every time instant t. Correction \^D
(s)
\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{o},\mathrm{E}1(t) must be obtained

through a proper ionospheric correction model such as the Klobuchar model [128],
or more precise models, such as Galileo NeQuick [4] or the IRI-P 2017 [59]. Only the
measurements from E6 were actually authenticated; therefore, we could not exploit
the measurements from another band (e.g., E1 or E5) to remove the ionospheric delay
contribution, as it is typically performed in multifrequency GNSS receivers; instead,
we had to use the model computed by using the parameters in the authenticated
navigation message.
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Appendix C

Kalman Filter

In this appendix we give give a brief description of the Kalman őlter used in Chapters
4 and 6.

Differently from the general model, we consider the case where there is no control
input.

The procedure was divided into two phases, prediction and model update. First
we introduce the true state \bfitx i which is typically unknown. The evolution of the true
states is determined by the state transition matrix at time ti, \bfitF i, such that

\bfitx i = \bfitF i\bfitx i - 1 +\bfitw i , (C.1)

where \bfitw \sim \scrN (\bfzero ,\bfitQ \bfiti ) represents the process noise, assumed to have a Gaussian statistic.
About the observations, we deőne the measurement vector \bfitz i and the measurement

matrix \scrH , relating the true state to the observations such that

\bfitx i = \bfitH i\bfitz i + \bfitr i , (C.2)

where \bfitr i \sim \scrN (\bfzero ,\bfitR \bfiti ) models the observation noise.
The Kalman őlter performs two operations: prediction and model update. During

the prediction step, it computes the a priori state estimate \~\bfitx i| i - 1 and its covariance
matrix \bfitP i| i - 1, respectively, as

\~\bfitx i| i - 1 = \bfitF i \~\bfitx i - 1| i - 1 (C.3a)

\bfitP i| i - 1 = \bfitF i\bfitP i - 1| i - 1\bfitF 
\mathrm{T}
i . (C.3b)

During the update step, the őlter computes

\bfity i = \^\bfitz i  - \bfitH i \~\bfitx i| i - 1 (C.3c)

\bfitC i = \bfitH i\bfitP i| i - 1\bfitH 
\mathrm{T}
i +\bfitR i (C.3d)

\bfitG i = \bfitP i| i - 1\bfitH 
\mathrm{T}
i \bfitC 

 - 1
i (C.3e)

\^\bfitx i| i = \^\bfitx i| i - 1 +\bfitG i\bfity i (C.3f)

\bfitP i| i = (\bfitI  - \bfitG i\bfitH i)\bfitP i| i - 1 , (C.3g)

where \^\bfitz i| i and \bfitP i| i are the updated a posteriori state estimate and its covariance,
respectively, while \bfitG i is called Kalman gain. The prediction error \bfity i is called innovation
of the Kalman őlter; together with its covariance \bfitC i, the innovation is exploited to
compute

\beta i = \bfity \mathrm{T}
i \bfitC 

 - 1
i \bfity i , (C.4)
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Appendix D

Proof of Optimality of the

Min-Max Latency

To prove Proposition 4 we need the following Proposition.

Proposition 3. If a scheduling sequence \bfscrP is such that \eta n(\bfscrP n,\bfitx ) \geq C\mathrm{m}\mathrm{i}\mathrm{n},n \forall n and
\forall \bfitx \in A, then it minimizes the maximum latency, achieving the bound (5.34), i.e.
\tau \mathrm{m}\mathrm{a}\mathrm{x}(\bfscrP n) = \tau \ast \mathrm{m}\mathrm{a}\mathrm{x}.

Proof. From Proposition 3 we observe that, even in the maximum diversity scenario,
\^u\ast n = 1 implies \=C\ast 

n(\bfitx ) = K \forall \bfitx \in A, therefore also C\ast 
\mathrm{m}\mathrm{i}\mathrm{n},n = \mathrm{m}\mathrm{i}\mathrm{n}\bfitx \in AC

\ast 
n(\bfitx ) = K. Thus,

we can write the lower bound to the latency for the receiver in position \bfitx as

\tau \ast \mathrm{m}\mathrm{a}\mathrm{x}(\bfitx ) = T \mathrm{m}\mathrm{i}\mathrm{n}

\biggl\{ 
n : C\mathrm{m}\mathrm{i}\mathrm{n},n = K

\biggr\} 
, (D.1)

which means that even in the maximum diversity scenario it is possible to deliver
K packets to a receiver only if it had at least K satellites in view. Let n\ast be the
minimum number of rounds that satisőes condition (D.1) for all the receivers on A.
Exploiting the hypothesis, after exactly n\ast rounds by using scheduling \bfscrP that satisőes
the hypothesis, we will have delivered at least C\mathrm{m}\mathrm{i}\mathrm{n},n\ast = K packets to all the receivers.
Thus \bfscrP is indeed the scheduling that achieves \tau \mathrm{m}\mathrm{a}\mathrm{x}(\bfscrP n) = \tau \ast \mathrm{m}\mathrm{a}\mathrm{x}.

Now we can recall Proposition 4 and prove it.

Proposition 2. If (5.42) holds, the proposed min-max latency algorithm achieves the
optimal latency, i.e., \tau \mathrm{m}\mathrm{a}\mathrm{x}(\bfscrP n) = \tau \ast \mathrm{m}\mathrm{a}\mathrm{x}.

Proof. The proposed Algorithm 2 delivers Km packets at round m, where Km is the
largest number of packets that can be delivered in round m with full coverage, i.e,
Km = \mathrm{m}\mathrm{i}\mathrm{n}\bfitx \in A

\sum 
s\in S vs,m(\bfitx ). Hence, after n rounds, from (5.42) we will deliver

\eta n(\bfscrP n,\bfitx ) =

n\sum 

m=1

Km =

n\sum 

m=1

\mathrm{m}\mathrm{i}\mathrm{n}
\bfitx \in A

\sum 

s\in S

vs,m(\bfitx ) = C\mathrm{m}\mathrm{i}\mathrm{n},n. (D.2)

However this also satisőes the requirements of Proposition 3, thus the proposed
min-max latency algorithm achieves optimality.
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