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A B S T R A C T   

Computational modeling is essential for understanding dropwise condensation (DWC) mechanisms, droplet life- 
cycle, and predicting heat transfer. However, the multiscale nature of DWC increases the computational cost, 
thus making the study of the droplet distribution more difficult. Population-based models available in the 
literature rely on empirical or statistical methods for determining the drop-size distribution. Differently, in the 
present study, a new individual-based model developed in hybrid MATLAB® and C codes and based on parallel 
computing is developed to simulate the whole dropwise condensation process, addressing the growth of each 
droplet, without making any assumption on the droplet population and considering a number of drops never 
reached in previous similar studies. The proposed model’s computational efficiency is significantly improved 
when considering more than 1 million drops in the computational domain. To optimize the calculation time, the 
effects of time step, computational domain size, and simulation duration on the overall heat flux and drop-size 
distribution are discussed. The numerical results are compared against predictions from population-based models 
available in the literature. The proposed model is also used to study the droplet population and the instantaneous 
heat flux during DWC at different positions along a vertical condensing surface (upper, middle and lower areas). 
As a final step, a preliminary comparison is carried out between the present model and experimental data ac
quired during dropwise condensation on a nearly hydrophobic vertical surface. Considering a nucleation size 
density of 5 × 1012 m− 2 (11 × 106 drops in the computational domain), the simulation is able to predict the 
experimental heat flux and the large drop-size distribution.   

1. Introduction 

The condensation phase-change process is ubiquitous in nature and it 
is exploited in many engineering applications such as thermal power 
plants [1], chemical refining [2], seawater desalinization [3], refriger
ation [4], and electronics cooling [5,6]. Improving the effectiveness of 
the condensation heat transfer process can lead to a reduction of the 
energy consumption of the system inside which condensation takes 
place: dropwise condensation is a passive solution that can enhance the 
condensation heat transfer process with economic benefits and minor 
CO2 emissions [7]. 

Commonly, a vapor on a cooled surface can condense in two ways, 
either by the formation of a continuous liquid film (filmwise conden
sation) or by the formation of discrete droplets (dropwise condensation). 
The surface wettability plays a key role in the selection of the type of 
condensation mode. The wettability can be described by measuring the 
static contact angle θ or the dynamic contact angles. The advancing 

contact angle (θadv) is defined when the droplet moves forward toward a 
non-wetted surface, while the receding angle (θrec) when the droplet 
moves across a wet surface [8]. Due to the removal of the continuous 
liquid film, the heat transfer coefficient (HTC) during dropwise 
condensation (DWC) of pure water vapor can be 5–7 times higher 
compared to filmwise condensation (FWC) [9–11]. 

During DWC, the small droplets that nucleate at preferential sites 
grow by direct condensation and coalescence until they reach the critical 
dimension at which they start to move, sweeping the surface and making 
new nucleation sites available. In a recent paper, Maggiolo et al. [12] 
have shown that promoting DWC in a plate heat exchanger can improve 
both HTC and self-cleaning from fouling. The peculiar feature of DWC is 
that many processes coexist at different temporal and spatial scales, with 
the time scale ranging from microsecond to second and the spatial scale 
ranging from nanometer to few millimeters. Furthermore, the processes 
such as growth, coalescence and sliding can occur simultaneously [13, 
14]. Several researchers [7,15–17] have studied the droplet dynamics 
using advanced optical techniques, carrying out studies down to the 
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micrometric scale. However, it is impossible to experimentally observe 
and collect data on the dynamics of droplets in saturated pure steam 
conditions and with droplets dimensions from micrometers down to 
nanometers. Therefore, researchers are forced to investigate DWC 
through theoretical and computational studies. It should be noted that, 
due to the multiscale nature of DWC, the study from a computational 
point of view is very challenging. 

In order to calculate the overall heat flux transferred during DWC, 
the most used approach in the literature [18–21] is to combine the heat 
transfer through a single drop (analytically or numerically determined) 
with the drop-size distribution (statistically or empirically calculated). 
To estimate the heat transfer through a single droplet, a network of 
thermal resistances from the saturated vapor to the subcooled surface is 
usually employed [21–24]. Instead, the drop-size density is usually 
evaluated by considering a semi-empirical law for larger droplets (which 
grow mainly by coalescence) and statistical considerations for small 
drops (which grow by direct condensation). The drop-size distribution of 
the small drops in steady-state conditions can be analytically obtained 
by solving the population balance theory [25,26]. Hereinafter, this kind 
of approach is referred to as the population-based model (PBM). Another 
method to calculate the drop-size distribution (of both small and large 
drops) is to use a numerical simulation, in which the growth of the in
dividual drops is followed throughout their life cycle without any sta
tistical assumption. Models based on this approach are defined as the 
individual-based models (IBMs). It should be noted that both the PBM 

and IBM requires a model for the heat transfers through a single drop. 
Due to the aforementioned limitations related to the capability of the 
present optical systems in detecting nucleation sites, neither the 
drop-size distribution evaluated by the PBM nor that given by the IBM 
can be experimentally validated. 

The first formulation of the heat transfer through a single droplet was 
proposed by Rose [18,19] and it accounts for the thermal resistance due 
to conduction through the droplet, the vapor-liquid interfacial resis
tance, the conduction resistance through the coating, and the tempera
ture drop due to droplet curvature. Kim and Kim [21] developed a model 
valid for hydrophobic surfaces. In their work, the heat transfer through a 
single drop is estimated by considering the thermal resistance network 
from the vapor to the subcooled surface as proposed by Rose [19], but 
they analytically solve the conduction resistance through the drop. 
Furthermore, the authors [21] improved the formulation of the thermal 
resistances of the coating layer. Miljkovic et al. [22] extended the Kim 
and Kim [21] model to nanostructured superhydrophobic surfaces by 
taking into account the surface morphology. In the case of a flat surface 
(with no microstructure), the two models [21,22] lead to the same re
sults in terms of heat transfer through a single drop. With the aim of 
improving the modelling of the conduction resistance through the drop, 
Chavan et al. [23] performed numerical simulations by varying the Biot 
number and the contact angle θ to determine the conduction resistance 
for drops with contact angles greater than 90◦ and Biot numbers larger 
than 0.1. More recently, Lethuillier et al. [24], based on the work of 

Nomenclature 

A area, m2 

a droplet acceleration, m s− 2 

Bi Biot number, - 
Cd drag coefficient, - 
cp specific heat capacity, J kg− 1 K− 1 

d distance, m 
G growth rate dr/dt, m s− 1 

F force, N 
g gravitational acceleration, m s− 2 

hi interfacial heat transfer coefficient, W m− 2 K− 1 

hlv latent heat of vaporization, J kg− 1 

HTC heat transfer coefficient, kW m− 2 K− 1 

k coverage factor, - 
kc retention factor, - 
l length/height, m 
Lch channel height, m 
ṁ˙ mass flow rate, kg s− 1 

Mv molecular mass, kg kmol− 1 

n droplet number, - 
n(r) small droplet population density function, m− 3 

N(r) large droplet population density function, m− 3 

Ns nucleation site density, m− 2 

Nu Nusselt number, - 
Q heat flow rate, W 
q heat flux, kW m− 2 

q̃ instantaneous heat flux, kW m− 2 

r radius, m 
R universal gas-constant, 8314.46 J kmol− 1 K− 1 

Re Reynolds number, - 
T temperature, K 
t time, s 
v velocity, m s− 1 

z orthogonal axis of the sample, m 
z1 position (1.3 mm) along z, m 
z2 position (2.8 mm) along z, m 

Greek symbols 
α accommodation factor, - 
δ thickness, nm 
ε efficiency, - 
ΔT temperature difference, K 
Δt time difference, s 
Δθ contact angle hysteresis, ◦

Δτ simulation time step, s 
θ contact angle, ◦

λ thermal conductivity, W m− 1 K− 1 

ρ density, kg m− 3 

σ surface tension, N m− 1 

Subscripts 
0 initial 
adv advancing 
ad adhesion 
AL aluminum 
b base 
cool coolant side 
d droplet 
dr drag 
DWC dropwise 
e effective 
g gravity 
HC hydrophobic coating 
in test section inlet 
l liquid 
max maximum 
min minimum 
out test section outlet 
real real 
rec receding 
sat saturation 
sim simulation 
v vapor 
wall wall  

M. Mirafiori et al.                                                                                                                                                                                                                              



International Journal of Heat and Mass Transfer 222 (2024) 125109

3

Chavan et al. [23], improved the function for the determination of the 
conduction resistance by expanding both the interval of Biot number 
(from 10− 4 to 105) and contact angle (from 20◦ to 170◦). Since data on 
single droplet growth is lacking and the drop-size distribution is not 
known a priori, no single droplet heat transfer model has ever been 
directly or indirectly validated against DWC experimental data. 

In 1966, Le Fevre and Rose [27], starting from the experimental data 
obtained by different authors [28,29], proposed a semi-empirical model 
to predict the density function for large droplets population. Their 
model has recently been validated by several authors [7,15,30] against 
experimental data. However, since the model is based on data collected 
on the large droplet population, whose growth is mainly due to coa
lescence, it is not suitable to properly describe the drop-size distribution 
of small droplets, whose growth is dominated by direct vapor conden
sation. Wu and Maa [31] obtained the first formulation of the drop-size 
distribution of small drops by assuming that heat conduction through 
the droplets is the only thermal resistance in the droplet growth process. 
Later, Maa [32] derived a first formulation of the population balance 
theory by considering that the number of drops that enter a given radii 
range is equal to the number of drops that grow and leave the radii class 
by direct condensation. In the resulting equation, the number of 
nucleation sites was varied to fit the experimental data [33,34]. Tanaka 
[25,26], analyzing the videos of a surface vertically oriented, inferred 
that during steady-state dropwise condensation the condensing surface 
is periodically swept by the sliding drops. Therefore, based on statistical 
and geometric considerations, the author modified the population bal
ance theory by considering that the number of drops that enter a certain 
radii bin is equal to the number of drops that leave it both by direct 
condensation and by sweeping of sliding drops. It should be noted that 
the population balance theory (PBM) proposed by Tanaka [25,26] is still 
used nowadays. Differently from the previous works [25,31,32] in 
which only the droplet thermal conduction resistance is considered, 
Abu-Orabi [20] developed a PBM by considering all the thermal re
sistances involved in the condensation process: the liquid-vapor inter
facial resistance, the temperature drop due to droplet curvature, the 
conduction resistances through the droplet and the promoter layer. 
Subsequently, Kim and Kim [21], combining their formulation of the 
thermal resistances with the population balance theory, obtained an 
analytical expression for the distribution of small drops. In their work, 
they introduced the effective radius re which is defined as the threshold 
radius between the distribution of small droplets and the distribution of 
large droplets. This parameter depends on how the nucleation sites are 
distributed on the surface; in their model, the nucleation sites are 
assumed to be regularly arranged. Miljkovic et al. [22] developed their 
PBM in which, unlike Kim and Kim [21], they considered a 
micro-structured promoter layer and a random distribution of the 
nucleation sites. As mentioned above, in the case of flat surfaces, the 
expression of the single droplet heat transfer is the same for the two 
models. However, the hypothesis of nucleation sites distribution is 
different: regularly arranged for Kim and Kim [21], while randomly 
distributed for Miljkovic et al. [22]. Therefore, the value of effective 
radius (re) is different in the two models, resulting in a slight variation of 
the drop-size distributions. 

As an alternative to the PBM, many researchers have used numerical 
simulations (IBM) to study both the drop-size distribution and the dy
namic processes (such as coalescence and sliding) that occur during 
DWC. However, the high nucleation sites density necessary to simulate 
DWC of steam (Ns = 109 – 1015 m− 2) increases the computational cost of 
IBMs. To reduce the computational time, various simplifications have 
been introduced into the simulations, such as dividing the simulation 
into different stages [35], decreasing the number of nucleation sites 
[35–37], reducing the droplet maximum radius rmax to reduce the di
mensions of the computational domain [37–39]. The idea of dividing the 
simulation into different stages proposed by Glicksman and Hunt [35] 
consists of simulating a variable computational domain according to the 
droplet size. In every next stage of the simulation, the surface area is 

increased by ten times and the large droplets formed from the previous 
stage are redistributed on the enlarged surface until droplets left the 
surface. However, despite the advantage from the computational point 
of view, droplet re-nucleation was not considered. Burnside et al. [40] 
simulated the primary stage of the condensation process (0.21 ms) 
considering a computational domain of 240 × 240 μm2, a nucleation 
sites density Ns = 1012 m − 2 (with a number of drops equal to 57,600), 
and a time step of 0.23 μs, while the maximum radius was fixed at 4 μm. 
The authors focused on the droplet growth by coalescence, comparing 
the results with the theoretical model proposed by Le Fevre and Rose 
[27]. Meng et al. [41] simulated a domain of 400 × 400 μm2 and Ns =

1010 m− 2 (with a number of drops equal to 1600), a time step of 10 ms, 
and a departing radius of 15 μm. With their IBM, the authors compared 
the heat flux obtained numerically with the experimental data acquired 
by Wen et al. [42] on a superhydrophobic surface. However, no infor
mation on the drop-size distribution was provided. To study the effect of 
surface wettability on the distribution of large droplets, Xu et al. [37] 
performed numerical simulations considering an area of 4 × 4 mm2, a 
time step of 1 μs, a nucleation sites density of 1010 m− 2 (the drops 
number over the surface is 160,000), and a departing radius of 1 mm. 
Similarly, Mei et al. [43] focused on the instantaneous and 
time-averaged characteristics of the drop-size distribution, performing 
simulations at varying the nucleation sites density from 6.25 × 1011 to 
1013 m− 2 over a domain of 200 × 200 µm2 (rmax = 16 µm). Under these 
conditions, the number of simulated drops ranged from 25,000 to 400, 
000. Hu et al. [44] improved the IBM of Meng et al. [41] by developing 
an event-driven IBM able to numerically simulate superhydrophobic 
surface but without giving any information on the droplet distribution. 
In their work, they considered a nucleation site density of 4 × 1010 m− 2 

over a computational domain of 1 × 1 mm2 (thus the maximum number 
of simulated drops was equal to 40,000). The time step was variable in 
the range 1–10 ms, while the departing radius was chosen according to 
the departing mechanism: rmax = 15 μm for jumping drops, rmax = 100 
μm for sliding drops. 

From the literature survey it emerges that, due to the large droplet 
departing radii, the dynamic process of DWC on hydrophilic and hy
drophobic surfaces has been marginally addressed with numerical sim
ulations. In fact, the larger the departing radius (as in the case of 
hydrophilic surfaces), the wider the computational domain of the 
simulation and the higher the number of drops for the same nucleation 
site density. Therefore, until now, the researchers have focused on DWC 
simulations on superhydrophobic surfaces (with small droplet departing 
radius). Instead, the IBMs have not been used to study dropwise 
condensation on hydrophobic surfaces or hydrophilic surfaces with a 
low hysteresis of the contact angle (Δθ = θadv - θrec), thus excluding most 
of the promising heat transfer surfaces [7,30,45]. Computational in
vestigations are needed to improve the knowledge of DWC phenomenon 
but, since the numerical simulations of DWC of pure vapor have enor
mous computational costs, it is crucial to optimize the algorithms to 
obtain reliable results in terms of both heat flux and droplet populations. 

Considering the gaps described above, in the present work a new 
DWC numerical model based on the simulation of growth of each droplet 
without making statistical assumptions on the droplet population and 
considering a number of drops never reached in previous IBM studies is 
presented. The strength of the model is the multicore parallel computing 
obtained by developing a hybrid C programming language & MATLAB® 
algorithm in which the C code is used to solve the iterative calculations 
and the MATLAB® code is used to achieve efficient storage and retrieval 
of data. The main parameters of the numerical model (such as the time 
step, the size of the computational domain, and the simulation time) 
were optimized to find the best compromise between computational cost 
and accuracy in the simulation results. The present individual-based 
model (IBM) is applied to investigate the effect of the number of 
nucleation sites on the calculated heat flux and droplet distribution and 
compared to a population-based model (PBM). Furthermore, the present 
model is used to study the effect of sliding droplets on a vertically 
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oriented computational domain with a large height-to-width aspect 
ratio, by evaluating the drop-size distribution and the heat flux in three 
different portions of the surface (upper, central, and lower areas). 
Finally, the experimental data obtained using the experimental appa
ratus presented by Tancon et al. [30] are compared with those numer
ically obtained by simulating a maximum of 11,250,000 drops (Ns = 5 ×
1012 m− 2) on a nearly hydrophobic surface (θe = 77◦, rmax = 0.7 mm), 
finding a good agreement in terms of heat flux and drop-size 
distributions. 

2. Numerical method 

In this Section, a detailed description of the present individual-based 
model (IBM) developed to simulate dropwise condensation is provided. 

The individual-based model (IBM) assumes that the nucleation sites 
are randomly distributed over the condensing surface (calculation 
domain) following a Poisson distribution and the droplet growth/ 
interaction processes are governed by physics-based equations. For fixed 
thermodynamic conditions and nucleation sites density, by evaluating 
the position and size of the drops over time within the domain, the 
model allows to calculate the drop-size distributions (of small and large 
droplets) and the instantaneous heat flux. The flowchart of the present 
IBM is depicted in Fig. 1. 

Once the nucleation sites have been randomly positioned on the 
simulation domain, a droplet with a radius equal to radius of the 
smallest thermodynamically viable drop rmin (Eq. (1)) is placed on each 
nucleation site. Each drop is fully characterized by its curvature radius r 
and the coordinates of its center (x, y). During the simulation, the drops 
can grow, coalesce and slide, cleaning the underlying surface and 
exposing new nucleation sites. Therefore, the dropwise condensation 

process can be repeated quasi-cyclically [46]. The simulation ends when 
quasi-stationary conditions are reached. 

The present IBM was developed using both MATLAB® and C pro
gramming languages. MATLAB® was chosen as the main environment to 
control the calls of the different functions and store the vectors, while C 
was used for a more efficient solution of the invoked subroutines. The 
functions for modelling droplets growth, coalescence, and sliding 
require considerable computational power and a large amount of 
memory, which gradually increase with the number of droplets in the 
simulation domain. In order to reduce the computational time, parallel 
computing was implemented by dividing the operations on all available 
CPU cores by means of the library OpenMP. The drop-size distribution 
and the instantaneous heat flux are obtained from the results of the 
simulation. The drop-size distribution is calculated by dividing the in
terval of droplet radii from rmin to the rmax into different bins and 
counting the number of droplets whose radius falls within each bin. 
Instead, the instantaneous heat flux depends on the model chosen for the 
heat transfer through a single droplet (see Section 2.2) and it is calcu
lated as the sum of the heat transferred by each droplet on the surface. 
According to the literature for hydrophilic and hydrophobic surfaces 
[21,22,47], a constant droplet contact angle is assumed during the 
droplet life cycle. With regards to the sweeping mechanism, differently 
from other IBMs in the literature which assume a constant droplet 
sliding velocity [38,39], the present IBM considers a constant droplet 
acceleration according to the experimental work by Tancon et al. [48]. 
Furthermore, the simulations assume the condensation of pure vapor, 
thus in the absence of non-condensable gases. The following Sections 
will provide further details on the modeling approach of each physical 
process occurring during DWC, with the descriptions of the main 
equations used in the numerical model. 

2.1. Nucleation 

Before starting the numerical simulation, the nucleation sites are 
randomly distributed on the domain: both the nucleation site density 
(Ns) and the computational domain dimensions must be given as input to 
the model. The model assumes that the position of the nucleation sites 
does not change over time. Although the droplets do not physically 
nucleate at the same time [49], the simulation makes use of this hy
pothesis. Several studies in the literature [35,50] have shown that the 
drop-size distribution obtained from numerical simulations is not 
influenced either by the initial nucleation site distribution or by the 
instantaneous positioning of the droplets on the available nucleation 
sites. Furthermore, studying the first instants of water vapor condensa
tion via Molecular Dynamics simulations, several researchers [51–53] 
have evaluated the time required for nucleation and this time results to 
be lower than the time step usually used in the numerical simulations. In 
particular, Ranathunga et al. [52] observed that, to form a drop with a 
radius equal to the minimum one, a time from 3 to 40 ns are required 
depending on the surface wettability (θ = 10–120◦). Therefore, by 
appropriately choosing the time step to be used in the simulations, it is 
possible to assume that all the available nucleation sites in the next 
instant are occupied by a droplet. In the present simulations, a time step 
(Δτ) of 10− 5 s is usually considered (see Section 3.1 and 3.2 for further 
details); this value is in agreement with the hypothesis of instantaneous 
nucleation and, as will be discussed in Section 3.3 (Fig. 5), allows to 
adequately approximate the growth of the drops. 

At each time step, a drop with a radius equal to rmin is placed in each 
free nucleation site. Unless otherwise stated, rmin is equivalent to the 
smallest thermodynamically viable drop, and it is obtained from: 

rmin =
2 σ Tsat

ρl hlv ΔT
(1)  

where σ is the surface tension, Tsat is saturation temperature, ρl is the 
liquid density, hlv is the latent heat of vaporization and ΔT is the Fig. 1. Flowchart of the present IBM.  
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temperature difference between the saturation and wall temperature. 

2.2. Droplet growth 

At each time step of the simulation, the droplets grow according to a 
specific model for the single drop heat transfer rate, Qd. Among the 
models present in the literature, four studies have been selected in the 
present study: Kim and Kim [21], Miljkovic et al. [22], Chavan et al. 
[23] and Lethuillier et al. [24]. 

First, the model developed by Kim and Kim [21] and then updated by 
Miljkovic et al. [22] to take into account the surface morphology of 
superhydrophobic micro/nanostructured surfaces is considered. It 
should be noted that, in the case of a flat surface, the expression for the 
heat transfer though a single droplet by Miljkovic et al. [22] is equal to 
that by Kim and Kim [21], which can be expressed as: 

Qd =
πr2

(
1 − rmin

r

)
ΔT

1
2hi(1− cosθe)

+ rθe
4λlsinθe

+ δHC
λHC sin2θe

(2)  

where r is the curvature radius, λl and λHC are respectively the thermal 
conductivity of the liquid droplet and the coating layer, δHC is the 
coating thickness, θe is the equilibrium contact angle θe = cos− 1(0.5 cos 
θadv + 0.5 cos θrec), and hi is the heat transfer coefficient at the liquid- 
vapor interface, which can be calculated according to [54] as: 

hi =

(
2α

2 − α

)
ρl h2

lv

Tsat

(
Mv

2πRTsat

)1/2

(3)  

where Mv is the molecular mass of the vapor, R is the universal gas- 
constant, and α is accommodation condensation coefficient. The latter 
expresses the ratio of the amount of vapor mass flux that actually enters 
the liquid phase to the total vapor mass flux impinging on the liquid. For 
water, the accommodation coefficient can vary from 0.001 (condensa
tion in the presence of humid air) to 1 (condensation of pure steam) [55, 
56]. Therefore, since the present model deals with pure water vapor 
condensation, α is assumed to be equal to 1. The heat transfer coefficient 
at the liquid-vapor interface is the same for all models. 

Chavan et al. [23] have solved the heat transfer rate through droplets 
on substrates at given temperature and constant contact angle by per
forming two-dimensional numerical simulations of drop growth. In 
particular, the conduction thermal resistance has been numerically 
calculated by a finite element method model, replacing the constant 
temperature boundary condition at the liquid-vapor interface with a 
convective boundary condition (constant value of hi). In the Chavan 
et al. [23] model, the calculation of the heat transfer through a single 
droplet is based on the evaluation of the droplet Nusselt number (Nu), 
which can be expressed as a function of the droplet Biot number (with 
allowed values from 0.1 to 105) and the advancing contact angle (with 
allowed values from 90◦ and 170◦) as follows: 

Qd =
πr2

(
1 − rmin

r

)
ΔT

πr
Nu(Bi,θadv) λlsinθe

+ δHC
λHC sin2θe

(4)  

where Bi is the Biot number Bi = (hi × r) / λl, (the Biot number as re
ported by Lethuillier et al. [24] refers to the curvature radius r instead of 
the base radius rb of the droplet) which indicates whether the temper
atures inside a body vary significantly when a certain thermal gradient is 
applied to its surface. In order to calculate the Nusselt number, the au
thors have provided the following expressions (with θadv and θe in 
radians): 

Nu = 3 θ0.65
adv (Bi sin θe)

0.83
+ 0.007 θ5.1

adv (Bi sin θe)
− 0.23

for Bi sin θe ≤ 0.5
(5)  

Nu = 0.29 θ2.24
adv (Bi sin θe)

− 0.17
+ 3.33 θ− 0.3

adv (Bi sin θe)
0.72

for 0.5 < Bi sin θe ≤ 2
(6)  

Nu = 5.76 e− 0.28 θ0.68
adv ln

(
1 + 5 (Bi sin θe)

0.82
− 2.79 (Bi sin θe)

0.83)

for 2 < Bi sin θe ≤ 105
(7) 

Similarly, Lethuillier et al. [24] have recently used a numerical 
approach to extend the validity range of the single droplet heat transfer 
model from superhydrophilic to superhydrophobic surfaces, considering 
the full range of Biot numbers encountered during dropwise condensa
tion. Considering a reference case whose exact analytical solution is 
known and comparing the results with an independent instrument based 
on the Monte Carlo method, the authors have refined the mesh in the 
region of the triple line avoiding simulation lost accuracy as the Biot 
number increases. The triple line region as demonstrated by Kim et al. 
[57] is crucial in order to describe the heat transfer during DWC. Both 
the validity range of contact angles (from 20◦ to 170◦) and Biot number 
(from 10− 4 to 105) have been increased with respect to the model pro
posed by Chavan et al. [23]. 

In the Lethuillier et al. [24] model, the heat transfer rate through a 
single drop is given by: 

Qd =
πr2

(
1 − rmin

r

)
ΔT

δHC
λHC sin2θe

+ 1
2hi(1− cosθe)

+ πr
λl

f (θe,Bi)
(8)  

where: 

f (θe,Bi) = ζ0 ζ4 for Bi ≤ 10− 2 (9)  

f (θe,Bi) = ζ0 [tanh(ζ1 − logBi) − tanh(ζ2 + ζ3logBi) + ζ4]

for 10− 2 < Bi ≤ 105 (10)  

ζi =
∑6

j=0
ai,j θj

e + bitan
θe

2
(11) 

For the analytical expressions of the coefficients ai,j and bi, the reader 
can refer to the original manuscript by Lethuillier et al. [24]. In the case 
of surfaces with contact angles above 120◦, it would be necessary to add 
the liquid-solid interfacial thermal resistance developed by Niu et al. 
[58] to the equation for the heat transfer exchanged by a single droplet. 
However, as reported by the authors, the contribution of such resistance 
is important only for superhydrophobic surfaces (contact angles higher 
than 155◦) and high subcooling degrees, while it is negligible in the 
present case. 

The single droplet heat transfer predictions (Qd) calculated by the 
Miljkovic et al. [22], Chavan et al. [23] and Lethuillier et al. [24] models 
are shown in Fig. 2 as a function of the droplet radius. The coating 
thickness was assumed to be equal to zero (δHC = 0) in order to exclude 
the effect of the coating thermal resistance on Qd. Therefore, the com
parison focuses on the different modelling of the droplet conduction 
resistance and of the vapor-liquid interface resistance proposed by the 
three models. 

As it can be observed in Fig. 2, the models by Lethuillier et al. [24] 
and Chavan et al. [23] predict nearly the same single droplet heat 
transfer in the range of contact angles between 90◦ and 150◦ Instead, the 
Miljkovic et al. model [22] provides lower values of Qd for larger drop 
sizes compared to the models by Chavan et al. [23] and Lethuillier et al. 
[24]. 

Assuming that all the heat transfer during DWC occurs through the 
droplets, the single drop heat transfer rate (Qd) can be equated to the 
condensation rate of vapor at the droplet surface (Eq. (12)) to obtain the 
droplet growth rate (G = dr/dt): 

Qd = ρl hlv π r2( 2 − 3cosθe + cos3θe
)
G (12) 

To calculate the droplet growth rate of each heat transfer model, the 
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expressions of Qd derived by Miljkovic et al. [22] (Eq. (2)), Chavan et al. 
[23] (Eq. (4)) and Lethuillier et al. [24] (Eq. (8)) should be substituted 
into Eq. (12). 

2.3. Coalescence 

During dropwise condensation, the droplets can also grow by coa
lescing with neighboring drops. When coalescence occurs, the merging 
drops are instantly replaced by a new drop with the volume calculated 
by applying the conservation of the total volume. The resulting drop is 
placed in the center of mass of the drops involved in the coalescence. 
According to the instantaneous coalescence hypothesis, the droplet 
formed by the coalescence of two or more droplets is considered to be 
mechanically stable instantaneously, without taking into account any 
oscillations of the interface. There are few studies in the literature that 
investigate the effect of coalescence dynamics, and they usually focus on 
the coalescence of only two drops [59,60]. Adhikari and Rattner [59] 
conducted a numerical simulation of droplet coalescence event by using 
CFD simulations and they found that considering the droplet dynamics 
during a coalescence process leads to an increase in the transferred heat 
flow rate compared against the simplified case of instantaneous coa
lescence. However, from their research, no information is provided 
about the heat flux when the number of merging droplets is greater than 
two. Considering coalescing droplets dynamics in an IBM would also 
require the simultaneous resolution of the contact line by performing 
CFD simulations with about 10 droplets coalescing together when using 
a time step of 10− 5 s and with a nucleation site density of 5 × 1012 m− 2. 
The criterion for the identification of the droplets that come into contact 
depends on the surface wettability. In the case of hydrophilic surfaces (θe 
< 90◦), the drops merge when their triple lines touch, i.e. when the 
distance between the mass center of the drops i and j is smaller than the 
sum of the base radii rb of the drops: 

rb,i + rb,j >

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
xi − xj

)2
+
(
yi − yj

)2
√

(13) 

While, in the case of hydrophobic surfaces (θe > 90◦), some drops 
could be hidden under other larger drops. The drops coalesce when the 
distance between the center of mass of the drops i and j become less than 
the sum of the curvature radii r of the drops involved in the coalescence. 

Since the coordinate of a droplet centroid is (x, y, |r cos θe|), the criterion 
for coalescence in the case of hydrophobic surfaces is: 

ri + rj >

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(
xi − xj

)2
+
(
yi − yj

)2
+
(
ri − rj

)2cos2θe

√

(14) 

The coalescence is considered instantaneous, i.e. during the numer
ical simulation, the drops involved in the coalescence are replaced with 
a droplet of size and position different from the parent drops within a 
time step. It is interesting to note that, if the resulting drop touches other 
drops (cascading coalescence), the algorithm of coalescence can be 
repeated until the end of the coalescence events as shown in Fig 1. 
However, in order to approximate the evolution of the real coalescence 
between multiple drops, the function for coalescence is called only once. 
In this way, especially for large droplets, the coalescence process lasts a 
few time steps. It has been demonstrated that, as long as the time step is 
sufficiently small, the effect of the cascading coalescence can be 
neglected [39]. While, in terms of computational efficiency, the program 
becomes about 50 % faster. 

The determination of the mutual distances between drops is the most 
onerous process from the computational point of view. Therefore, to 
improve the efficiency of the present IBM, C code has been coupled with 
OpenMP library in order to parallelize the calculation over multiple 
cores/threads. For example, in the case of 105 drops in the simulation 
domain, the present method (run on 32 threads) leads to an improve
ment of about 1500 times in terms of computational efficiency (defined 
as the ratio between the time simulated and the time required to 
simulate it, Eq. (21)) compared to the single core MATLAB® program. 
The use of parallel computing constitutes one of the main differences 
between the present IBM and the IBMs proposed in the literature. It 
should be noted that, using the present IBM, it is possible to simulate 
more than 107 drops while maintaining the computational times not 
prohibitive. Further information will be provided in Section 3. 

2.4. Departure and sliding 

During DWC, the droplets grow from the nucleation radius (rmin) 
until the departing radius (rmax). The latter derives from a force balance 
between adhesion forces and external forces which induce the droplet 
movement (e.g., drag and gravity). On a vertically oriented surface (as in 
the case of the present experiments, see Section 4.1) both the gravita
tional force and the shear stress of the vapor act in the same direction, 
improving the sweeping process and the renewal of the underneath 
surface. In recent works [30,48,61], the present authors proposed a 
method for modeling the effect of vapor velocity on the droplet 
departing radius that accounts for the drag force into the force balance 
equation. 

The adhesion force for a circular-shaped drop is calculated by inte
gration along the drop contour and it can be expressed as follows: 

Fad = 2 kc σsinθe(cosθrec − cosθadv)r (15)  

where kc is the retention factor, and g is the gravitational acceleration. 
The retention factor depends on the contour of the droplet. For a 
circular-shaped drop, it is equal to 2/π [62]. 

The gravity force depends on the volume of the drop and on the 
inclination of the surface. For a vertically oriented surface, the gravity 
force is given by: 

Fg =
π
3
(
2 − 3cosθe + cos3θe

)
ρl g r3 (16) 

By equating Eqs. (15) and 16, the classical formulation for the 
droplet departing radius in the absence of vapor velocity can be 
obtained. 

According to formulation proposed by Batchelor [63], the drag force 
acting on the droplet can be expressed as follows: 

Fig. 2. Comparison of models used to compute the single droplet heat transfer 
rate, Qd [22–24] in the present simulations. Two different surface wettability 
values (90◦ and 150◦ contact angles) were considered, under the following 
thermodynamic conditions: ΔT = 3 K and Tsat = 105 ◦C. The coating resistance 
has been neglected. 
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Fdr =
1
2

ρv v2
v Cd r2(θe − sinθecosθe) (17)  

where Cd is the drag coefficient and θe is the equilibrium contact angle 
expressed in radians. By means of numerical simulations, the authors 
[48] found that the drag coefficient can be evaluated using two 
dimensionless groups: the droplet Reynolds number (Red) and the ratio 
between the channel height and the drop height (Lch/ld). 

Cd = 5.6053

[(
Lch

ld

)− 4/3

Re− 1/6
d

]

+ 0.1754 (18) 

Therefore, to account for the effect of vapor velocity on the departing 
radius, the adhesion force (Eq. (15)) must be equated to the sum of the 
gravity force and drag force (Eqs. (16), (17)) as shown below: 

Fad(rmax) = Fg(rmax) + Fdr(rmax) (19) 

As stated in [48], the present method for the evaluation of the 
droplet departing radius requires an iterative procedure. 

Another fundamental aspect that differentiates the present IBM from 
those of Stevens et al. [39] and Lethuillier et al. [38] concerns the 
droplet sliding velocity. Instead of considering a fixed sliding velocity 
(as assumed in [38,39]), the present model can account for variable 
sliding velocity due to a non-zero droplet sliding acceleration. In fact, as 
observed in [30,48], the droplets motion during DWC is uniformly 
accelerated in the case of a vertically oriented surface. The equation 
used to calculate the new position of the center of mass of a sliding 
droplet at each simulated time step is given by: 

Δy = a⋅(t − t0) Δτ + 1
2

a (Δτ)2 (20)  

where a is the droplet acceleration, Δτ is the simulation time step, t0 is 
the initial time of the sliding process for the current droplet and t is the 
current simulation time. In the present work, a is fixed according to the 
experimental data obtained by Tancon et al. [48], 

2.5. Numerical procedure 

The present IBM requires several input parameters to perform DWC 
simulations. At each time step, the IBM calculates the heat flux trans
ferred by the surface and the drop-size distribution. The instantaneous 
outputs can be averaged over the entire simulation to obtain the time- 
averaged results. 

The model inputs are divided into thermodynamic and geometrical 
input quantities and numerical parameters. The following quantities 
belong to the first group: properties of the hydrophobic layer such as 
thermal conductivity (λHC) and thickness (δHC), advancing (θadv) and 
receding (θrec) contact angles, operating conditions such as saturation 
temperature (Tsat), surface subcooling (ΔT), vapor velocity (vv) and 
surface orientation. The departing radius (rmax) is obtained as discussed 
in Section 2.4. Unless otherwise indicated, all the results presented in 
this study are based on the same parameters presented in Table 1. Water 
is used as the working fluid, and its thermodynamic and transport 

properties are calculated using REFPROP v10 [64]. 
The numerical input parameters are the parameters required to 

ensure the proper operation of the IBM: nucleation site density (Ns), time 
step (Δτ), extension of the computational domain, and selected heat 
transfer model (Miljkovic et al. [22], Chavan et al. [23] or Lethuillier 
et al. [24]). With regards to the computational domain, the time step, 
and the number of nucleation sites, an accurate analysis of their effects 
on the results of the simulations (overall heat flux and drop-size distri
bution) has been reported in Section 3.2. The range of time step and 
nucleation sites density used in the present simulations are summarized 
in Table 1. The effect of the single droplet heat transfer model on the 
dropwise condensation heat flux predicted by the IBM was studied 
considering a departing radius of 65 µm, a nucleation sites density of 2 
× 1010 m− 2, and a time step of 10− 5 s. The results show that the Chavan 
et al. [19] and Lethuillier et al. [20] models give similar predictions, 
with a deviation in the calculated heat flux of about 8 % (qd, Lethuillier =

407 kW m− 2, qd, Chavan = 374 kW m− 2), while the Miljkovic et al. [18] 
predicts values considerably lower compared to Lethuillier et al. [20] 
and Chavan et al. [19] (qd, Miljkovic = 219 kW m− 2). As discussed in 
Section 2.2, the difference among the models is related to the definition 
of the droplet conduction resistance. In the present work, the Lethuillier 
et al. [24] model is used for the evaluation of the heat transfer through a 
single droplet as it is the most up-to-date model in the literature, suitable 
to accounts for the entire wettability range considered in the present 
work. 

Unless otherwise indicated, the simulations were performed 
considering a nucleation sites density of 5 × 1012 m− 2, a time step of 
10− 5 s (a detailed analysis of the effect of the time step is carried out in 
Section 3.2 - 3.3) and a simulated domain equal to 1.5 × 1.5 mm2. The 
reproducibility of the results was verified in terms of overall heat flux by 
repeating the calculations for different randomly distributed nucleation 
sites positions. For each simulation, a statistical analysis was performed 
using the Ripley L function [65], evaluating whether the sites were 
regularly distributed over the surface, from which discrepancies of less 
than 1 % were obtained once the simulation reached the steady-state 
conditions. 

3. Results and discussions 

In this section, the present IBM is compared with the most up-to-date 
IBMs of the literature in terms of computational efficiency. Then, the 
parameters of the present model (simulation domain, time step, and 
duration of the simulation) are optimized to improve the efficiency of 
the whole IBM without losing precision in the calculated heat flux and 
drop-size distribution. After the discussion on the time step of the 
simulation, a comparison between PBM (population-based models) and 
the present IBM (individual-based model) is presented both in terms of 
drop-size distribution and total heat flux. Finally, the effect of the ac
celeration of the sliding droplets on the drop-size distribution is 
discussed. 

3.1. Overview of the present IBM 

As shown by Parin et al. [7], for a direct comparison with the 
experimental data obtained during DWC of steam, a high nucleation 
sites density (between 1012 and 1013 m− 2) should be considered in the 
heat transfer model. In a computational domain of 1.5 × 1.5 mm2, with 
Ns = 1013 m− 2, the number of drops to be simulated is about 2 × 107 

drops (further detail are reported in Section 4). The huge number of 
drops requires to optimize the input parameters for the numerical 
simulation in order to reduce the computational effort as much as 
possible. For this reason, as described in Section 2, the hybrid use of the 
MATLAB® and C codes was implemented. The C code was used to 
perform the most onerous functions from the computational point of 
view, while MATLAB® was used as the main code for both saving/
retrieving and displaying the results. It was observed that the same 

Table 1 
Input parameters for dropwise condensation simulations.  

Parameter Value 

Saturated vapor temperature [◦C] 108 
Subcooling degree [K] 3.5 
Vapor velocity [m s− 1] 13.8 
Coating thickness [nm] 380 
Thermal conductivity of coating [W m− 1 K− 1] 0.25 
Contact angle hysteresis [◦] 20◦ ±4◦

Advancing contact angle [◦] 87◦ ± 3◦

Receding contact angle [◦] 67◦ ± 2◦

Time step [s] From 10− 6 to 10− 3 

Nucleation sites density [m− 2] From 109 to 5 × 1012  
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functions performed using the hybrid MATLAB® and C code leads to an 
improvement of about 500 times as compared to the use of MATLAB® 
alone [66]. Furthermore, in the present model, the C code has been 
enhanced using the OpenMP library which distributes the most complex 
calculations across multiple cores/threads. 

For the simulations, a machine with CPU AMD EPYC ™ 7282 16C/ 
32T and 128 GB of RAM was used. The use of the OpenMP library allows 
the simultaneous execution of the C code on multiple cores of the same 
processor in order to increase the computing performance. The paral
lelization on 32 threads significantly reduces the simulation time up to 
about 1500 times when the number of drops is 105 as compared to the 
single-core program. To compare the performance of the present IBM 
with those in the literature, the computational efficiency (εsim) as pro
posed by Hu et al. [44] can be evaluated: 

εsim =
Δtreal

Δtsim
(21)  

where Δtreal is the simulated real-time and Δtsim is the time required to 
run the simulation. Hence, the computational efficiency is defined as the 
ratio of the real time interval of simulated DWC to the computation time 
required for the simulation of that time interval. 

In Fig. 3, the computational efficiency of the present IBM (both the 
single core MATLAB® and the multi-thread MATLAB® & C configura
tions) is plotted against the number of simulated drops. For comparison, 
Fig. 3 also shows the computational efficiencies of the IBMs by Hu et al. 
[44], Meng et al. [41], and Burnside and Hadi [40]. The computational 
efficiency of the present IBM is much higher as compared to the others 
model in the literature, and the advantage improves as the number of 
drops on the surface increases. The higher the efficiency, the smaller the 
time required to simulate a given time interval. For example, with a time 
step Δτ = 10− 3 s and a simulation time Δtreal = 1 s, the present IBM takes 
11 s to simulate the case with 2 × 105 drops, while the IBM of Hu et al. 
[44] takes 2 min. Instead, to simulate 107 drops, the present IBM takes 8 
min, while the IBM of Hu et al. [44] takes 4.5 h. 

3.2. Optimization of the input parameters 

In order to optimize the calculation times, a preliminary study was 
carried out to evaluate the effect of the main control parameters (i.e. the 
parameters that can be tuned in the simulations) on the calculated heat 
flux and the computational efficiency. Different combinations of time 
step, area of the numerical domain, and simulated time were studied, 
and the results were compared against a reference case. For all the 
simulations, the input parameters are those reported in Table 1, while 
the nucleation sites density is 2 × 1010 m− 2 and the departing radius is 
rmax = 65 µm. The reference simulation was run with a time step of 10− 5 

s, a simulation domain of 0.25 mm2 (about 20 times larger than the area 
occupied by a drop with the maximum radius of rmax = 65 µm), and a 
simulated time of 2 s. As discussed in Section 2.3, since the effect of 
cascading coalescences on the simulation results is negligible, the al
gorithm of coalescence is performed only once at each time step. In this 
way, the simulations become about 50 % faster. 

The results of the analysis are shown in Table 2. The results show that 
the heat flux is sensitive to the time step (Δτ). Considering Δτ = 10− 3 s, 
the calculated heat flux is about 13 % lower than compared to the 
reference case (qDWC = 396 kW m− 2). On the other hand, the compu
tational efficiency improves by about 60 times but, unfortunately, such a 
long time step does not allow to adequately characterize the drop-size 
distribution of small drops (as shown in Section 3.3). In fact, if the 
growth rate is calculated by Eq. (8) and Eq. (12) using a time step of 10− 3 

s, 4 iterations are sufficient for the drops to grow from rmin to re. Since the 
IBM calculates the droplet size over time as a frame sequence, the 
resulting average drop-size distribution obtained results to be scattered 
as shown in Fig. 5. 

The reduction of the computational domain can be a strategy to 
reduce the number of drops to be simulated, improving the computa
tional efficiency. In particular, the results show that, for a 90 % area 
reduction, the variation of the heat flux remains below 10 %, while the 
calculation time is reduced by 5 times compared to the reference case. 
Finally, the reduction of the simulation time does not appear to affect 
both the heat flux and the efficiency of the simulation, while it does 
affect the number of sliding events and the overall computational time. 
If the simulation lasts less than the time required to observe a sliding 
event, no conclusion can be drawn on the DWC phenomenon as the quasi 
steady-state is not reached. In the present analysis, for a simulated time 
of 2 s, a minimum of 10 sliding events were observed, while, for a 
simulated time of 0.1 s, at least one sliding event occurred. The 14th 
configuration was performed starting from the results of the previous 
simulations. The parameters are Δτ = 5 × 10− 5 s, A = 0.01875 mm2 and 
a simulation time Δt = 0.1 s. The simulation showed deviation of the 
heat flux by only 1.9 % compared to the reference case, but the 
computation efficiency was improved by about 21 times. For this com
bination of control parameters, a complete cycle of the DWC process 
from nucleation to sliding and subsequent renucleation was simulated. 

In the following analyses, it is assumed that the optimized control 
parameters (such as the time step, the computational domain edge to the 
maximum droplet dimension ratio, and the simulation time that in
cludes at least one sliding event) found for the small-scale case remains 
the same even increasing the maximum radius (from 65 µm to 0.7 mm) 
and the number of nucleation sites (Ns = 5 × 1012 m− 2). However, it has 
been observed that the choice of the time step is also related to the 
number of nucleation sites. The larger Ns, the smaller the time step 
required to accurately approximate the distribution of small drops. 
Therefore, a time step Δτ =10− 5 s has been chosen to have a good dis
cretization of the distribution in the whole radii range. Clearly, since the 
simulation time and the computational domain are related to the 
maximum radius, if the maximum radius increases, both the time to 
simulate a complete cycle of DWC (from nucleation to sliding and re 
nucleation) and the computational domain must be increased. From the 
results in Table 2, it was found that the minimum side of the square 
computational domain must be 5 % higher than the diameter of the 

Fig. 3. Computational efficiency (Eq. (21)) plotted vs number of droplets: 
comparison between the present IBM (individual based model) based on par
allel computing developed in MATLAB® coupled with C, the same IBM devel
oped in single-core MATLAB®, and the simulations proposed in the literature 
by Hu et al. [44], Meng et al. [41], and Burnside and Hadi [40]. Unless spec
ified, it should be noted the simulations have been performed with a time step 
of 10− 3 s as proposed by Hu et al. [44]. 
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departing drops (2 × rmax). 
Fig. 4 shows the evolution of the droplet population in the case of 

DWC of saturated vapor on a vertically oriented hydrophobic surface. 
The simulation shows all the stages of the DWC: the formation of new 
drops on the nucleation sites, the growth by simultaneous action of 
direct condensation and coalesce with neighbour droplets, the sweeping 
of the surface due to sliding drops, and the repetition of the mechanisms. 

3.3. Droplet population and heat flux calculation 

According to the traditional statistical models (PBMs) [19–22], the 
time-averaged drop-size distribution is a fundamental parameter for the 
calculation of the overall heat flux transferred during DWC (qDWC). By 
knowing the heat transferred through a single droplet (Section 2.2) and 
the average drop-size distribution, the overall heat flux can be calcu
lated as follows: 

Table 2 
Configurations of the main control parameters in the simulation: the results (computational efficiency εsim and heat flux qDWC) of the different configurations obtained 
by varying the computational domain, time step, and duration of the simulation are reported as the ratio to the reference case.   

Δτ [µs] Time [s] lx [mm] A [mm2] ndroplets [-] εsim qDWC 

Reference case 10 2 0.5 0.25 5000 0.025 % 396 kW m− 2 

Varied parameters % variation with respect to the reference case 

1 20 2 0.5 0.25 5000 160% 0.4% 
2 50 2 0.5 0.25 5000 500% -0.8% 
3 100 2 0.5 0.25 5000 1018% -1.6% 
4 1000 2 0.5 0.25 5000 6157% -12.8% 
5 10 1 0.5 0.25 5000 -0.10% 0.2% 
6 10 0.5 0.5 0.25 5000 -1.60% -0.1% 
7 10 0.25 0.5 0.25 5000 -6.70% -0.6% 
8 10 0.1 0.5 0.25 5000 -8.40% -1.5% 
9 10 1 0.35 0.125 2500 158% 1.0% 
10 10 1 0.25 0.0625 1250 403% 2.4% 
11 10 1 0.16 0.025 500 802% 10.3% 
12 10 1 0.15 0.0225 450 565% 7.8% 
13 10 1 0.14 0.01875 375 608% 5.3% 
14 50 0.1 0.14 0.01875 375 1976% 1.9%  

Fig. 4. Visualization of the nucleation, growth and sliding of droplets during DWC of pure steam. Simulation parameters: lx = ly = 1.5 mm, Ns = 5 × 1012 m− 2, Δτ =
10− 5 s, Δtsim= 1.5 s and, a = 2.6 m s− 1. 
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q =

∫re

rmin

Qd(r) n(r) dr +
∫rmax

re

Qd(r) N(r) dr (22) 

N(r) and n(r) are the drop-size density function of large and small 
droplets, respectively. The integral is divided into two parts depending 
on droplet growth mechanism. Small droplets (rmin ≤ r < re) grow only 
by direct condensation, while large droplets (re ≤ r ≤ rmax) grow mainly 
by coalescence with neighbouring droplets and marginally by direct 
condensation. In the literature, it is well known that the average drop- 
size distribution on the condensing surface remains constant over time 
once the steady-state conditions are reached [19]. The two droplet 
populations are separated by the so-called effective radius (re) which 
depends on the number of the nucleation sites. The Kim and Kim’s model 
[21] assumes that the drops are arranged in a square lattice, while 
Miljkovic et al. [22] assume that drops are distributed following a 
Poisson distribution. Stevens et al. [39] showed that a Poisson distri
bution accurately reflects the distribution of drops during condensation 
over a uniform wettability surface. So, under the hypothesis that the 
nucleation sites are randomly distributed [22] over the surface, re is 
given by: 

re =
1

4
̅̅̅̅̅
Ns

√ (23)  

where Ns is the number of nucleation sites per unit of condensation 
surface. 

To describe the distribution of large drops N(r), the semi-empirical 
law introduced by Le Fevre and Rose [27] is generally used. Subse
quently, Rose and Glicksman [29] derived an analytic expression for this 
law in which the only two variables are the drop radius r and the 
departing radius rmax, and it is given by: 

N(r) =
1

3π rmax r2

(
r

rmax

)− 2 /3
(24) 

On the other hand, as proposed by Tanaka in his works [25,26], the 
distribution of the small drops can be calculated from the resolution of 
the population balance theory. All the PBMs in the literature [20–22] 
use the following equation to describe the drop-size distribution of small 
drops: 

n(r) = N(re)
r(re − rmin)(A2r + A3)

re(r − rmin)(A2re + A3)
eB1+B2 (25) 

Since the coefficients A2, A3, B1 and B2 depends on the formulation of 
the heat flow rate exchanged by a single drop, only few authors [20–22] 
have proposed an analytical expression for the population of small 
drops. Among the main works in the literature, it is worth to mention 
that, based on their model for the heat transfer through a single droplet, 
Miljkovic et al. [22] obtained analytical expressions of coefficients A2, 
A3, B1 and B2. By coupling Eq. (22) with the distributions of small 
droplets (Eq. (25)) and large drops (Eq. (24)) and with the expressions 
for the heat flux exchanged by a single drop (Eqs. (2), (4) and (8)), the 
overall heat flux transferred during DWC can be analytically solved. 

In the case of IBMs, the total heat flux can be easily calculated by 
knowing the dimension of each drop within the surface. Then the 
instantaneous heat flux is calculated as: 

q̃ =
1
A

⋅
∑n

i=0
Qd,i (26)  

where n is the number of drops over the surface at each time step. The 
instantaneous heat flux fluctuates periodically due to the evolution of 
the growth, coalescence and sliding mechanisms. As shown in Fig. 8b, 
the instantaneous heat flux reaches a minimum value when the 
computational domain is mostly occupied by large droplets, while it 
shows a maximum once the surface is renewed. The mean heat flux q 
given by the IBM can be obtained by averaging the instantaneous heat 

fluxes values (q̃) over the simulation. With the development of complex 
single droplet heat transfer models, performing numerical simulations, 
which simulate the growth by both coalescence and direct condensation, 
allows the study of the drop-size distribution. In order to evaluate the 
drop-size distribution by numerical simulation (IBM), the first step is to 
divide the entire range of radii (from rmin to rmax) in a series of intervals, 
and then count how many drops fall into each interval. In order to detect 
the underlying shape of the distribution, the bins must be adjacent (non- 
overlapping) and of equal logarithmic size. The drop-size distribution is 
obtained by dividing the histogram (calculated by assigning each 
droplet into the proper radius interval) by the computational domain 
area and the number of simulated time instants. Fig. 5a shows the 
droplet growth rate calculated by coupling Eqs. (12) and (8) (Lethuillier 
et al. [24] model) as the time step varies from 10− 6 to 10− 3 s. The droplet 
growth rate strongly depends on the time step. Since the function of the 
growth rate in the radii ranging between 0.005 and 0.02 µm undergoes a 
strong variation in slope, the growth of the drops in that interval is well 
approximated only if the time step is lower than 10− 5 s. For time steps 
higher than 10− 4 s, the growth rate of the small drops (r < re) is heavily 
underestimated compared to the growth rate calculated with a time step 
lower than 10− 5 s. For example, considering a time step 10− 3 s, a droplet 
with a radius between 0.005 and 0.02 µm increases its size up to 12 times 
between two consecutive time steps (Fig. 5a). Consequently, a time step 
greater than 10− 4 s, which does not allow to well describe the growth of 
small drops, leads to a wrong shape of the drop-size density function 
(Fig. 5b), underestimating the calculated condensation heat flux 
(Table 2). The results show that the use of time step higher than 10− 4 s 
has benefits from the computational point of view but is not suitable for 
the evaluation of the drop-size distribution. 

In Table 3, the models considered in the present study are summa
rized. In particular, Lethuillier et al. [24], Chavan et al. [23], and 
Miljkovic et al. [22] have developed a model for the heat flux transferred 
by a single drop. Among these models, only Miljkovic et al. [22] solved 
the population balance theory to obtain an analytical expression for the 
distribution of small drops n(r). Instead, the Meng et al. [41], Hu et al. 
[44], Burnside and Hadi [40] models and the present model evaluates 
the drop-size distribution by simulating the DWC process through an 
IBM. 

Using the present IBM, it is now possible to numerically study the 
dynamics of the drops and thus obtain the drop-size density and the 
overall heat transferred during DWC. Fig. 6a shows the comparison 
between the heat flux calculated by the present IBM and the one 
calculated by the combination of Eqs. (2), (4), (8), (22), (24), (25) for 
different values of nucleation sites density. The IBM simulations as well 
as the PBM calculations were performed at the conditions listed in 
Table 1, considering the same computational domain (A = 1.5 × 1.5 
mm2), departing radius (rmax = 0.7 mm), time step (Δτ = 10− 5 s) and 
single drop heat transfer model (Lethuillier et al. [24]). 

As the number of nucleation sites increases, the heat flux predicted 
by the two approaches, PBM and IBM, also increases. However, the heat 
flux predicted by the PBMs at varying Ns follows a different trend 
compared to the one predicted by the IBM (dotted black line). Applying 
Eqs. (22), (24), (25) with the aforementioned models for the evaluation 
of the heat flow rate through a single drop [22–24], the resulting heat 
flux varies (according to the selected heat transfer model for the droplet) 
but the trend of heat flux versus nucleation sites density remains con
stant. In particular, when considering PBMs, two different slopes of the 
curve can be identified: one for droplets radii between 109 and 1011 m− 2 

and another one (much lower) for droplets radii between 1011 and 2 ×
1015 m− 2. Instead, the heat flux predicted by the IBM is found to follow a 
linear trend in the graph of Fig. 6a at least for Ns range between 109 and 
5 × 1012 m− 2. It must be noted that the simulations are limited to Ns = 5 
× 1012 m− 2 to maintain a reasonable computational time. For Ns = 2 ×
1015 m− 2, re calculated by Eq. (23) becomes equal to rmin and thus the 
small droplets population (characterized by droplets growth by direct 
vapour condensation without coalescence) disappears. Under these 
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conditions, the first integral in Eq. (22) is equal to zero and the droplet 
population from rmin to rmax can be described using only the equation by 
Le Fevre and Rose [27] (Eq. (24)). 

This remark can be confirmed looking at Fig. 6b. For Ns = 109 m− 2 

and Ns = 1011 m− 2, the drop-size distribution of large drops obtained by 
present IBM is well fitted by the Le Fevre and Rose [27] model. 

Increasing Ns, the effective radius re (Eq. (23)) would tend to rmin and, 
therefore, the whole drop-size distribution from rmin to rmax (Eq. (24)) 
could be described only by the Le Fevre and Rose [27] model (Eq. (24)), 
neglecting the small droplet population (obtained from the population 
balance model). In particular, for re = rmin, the drop-size distribution 
predicted by the present IBM is expected to exactly match the one pre
dicted by Le Fevre and Rose [27], making the total heat flux calculated 
by the present IBM equal to the value obtained by solving the integral 
(Eq. (22)) with only the Le Fevre and Rose distribution from rmin to rmax 
(Eq. (24)). In fact, extending the dotted black line (which interpolates 
the present IBM data of Fig. 6a) up to Ns = 2 × 1015 m− 2, it results that 
the IBM extrapolated line (dotted black) and the PBM line (dashed grey, 
calculated using Lethuillier et al. [24] model) provide the same value of 
DWC heat flux. This result confirms the linear trend of the heat flux 
obtained by the present IBM at varying Ns as reported in Fig. 6a. 

In Fig. 6b, the drop-size distributions calculated using the PBM 
proposed by Miljkovic et al. [22] (Eqs. (22), (24), (25)) at varying 
nucleation sites density (Ns = 109, 1011, 2 × 1015 m− 2) and the distri
bution obtained by the present IBM for Ns = 109 m− 2 and Ns = 1011 m− 2 

are compared for the condition listed in Table 1. Both the PBM and IBM 

Fig. 5. (a) Droplet growth rate dr/dτ obtained from the Lethuillier et al. [24] model using different time steps (from Δτ = 10− 6 s to Δτ = 10− 3 s). (b) Drop-size 
distribution obtained from the numerical simulation performed at two different time steps 10− 5 s and 10− 3 s. The equivalent radius re is calculated as proposed 
by Miljkovic et al. [22]. 

Table 3 
List of papers available in the literature in which the authors have developed a 
single drop heat transfer model, solved the PBM or developed an IBM.   

Qd 

model 
n(r) by 
PBM 

IBM Qd used in IBM 

Lethuillier et al. [24] x    
Chavan et al. [23] x    
Miljkovic et al. [22] x x   
Present work   x Lethuillier et al. [24] 
Hu et al. [44]   x Miljkovic et al. [22] 
Meng et al. [41]   x Miljkovic et al. [22] 
Burnside and Hadi  

[40]   
x Le Fevre and Rose  

[27]  

Fig. 6. (a) Average heat flux versus number of nucleation sites obtained from the present IBM (A = 1.5 × 1.5 mm2, Δτ = 10− 5 s, other parameters as listed in Table 1) 
and compared with the theoretical models by Lethuillier et al. [24], Chavan et al. [23], and Miljkovic et al. [22]. Chavan et al. [23] and Lethuillier et al. [24] models 
are run using the drop-size distribution proposed by Miljkovic et al. [22]. b) The drop-size distributions for small n(r) and large N(r) droplets calculated by the present 
IBM (dots) and by PBM of Miljkovic et al. [22] (solid lines) when varying the number of nucleation sites Ns. 
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are solved using the Lethuillier et al. [24] model for the heat transfer 
through a single droplet. The distribution obtained from the IBM 
simulation is in good agreement with the large droplet population given 
by Eq. (24). Instead, as also observed by Lethuillier et al. [38], the 
drop-size distribution of small drops obtained from the IBM follows a 
different trend than that obtained by solving the population balance 
theory. In particular, the distribution predicted by the PBM over
estimates the number of drops in the area close re. Since these small 
drops are responsible for most of the heat transfer, the total heat flux is 
strongly influenced by the choice of the calculation approach (PBM or 
IBM). This result was experimentally observed by Tancon et al. [15] 
during dropwise condensation of humid air. Since the number of 
nucleation sites in the presence of humid air is reduced by about 4 orders 
of magnitude compared to saturated steam, a portion of the small 
droplet population (with r < re) can be experimentally evaluated. The 
authors [15] observed that close to re (calculated with Eq. (23)) the PBM 
overestimates the number of drops with respect to the experimental 
data. In the case of the analytical model proposed by Miljkovic et al. [22] 
(Eq. (2) with Eqs. (22) and (25)), the total heat flux is underestimated. 
This is because conduction through the drop is a function of both the 
contact angle and the Biot number. In fact, the more recent models by 
Chavan et al. [23] (Eq. (4)) and Lethuillier et al. [24] (Eq. (8)) coupled 
with the droplet distributions proposed by Miljkovic et al. [22] lead to 
higher values of heat flux. 

As shown through ad hoc numerical simulations in Section 3.1, 
Lethuillier et al. [24] leads to higher heat flux values compared to 
Chavan et al. [23]. This result is also obtained from the resolution of the 
PBM. In fact, the application of Eqs. (22) and 25 to the model of Chavan 
et al. [23] overestimates the total heat flux by about 20 % as compared 
to the results of the simulation. Instead, for the model of Lethuillier et al. 
[24] combined with the distribution of the drops that obtained from 
Eqs. (22) and (25), the heat flux is overestimated by 30 % with respect to 
the numerical case (Ns = 5 × 1012 m− 2). Hence, the present IBM can be 
an excellent tool to study the behaviour of the small drop population 
during DWC, reducing the uncertainty given by the resolution of the 
PBM. In particular, since the IBM does not require an analytical model 
for the drop-size distribution, it can be used to directly compare different 
single drop heat transfer models with experimental data. First of all, the 
possible limits of the current IBM are due to the single-droplet heat 
transfer model adopted for the simulations. The model proposed by 
Lethuillier et al. [24] allows the calculation of the heat flow rate 
exchanged by a single droplet when the contact angle is between 20◦ and 
170◦, the surface is flat (without micro/nanostructure), and the Biot 
number is between 10− 4 and 105, thus expanding the applicability limits 
of previous droplet-grow models [21–23]. However, it is important to 
note that the Lethuillier et al. [24] model has not been assessed against 
DWC experimental data because the validation procedure requires the 
use of an IBM for the calculation of the real droplet distribution. It must 
be pointed out that, in addition to the aforementioned limits, there are 
other hypothesis in the present IBM that are necessary to maintain 
acceptable the computational time. In particular, it is assumed that 
droplets nucleation in correspondence of preferred sites occurs instan
taneously as soon as the surface is renewed, and that also coalescences 
among droplets can be considered instantaneous events. Depending on 
the size of coalescing droplets, the assumption of instantaneous coales
cence, as highlighted by Adhikari and Rattner [59], could lead to an 
underestimation of the total heat flux. 

3.4. Effect of surface length on droplet population and HTC 

The present IBM can predict both the heat flux and the drop-size 
distribution (Sections. 3.1 and 3.2). In this Section, the developed 
model is used to study the drop-size distribution and the HTC during 
DWC upon different portions of area along the vertical condensing 
surface (named upper, central and lower areas) in the case of gravity and 
steam acting in the same direction. As firstly discussed by Rose [19], the 

drop-size distribution should not be affected by the position along the 
sample. Later, several authors such as Lethuillier et al. [38], with their 
mathematical models, confirmed that the drop-size distribution is not 
affected by the sliding drops. Nevertheless, in those IBM models, the 
drops are assumed to slide with a constant velocity and furthermore 
small condensation areas with a square shape are often considered. 
Instead, if considering a rectangular condensation area with the longer 
edge oriented in the direction of the gravity force, sliding droplets 
coming from the upper part of the sample can affect the distribution of 
droplets on the lower part of the sample. The objective of the present 
Section is precisely to investigate this phenomenon. As observed by 
Parin et al. [7] and Tancon et al. [48] on a sample with rectangular area 
of 20 × 50 mm2, only the drops growing in the upper part of the sample 
have the time to reach the departing size, while the drops in the lower 
area cannot reach the maximum size due to the falling drops from the 
upper region. In addition, the droplets slide with a certain acceleration 
(as shown in Tancon et al. [48]) that depends on the force balance be
tween gravity, vapor drag force, adhesion, and viscous forces. Therefore, 
the droplet population is expected to vary along the sample. The present 
IBM can account for a non-zero acceleration of the sliding droplets and, 
thus, can be used to investigate the effect of the sliding drops on the 
distribution and HTC along a vertically oriented surface. 

Aiming at studying the drop-size distribution and the heat flux in 
different positions along the condensation surface, a computational 
domain with a high aspect ratio (equal to 25) is here considered. The 
computational domain (Fig. 7) consists of a rectangular area (width 2 
mm, length 50 mm) with a nucleation sites density equal to 2 × 109 m− 2. 
The maximum number of drops in the domain is about 200,000 and the 
departing radius is maintained constant at rmax = 0.3 mm. The droplet 
sliding acceleration is chosen according to the experimental data by 
Tancon et al. [30,48]: a value equal to 2.6 m s− 2 is selected considering 
the experimental data at the highest vapor velocity (13.8 m s− 1), for 
which the measured droplet departing radius was around 0.9 mm [30, 
48]. As shown in Fig. 7, three different areas of 2 × 5 mm2 were iden
tified along the vapor direction (upper, central and lower areas) to 
determine the drop-size distribution and the heat flux (average and 
instantaneous). To evaluate the drop-size distribution and the heat flux 
in the three different regions (upper, central, and lower) of the surface, 
the simulation was kept running for 0.6 s, with a variation of the 
time-averaged heat flux less than 5 %. During the simulation time in
terval, four complete DWC cycles (nucleation, growth by both direct 
condensation and coalescence, sliding and renucleation) occurred in the 
considered three areas. The results are reported in Fig. 8. 

As shown in Fig. 8a, the drop-size density calculated upon the three 
selected areas of the surface is affected by the sliding droplets. Close to 
the equivalent radius re (3 μm < r < 9 μm), the number of small droplets 
in the upper area is slightly lower compared to the central and lower 
regions. This means that the surface renewal rate is higher in those two 
areas due to the presence of the sliding drops. For droplet radii larger 
than 30 μm, the distributions appear to be scattered as compared to the 
Le Fevre and Rose model [27]. As observed by Tancon et al. [30], this is 
due to the suddenly variation of the drops dimensions once a sliding 
droplet enters the investigated area (bin-hopping). In their work, Tan
con et al. [30] compared the experimental data with the empirical model 
by Tanasawa and Ochiai [28] and with the semi-empirical model by Le 
Fevre and Rose [27]. They found that, when the droplet size exceeds 50 
μm, the Le Fevre and Rose [27] model, differently from the model by 
Tanasawa and Ochiai [28], deviates from the experimental data, 
because it does not account for the effect of sliding drops on the 
drop-size distribution. In fact, when the drops in the considered area are 
removed by the sliding droplets coming from the upper part of the 
surface, they suddenly disappear from the statistical bin (radii range) in 
which they were classified, and new drops of smaller size appear. It 
should be noted that the drop-size distribution proposed by Le Fevre and 
Rose [27] considers an average behavior of the surface assuming that the 
droplets disappear once they reach the departure size, without 
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considering the sliding effect that influence the droplets below. Coher
ently, as shown in Fig. 8a, for r > 30 μm, the drop-size distribution 
calculated in the upper area is much closer to theoretical distribution 
proposed by Le Fevre and Rose [27] as compared to the distributions 
evaluated in the other two regions. In fact, the drops in the upper area 
have enough time to reach the departure radius before they start to slide, 
cleaning the underlying surface. Instead, in the central and lower re
gions, the drops are usually removed by the sliding drops coming from 
the upper area before reaching the possible maximum dimension. 

The heat flux is also affected by the presence of sliding droplets. 
Fig. 8b shows that the instantaneous heat flux varies because of the 
sliding droplets and this variation increases when moving from the 
upper to the lower area of the surface. In the upper area, the instanta
neous heat flux ranges between 120 and 280 kW m− 2, while the heat flux 
evaluated in the lower area varies between 50 and 300 kW m− 2 due to 
the presence of sliding drops coming from the upper regions of the 
surface. Furthermore, it can be observed that the minima of the 
instantaneous heat flux in the central and lower areas are shifted in time. 
In fact, as shown in Fig.7b, the sliding drops clean the central area first 
and then sweep the lower area. Fig. 8c shows the time-averaged heat 
flux calculated over the entire simulation upon the three considered 
areas. It is interesting to note that the average heat flux calculated over 
the entire computational domain is equal to 234 kW m− 2, while the local 
values on the three areas of Fig. 7 are respectively equal to 226, 235 and 
230 kW m− 2 in the upper, central and lower spots. This result highlights 
that the value of the mean heat flux may be slightly influenced by the 
position considered within the computational domain. The 

condensation performance of the central area is the highest and this can 
be explained considering that: compared to the upper area, the central 
region is renewed more frequently; in the lower area, the sliding drops 
have larger sizes, which are associated to higher thermal resistances. 

To summarize, both the drop-size distribution and the heat flux 
display an effect of the sliding drops and thus the position along the 
computation domain (in particular near re and near rmax as can be seen in 
Fig. 8a). 

4. Comparison with experimental data 

In this Section, the experimental apparatus used to investigate 
dropwise condensation on vertically oriented metallic specimens is 
briefly described [30]. Then, the results obtained by the present IBM 
(both the heat flux and the drop-size distribution) are compared against 
some data acquired on this experimental apparatus. 

4.1. Experimental procedure 

The experimental apparatus is the two-phase thermosiphon loop 
illustrated in Fig. 9a. Briefly, the vapor is generated inside a boiling 
chamber by means of two electric resistances (maximum electric power 
equal to 6 kW). Then, it flows through stainless steel pipes (heated by 
electrical resistances) to the test section, where it partially condenses on 
a metallic vertically installed specimen (with a surface of 50 × 20 mm2). 
Inside the test section, heat transfer measurements and visualizations 
are performed simultaneously. The surface of the sample exposed to the 

Fig. 7. Simulated droplet population considering a computational domain of 2 × 50 mm2 at two different time step a) t = 0.1 s and b) t = 0.3 s with a fixed ac
celeration equal to 2.6 m s− 2. The maximum radius for the simulation is rmax = 0.3 mm. The three different zones selected on the computation domain (upper, central, 
and lower) with the same area equal to 2 × 5 mm2 are highlighted in yellow, blue, and green, respectively. The surface is vertically positioned, as can be seen from 
the gravity acceleration. 

Fig. 8. (a) Drop-size distribution evaluated in the three positions of the computational domain (upper, central and lower). The Le Fevre and Rose equation [27] with 
rmax = 0.3 mm is also reported for comparison. (b) Instantaneous and time-averaged heat flux in the three positions of the computational domain. The three colours 
yellow, blue, and green correspond respectively to the upper, central and lower areas. 
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steam is first mirror polished [7] and subsequently functionalized with a 
silica-based coating obtained with the sol-gel method [67,68]. In the test 
section, the condensation heat is released to the water flowing on the 
back of the sample, which is provided by a thermostatic bath at 
controlled flow rate and temperature. Downstream of the test section, 
the two-phase mixture is completely condensed and subcooled inside the 
post-condenser. Finally, the liquid water returns to the boiling chamber 
closing the circuit. Steady-state conditions are maintained during the 
tests. The vapor velocity in the thermosiphon loop is controlled by 
varying the heating power in the boiling chamber. When the power 
supplied by the boiling chamber increases from 1 to 5 kW, the vapor 
velocity in the test section varies in the range 3–15.5 m s− 1. 

The average heat flux (q) obtained from the energy balance at the 
coolant side of the test section can be expressed as: 

q =
ṁ˙

cool cp ΔTcool

A
(27)  

where ΔTcool is the temperature difference between the inlet and outlet 
of the coolant, ṁcool is the coolant mass flow rate, cp is the coolant 
specific heat capacity, and A is the condensation surface area (50 × 20 
mm2). The average heat flux obtained from the energy balance is 
compared with the mean heat flux determined by applying the Fourier’s 
law to thermocouples embedded in the substrate at the two different 
depths z1 and z2 as: 

q =
1
3

∑

i=IN,MID,OUT

[

λAL
Tz1 ,i − Tz2 ,i

z2 − z1

]

(28)  

where λAL is the thermal conductivity of the aluminum substrate, Tz1,i is 
the thermocouple reading at z1, and Tz2,i is the thermocouple reading at 
z2. Further details about the procedure are provided in [69]. The de
viations between the heat flux value obtained from the two techniques 
result lower than 6 %. 

In order to calculate the HTC, the local surface temperatures (Twall,i) 
at the three different locations (inlet, middle and outlet) are calculated 

applying the Fourier’s law as: 

Twall,i = Tz1 ,i + q
z1

λAL
(29)  

where the q is the average heat flux calculated by the energy balance at 
the coolant side (Eq. (27)). 

Thus, the average HTC along the sample length during DWC is 
evaluated as: 

HTC =
q

1
3

∑(
Tsat − Twall,i

) (30)  

where Tsat is the saturation temperature of the vapor. The thermody
namic properties are calculated using the software REFPROP v10 [64]. 
Each data point reported in this paper was evaluated as the average of 
480 readings acquired at 1 Hz. The experimental uncertainties of the 
main measured parameters were calculated following the procedure 
reported in the ISO guide [70], with a coverage factor k = 2. More details 
about the uncertainty analysis are provided in [30,48,69]. 

4.2. Droplet population 

To assess the predicted droplet population, the drop-size distribution 
obtained by the present IBM was compared against the experimental 
measurements obtained using the visualization technique proposed by 
Tancon et al. [30] (the operating conditions of the test are listed in 
Table 1). Natural-size and magnified videos acquired during DWC using 
a high-speed camera were analysed to map the droplet population with 
radii from 10 μm to a few millimetres. Each video consists of 2180 
frames acquired at 1000 fps. The experimental drop-size distribution 
was analysed using a program written in MATLAB® that exploits the 
Image Processing Toolbox plugin. As shown in Daskiran et al. [71] and 
in Parin et al. [7] each frame is binarized using an optimized brightness 
threshold value and filtered with the imerode and imdilate functions to 
reduce the noise of the black and white image. The annular ring 

Fig. 9. Experimental apparatus. a) Schematic view of the thermosyphon loop; (b) sketch of the longitudinal cross section of the test section, with the position of the 6 
thermocouples inside the metallic sample (dimensions in mm). The directions of the steam and water flows are also depicted. 
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projected by the annular illumination LED systems over the drops im
proves the droplets detection capability of the program (more details on 
the illumination system can be found in Parin et al. [7]). By identifying 
clusters of pixels, the MATLAB® program is able to identify both the 
centre and the external radius of each light ring reflected onto the drops. 
The radius detected by the program is then corrected using an appro
priate calibration function that links the external radius of the light ring 
to the real radius of the droplet. Further details on the procedure can be 
found in [7,15,72]. Drop-size distribution is achieved by dividing the 
entire radii range into multiple intervals and counting the number of 
droplets whose size falls within that specific interval of radii. The fre
quency histograms determined for each frame are averaged over all the 
frames analysed and thus detecting the shape of the drop-size distribu
tion. The same methodology was used to determine the distribution 
starting from the present IBM. More details are reported in Section 3.3. 
As described in Parin et al. [7], the experimental uncertainty of the 
drop-size distribution can be determined by Monte Carlo simulations 
[73]: for the present experimental data the calculated uncertainty is 
around 12 %. 

In Fig. 10, the experimental drop-size distribution measured at vv =

13.8 m s− 1 using the experimental technique presented by Tancon et al. 
[30] is compared against the drop-size distribution predicted by the 
present IBM (Section 3.3). For comparison, the Le Fevre and Rose [27] 
model (Eq. (24)) is also depicted. The test conditions at which the 
measurements were performed (Table 1) have also been used as input 
parameters for the present numerical model. As mentioned in Section 
3.2, the use of a long time step does not allow adequate characterization 
of the small droplet population. However, it has been numerically 
observed that the discretization of the small droplet distribution is a 
function of both the time step (as shown in Section 3.2) and the number 
of nucleation sites. The higher the nucleation sites density, the smaller 
the time step to be used. Therefore, to predict both the overall heat flux 
and the drop-size distribution n(r) and N(r), the simulation was per
formed using a time step Δτ = 10− 5 s, a computational domain at 1.5 ×
1.5 mm2, a departure radius at rmax = 0.7 mm and a number of nucle
ation sites of 5 × 1012 m− 2. For these boundary conditions, the 

maximum number of drops within the computational domain is equal to 
11 × 106. The optimized IBM took approximately 40 days to simulate 
1.5 s of DWC (CPU AMD EPYC ™ 7282 16C/32T). This enormous 
calculation time is necessary to obtain a direct comparison with the 
experimental data on a surface on which the drops can reach a maximum 
departing radius of 0.7 mm. The choice of the proper departure radius 
was made according to the study performed by Tancon et al. [30]. 
Fig. 10 shows that, even using the state-of-the-art visualization tech
nique and an automatic software for droplet identification, the experi
mental visualization with pure steam can only detect the large droplet 
population, detecting drops down to 10 µm radius. To describe the zone 
of separation between the two distributions (of small and large drops), 
the optical system should be able to detect droplet sizes that are at least 2 
orders of magnitude smaller compared to the current visualization 
technique. Therefore, only a part of the experimental drop-size distri
bution of large drops can be compared with the results of the numerical 
simulations. 

As shown in Fig. 10, the two drop-size distributions obtained from 
both numerically and experimentally procedures are in excellent 
agreement with the Le Fevre and Rose [27] model in the range of droplet 
radii from 10 µm to the experimental maximum radius, which, is equal 
to 0.7 mm at the vapor velocity of 13.8 m s− 1. With the use of the present 
IBM from Fig. 10, three different zones of the drop-size distribution 
function can be identified. The first corresponds to the smallest droplets 
in which the main growth mechanism is the direct condensation of the 
vapor phase (rmin to 0.04 µm). The second zone is related to the largest 
drops growing mainly by coalescence, i.e. for radii ranging from 0.3 µm 
to rmax. Between these two zones (0.04 µm to 0.3 µm), there is an in
termediate zone in which the two growth mechanisms interact with each 
other [38]. This zone is not considered in the traditional statistical 
models present in the literature, because the resolution of the population 
balance theory considers a single value of radius (re) as the threshold 
value between the two growth mechanisms. 

4.3. Heat transfer 

To compare the numerical results with the heat flux measurements 
performed in the present work, the instantaneous heat flux obtained by 
the proposed IBM is averaged over the simulation period of 1.5 s. The 
experimental data refer to dropwise condensation of pure steam at 
varying vapor velocities (from 3 to 15.5 m s− 1), while maintaining the 
heat flux constant at about 400 kW m− 2. In particular, to speed up the 
calculation times, the present comparison is focused on the heat transfer 
measurements obtained at a vapor velocity of 13.8 m s− 1. When the 
vapor velocity is equal to 13.8 m s− 1, the maximum departing radius 
observed during DWC (rmax = 0.7 mm) is 45 % smaller than that 
measured at 3 m s− 1 (rmax = 1.24 mm). The smaller the maximum 
droplet radius, the smaller the minimum size of the domain to be 
simulated and thus, the faster the calculation time. The literature 
regarding the number of nucleation sites during pure vapor DWC is 
scarce. Rose [74] in 1976 proposed a correlation to calculate the number 
of nucleation sites as a function of the minimum radius Ns = 0.037 ×
rmin
− 2 . However, it is well-known that this expression overestimates the 

nucleation sites’ density [75]. On the other hand, the experimental 
values of the nucleation site density were found to be in the range from 
109 m− 2 to 1015 m− 2 [21,75]. As shown in Fig. 6, the choice of the 
number of nucleation sites heavily affects the overall heat flux. Using the 
conditions reported in Table 1, the heat flux calculated by the present 
IBM varies from 150 to 550 kW m− 2 in the range of Ns from 109 m− 2 to 
1015 m− 2. Tancon et al. [30] compared their experimental data with the 
heat flux calculated by the PBM proposed by Miljkovic et al. [22] 
coupled with the Chavan et al. [23] model for the single droplet heat 
transfer. The authors observed that using a number of nucleation sites 
equal to 1012 m− 2 the results of the PBM were comparable with the 
experimental data. However, as shown in Fig. 6, the use of a PBM leads 
to higher values of heat flux compared to the IBM due to the 

Fig. 10. Comparison between the IBM drop-size distributions (black crosses), 
the Le Fevre and Rose equation (Eq. (24), red solid line) for the distribution of 
large droplets, the PBM by Miljkovic et al. [22] equation (Eq. (25), red dashed 
line) for the distribution of small drops, and the present experimental mea
surements acquired at vv = 13.8 m s− 1. The operating conditions are reported in 
Table 1. The limit of the current optical system in the present experimental 
apparatus is depicted. The effective radius calculated by Eq. (23) (re = 0.11 µm) 
is also displayed. 
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overestimation of the number of drops close to re. Therefore, to obtain 
the same experimental heat flux (~ 400 kW m− 2) the numerical simu
lation has to use a higher number of nucleation sites with respect to 
Tancon et al. [30]. It should be noted that the determination of the 
correct number of nucleation sites is very challenging because it does not 
depend only on the thermodynamic conditions but also on the charac
teristics of the coating layer. Hence, the simulation used for comparison 
with the experimental data adopts the following numerical parameters: 
time step at Δτ = 10− 5 s, computational domain at 1.5 × 1.5 mm2, de
parture radius at rmax = 0.7 mm, and a number of nucleation sites equal 
to 5 × 1012 m− 2. While the other conditions are those reported in 
Table 1. 

Fig. 11 shows a comparison between the experimental and simulated 
evolution of the droplet population. As already mentioned in Section 
3.3, the DWC evolution depends on the droplets growth rate and on the 
chosen number of nucleation sites. Section 3.3 as the nucleation sites 
density increases, more coalescences occur among droplets, resulting in 
a faster droplet growth rate. This comparison is used to determine the 
reliability of the growth rate calculated from the combination of the 
Lethuillier et al. [24] model and the chosen Ns value, which should 
match the experimental observations. It is important to note that this 

analysis is limited to two specific frames, and thus the comparison in 
Fig. 11b and Fig. 11d cannot be considered as a validation of the whole 
model but it provides a comparison between the simulated droplet 
growth rate and the experimental one. At the initial time (t = 0 s), two 
images have been identified to have the calculated droplet population 
that adequately matches the experimental droplet population obtained 
using the high-speed camera (Section 4.2) in terms of droplet dimension. 
As shown in the first graph of Fig. 11, the drop-size frequency distri
bution and the maximum drop radius evaluated from the video frame 
are comparable with those given by the simulation. After 0.1 s, the 
droplets have grown through the two growth mechanisms: direct 
condensation and coalescence. As shown in Fig. 11d, the largest drops 
that can be detected both in the simulation and the experimental visu
alization are in the radius range from 80 to 100 µm. This demonstrates 
that, under the same conditions (Table 1), the numerical simulation 
performed assuming Ns = 5 × 1012 m− 2 is able to approximate the 
growth of real droplets during pure steam DWC. 

Fig. 12a shows the instantaneous heat flux evaluated by the nu
merical simulation over 1.5 s of dropwise condensation, in which one 
sliding event occurs. The evolution of the instantaneous heat flux with 
time has been linked to the images of the droplet population simulated 

Fig. 11. Droplet population. (a), (c) Population obtained from experimental visualizations (vv = 13.8 m s− 1) and from numerical simulations upon the same area 
(1.5 × 1.5 mm2) at two time steps. (b), d) Drop-size frequency distribution evaluated from images a) and c). The boundary conditions are the ones of Table 1. The 
simulation was performed with Δτ = 10− 5 s and Ns = 5 × 1012 m− 2. 
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by the present IBM by means of roman numerals (Fig. 12b). When large 
drops cover the surface (Fig.12b II and III), the heat flux is at the min
imum value (about 130 kW m− 2) because the thermal resistance due to 
conduction inside the drops is high; once the surface has been renewed 
(Fig.12b IV), the conduction resistance through the drop becomes 
negligible, causing a rapid increase in the heat flux (up to 800 kW m− 2). 
Fig.12a shows that the instantaneous heat flux has an almost cyclic 
behavior after a sliding event [44,46]. With a computational domain 
slightly larger than the maximum diameter (2 × rmax), the underlying 
surface is almost completely renewed once the sliding event occurs. 
Immediately after the droplet sliding, the instantaneous heat flux shows 
a peak at around 800 kW m− 2 (at 1.36 s). As shown in Fig.12a, the 
average heat flux calculated by the simulation is in good agreement with 
the measurements on an aluminum coated surface (θadv = 87◦ and θrec =

67◦). In particular, the deviation between the numerical and experi
mental heat flux is equal to 5 %. It must be noted that the average heat 
flux calculated by the simulation on the area of 1.5 × 1.5 mm2 should be 
associated to the upper area of the condensing surface where there is no 
influence of the droplets falling, while the experimental heat flux is an 
average over the total area of the sample (20 × 50 mm2) and therefore is 
affected by the sliding drops. In fact, as shown in Section 3.4, the heat 
flux in the upper zone may be slightly lower than the average heat flux 
calculated in the whole area. However, under these operating conditions 
(Ns = 5 × 1012 m− 2 and rmax = 0.7 mm) the magnitude of the heat flux 
variation due to the position within the computational domain is not 
known. 

Since the present IBM coupled with the model for the heat transfer 
through single drop by Lethuillier et al. [24] is able to predict the overall 
heat transfer performance during DWC on a nearly hydrophobic surface 
(θ < 90◦), it could be a valuable tool for obtaining information on the 
sub-processes involved during the DWC process such as the evolution of 
the small drops that cannot be experimentally evaluated. By using the 
Lethuillier et al. [24] model, the present IBM can be employed for 
contact angles ranging from 20◦ to 170◦, Biot numbers ranging from 
10− 4 to 105 and flat surfaces without micro/nanostructure. Further
more, the assumption of instantaneous coalescence and the 
re-nucleation phenomena is used. In addition, by matching the predicted 
heat flux to the experimental value, it can be used to obtain more ac
curate estimations of the nucleation sites density compared to the PBMs. 
Although the present IBM coupled with Lethuillier et al.’s single droplet 

heat transfer model [24] provides results that are in agreement with 
experimental data, for future developments, it would be possible to 
couple the present algorithm with a CFD solver and assess the effect of 
coalescence dynamics on the total heat flux transferred during steam 
DWC. 

5. Conclusions 

In this study, a new individual-based model (IBM) to simulate 
dropwise condensation phenomenon is presented. The model, devel
oped in hybrid MATLAB® and C programming languages with the 
implementation of the OpenMP library for parallel computing, allows to 
simulate more than 10 million drops. The main findings are listed below.  

• The computation efficiency of the present model was improved by 
10–100 times compared to other IBMs for DWC in the literature [41, 
43,44].  

• In order to correctly characterize the drop-size distribution (of both 
small and large droplets), the time step used in the present IBM must 
be smaller than 5 × 10− 5 s. On the other hand, the overall heat flux 
can be accurately predicted considering a time step up to 10− 3 s, thus 
improving the efficiency of the simulation by 10 times as compared 
to the case when the time step is 10− 5 s.  

• A comparison was made between the results obtained from three 
population-based models (PBMs) available in the literature and the 
present individual-based model (IBM) coupled with the single drop 
heat transfer model by Lethuillier et al. [24]. The PBMs were found 
to overestimate the drop-size distribution for radii close to re, leading 
to a 30 % higher heat flux prediction compared to the present IBM, 
due to the overestimation of the small droplet population.  

• The present IBM allows to investigate the effect of sliding drops on 
the distribution and HTC along a vertically oriented surface, ac
counting for non-zero droplet acceleration. The computational 
domain has a height-to-width ratio of 25. The time-averaged heat 
flux varies along the surface due to sliding droplets coming from the 
upper part of the domain. The average heat flux calculated over three 
areas (upper, central, and lower) displayed a variation of about 4 % 
on such a high aspect ratio surface, with the maximum value in the 
central region. 

Fig. 12. (a) Instantaneous (q̃) and average (q) heat flux (black dashed line) calculated by the present IBM (Section 3.3) coupled with the single drop heat transfer 
model by Lethuillier et al. [24] compared against the experimental data (red solid line). The experimental heat flux is equal to 403 kW m− 2 with an experimental 
uncertainty of ± 15 kW m− 2 (b) Time evolution of the droplet population simulated by the present IBM. The test conditions for both the experimental and the IBM are 
listed in Table 1. 
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• The present IBM coupled with the Lethuillier et al. [24] model for the 
single droplet heat transfer was compared in terms of droplet pop
ulation and heat flux against the experimental data acquired using 
the experimental technique presented by Tancon et al. [30]. The 
numerical simulation was performed with a nucleation size density 
of 5 × 1012 m− 2 (11 × 106 maximum drops in the computational 
domain) and a time step of 10− 5 s. For drop radii between 10 μm and 
rmax, the experimental data are in excellent agreement with the 
simulated drop-size distribution following the power law proposed 
by Le Fevre and Rose [27]. It is not possible to compare the distri
bution at lower radius due to the detection difficulties at low drop 
size. However, the deviation between the mean heat flux calculated 
by the model and the experimental value is about 5 %. 
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[71] C. Daskiran, R. Liu, K. Lee, J. Katz, M.C. Boufadel, Estimation of overall droplet size 
distribution from a local droplet size distribution for a jet in crossflow: experiment 
and multiphase large eddy simulations, Int. J. Multiph. Flow 156 (2022), 104205, 
https://doi.org/10.1016/J.IJMULTIPHASEFLOW.2022.104205. 

[72] M. Mirafiori, R. Parin, S. Bortolin, D. Del Col, Experimental analysis of drop-size 
density distribution during dropwise condensation of steam, J. Phys. Conf. Ser. 
1599 (2020), 012011, https://doi.org/10.1088/1742-6596/1599/1/012011. 

[73] P.R. Guimaraes Couto, J. Carreteiro, S.P. de Oliveir, Monte Carlo Simulations 
Applied to Uncertainty in Measurement, Theory Appl. Monte Carlo Simulations. 
(2013). 10.5772/53014. 

[74] J.W. Rose, Further aspects of dropwise condensation theory, Int. J. Heat Mass 
Transf. 19 (1976) 1363–1370, https://doi.org/10.1016/0017-9310(76)90064-8. 

[75] X. Liu, P. Cheng, Dropwise condensation theory revisited Part II. Droplet 
nucleation density and condensation heat flux, Int. J. Heat Mass Transf. 83 (2015) 
842–849, https://doi.org/10.1016/J.IJHEATMASSTRANSFER.2014.11.008. 

M. Mirafiori et al.                                                                                                                                                                                                                              

https://doi.org/10.1016/j.ijheatmasstransfer.2018.01.098
https://doi.org/10.1016/j.ijheatmasstransfer.2018.01.098
https://doi.org/10.1021/acs.langmuir.0c02092
https://doi.org/10.1021/acs.langmuir.9b02232
https://doi.org/10.1016/S0017-9310(98)00372-X
https://doi.org/10.1016/J.APPLTHERMALENG.2018.11.049
https://doi.org/10.1016/J.NANOEN.2017.01.018
https://doi.org/10.1115/1.4047488
https://doi.org/10.1115/1.4047488
https://doi.org/10.1016/j.ijheatmasstransfer.2020.120624
https://doi.org/10.1016/j.ijheatmasstransfer.2020.120624
https://doi.org/10.1126/sciadv.aax0746
https://doi.org/10.1007/s12046-013-0190-9
https://doi.org/10.1021/LA102642R
https://doi.org/10.1021/LA102642R
https://doi.org/10.1016/j.ijheatmasstransfer.2020.120624
https://doi.org/10.1063/1.3072794
https://doi.org/10.1063/1.3072794
https://doi.org/10.1016/0017-9310(67)90180-9
https://doi.org/10.1016/0017-9310(67)90180-9
https://doi.org/10.1063/1.477510
https://doi.org/10.1063/1.477510
http://10.1021/ACS.LANGMUIR.0C00915/ASSET/IMAGES/LARGE/LA0C00915_0006.JPEG
http://10.1021/ACS.LANGMUIR.0C00915/ASSET/IMAGES/LARGE/LA0C00915_0006.JPEG
https://doi.org/10.1016/J.IJHEATMASSTRANSFER.2021.122285
https://doi.org/10.1016/J.IJHEATMASSTRANSFER.2021.122285
http://refhub.elsevier.com/S0017-9310(23)01254-1/sbref0054
http://refhub.elsevier.com/S0017-9310(23)01254-1/sbref0054
http://refhub.elsevier.com/S0017-9310(23)01254-1/sbref0054
https://doi.org/10.1016/0017-9310(67)90052-X
https://doi.org/10.2514/8.6277
https://doi.org/10.1016/J.IJMULTIPHASEFLOW.2010.09.010
https://doi.org/10.1016/J.IJMULTIPHASEFLOW.2010.09.010
https://doi.org/10.1016/J.IJHEATMASSTRANSFER.2017.04.061
https://doi.org/10.1016/J.IJHEATMASSTRANSFER.2017.04.061
https://doi.org/10.1016/j.ijheatmasstransfer.2018.01.098
https://doi.org/10.1016/j.ijheatmasstransfer.2018.01.098
https://doi.org/10.1155/2018/4906016
https://doi.org/10.1155/2018/4906016
https://doi.org/10.1088/1742-6596/2116/1/012013
https://doi.org/10.1016/j.ijheatmasstransfer.2018.01.098
https://doi.org/10.1017/CBO9780511800955
https://doi.org/10.18434/T4/1502528
https://doi.org/10.1002/9781118445112.stat07751
https://doi.org/10.1002/9781118445112.stat07751
https://digitalcommons.calpoly.edu/aerosp/78
https://digitalcommons.calpoly.edu/aerosp/78
https://doi.org/10.1016/J.NOCX.2022.100143
https://doi.org/10.1007/S10971-022-05771-7/FIGURES/6
https://doi.org/10.1007/S10971-022-05771-7/FIGURES/6
https://doi.org/10.1016/J.EXPTHERMFLUSCI.2015.04.019
http://refhub.elsevier.com/S0017-9310(23)01254-1/sbref0070
http://refhub.elsevier.com/S0017-9310(23)01254-1/sbref0070
https://doi.org/10.1016/J.IJMULTIPHASEFLOW.2022.104205
https://doi.org/10.1088/1742-6596/1599/1/012011
http://10.5772/53014
https://doi.org/10.1016/0017-9310(76)90064-8
https://doi.org/10.1016/J.IJHEATMASSTRANSFER.2014.11.008

	Modeling of growth and dynamics of droplets during dropwise condensation of steam
	1 Introduction
	2 Numerical method
	2.1 Nucleation
	2.2 Droplet growth
	2.3 Coalescence
	2.4 Departure and sliding
	2.5 Numerical procedure

	3 Results and discussions
	3.1 Overview of the present IBM
	3.2 Optimization of the input parameters
	3.3 Droplet population and heat flux calculation
	3.4 Effect of surface length on droplet population and HTC

	4 Comparison with experimental data
	4.1 Experimental procedure
	4.2 Droplet population
	4.3 Heat transfer

	5 Conclusions
	CRediT authorship contribution statement
	Declaration of Competing Interest
	Data availability
	Acknowledgments
	References


