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ABSTRACT
In this paper, we provide supplementary material for the paper “A
Better Loss for Visual-Textual Grounding”, which has been accepted
to be presented at the 37th ACM/SIGAPP Symposium On Applied
Computing.
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1 BACKGROUND
We use the following notation: lower case symbols for scalars and
indexes, e.g. 𝑛; italics upper case symbols for sets, e.g.𝐴; upper case
symbols for textual sentences, e.g. S; bold lower case symbols for
vectors, e.g. 𝒂; bold upper case symbols for matrices and tensors, e.g.
𝑨; the position within a tensor or vector is indicated with numeric
subscripts, e.g.𝑨𝑖 𝑗 with 𝑖, 𝑗 ∈ N+; calligraphic symbols for domains,
e.g. Q.

1.1 Intersection over Union (IoU)
Given a pair of bounding box coordinates (𝒃𝑖 , 𝒃 𝑗 ), the Intersection
over Union (IoU), also known as Jaccard index, is an evaluation
metric used mainly in object detection tasks, which aims to evaluate
how much the two bounding boxes refer to the same content in the
image. Specifically, it is defined as:

𝐼𝑜𝑈 (𝒃𝑖 , 𝒃 𝑗 ) =
|𝒃𝑖 ∩ 𝒃 𝑗 |
|𝒃𝑖 ∪ 𝒃 𝑗 |

, (1)
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where |𝒃𝑖 ∩ 𝒃 𝑗 | is the area of the box obtained by the intersection
of boxes 𝒃𝑖 and 𝒃 𝑗 , while |𝒃𝑖 ∪ 𝒃 𝑗 | is the area of the box obtained
by the union of boxes 𝒃𝑖 and 𝒃 𝑗 . It is invariant to the bounding
boxes sizes, and it returns values that are strictly contained in the
interval [0, 1] ⊂ R, where 1 means that the two bounding boxes
refer to the same image area, while a score of 0 means that the two
bounding boxes do not overlap at all. The fact that two bounding
boxes that do not overlap have IoU score equal to 0, is the major
issue of this metric: the zero value does not represent how much
the two bounding boxes are far from each other. For this reason, in
its standard definition, the intersection over union is mainly used as
an evaluation metric rather than as a component of a loss function
for learning.

1.2 Complete Intersection over Union (CIoU)
In order to solve the issue of IoU when considering it as a loss
function, several alternative formulations were suggested in the
literature, e.g. [12] proposed the Generalized IoU (GIoU) loss, [16]
proposed the Distance IoU (DIoU) loss, while only recently [17]
proposed the Complete IoU (CIoU) loss, which has shown promising
results and faster convergence than GIoU and DIoU. It is defined as:

L𝐶𝐼𝑜𝑈 (𝒃𝑖 , 𝒃 𝑗 ) = 𝑆
(
𝒃𝑖 , 𝒃 𝑗

)
+ 𝐷

(
𝒃𝑖 , 𝒃 𝑗

)
+𝑉

(
𝒃𝑖 , 𝒃 𝑗

)
(2)

𝑆
(
𝒃𝑖 , 𝒃 𝑗

)
= 1 − 𝐼𝑜𝑈 (𝒃𝑖 , 𝒃 𝑗 ); (3)

𝐷
(
𝒃𝑖 , 𝒃 𝑗

)
=

𝜌
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𝒑𝒊,𝒑 𝑗

)2
𝑐2

; (4)

𝑉
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= 𝛼
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(
arctan

𝑤𝑡 𝑗
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− arctan

𝑤𝑡𝑖

ℎ𝑡𝑖

)
(5)

where 𝒃𝑖 and 𝒃 𝑗 are two bounding boxes, 𝒑𝒊 and 𝒑 𝑗 are their central
points, 𝐼𝑜𝑈 (𝒃𝑖 , 𝒃 𝑗 ) is the standard IoU, 𝜌 is the euclidean distance
between the given points, 𝑐 is the diagonal length of the convex hull
of the two bounding boxes, 𝛼 is a trade-off parameter,𝑤𝑡𝑖 and ℎ𝑡𝑖
are the width and the height of the bounding box 𝒃𝑖 , respectively.
Differently from the standard IoU, the Complete IoU is formulated
in such a way to return meaningful values, leveraging the bounding
boxes geometric shapes, even when two bounding boxes are not
overlapped.

2 MODEL
As outlined in the main paper, our model follows a typical basic
architecture for visual-textual grounding tasks. It is based on a
two-stage approach in which, initially, a pre-trained object detec-
tor is used to extract, from a given image 𝑰 , a set of 𝑘 bounding
box proposals P𝑰 = {𝒑𝑖 }𝑘𝑖=1, where 𝒑𝑖 ∈ R

4, jointly with features
𝐻 𝑣 = {𝒉𝑣

𝑖
}𝑘
𝑖=1, where 𝒉

𝑣
𝑖
∈ R𝑑 , where 𝑑 is the number of returned
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features. The features represent the internal object detector activa-
tion values before the classification layers and regression layer for
bounding boxes. Moreover, our model extracts the spatial features
𝐻𝑠 = {𝒉𝑠

𝑖
}𝑘
𝑖=1, where 𝒉

𝑠
𝑖
∈ R5 from all the bounding boxes propos-

als. Specifically, the spatial features for the proposal 𝒑𝑖 are defined
as:

𝒉𝑠𝑖 =

[
𝑥1
𝑤𝑡

,
𝑦1
ℎ𝑡

,
𝑥2
𝑤𝑡

,
𝑦2
ℎ𝑡

,
(𝑥2 − 𝑥1) × (𝑦2 − 𝑦1)

𝑤𝑡 × ℎ𝑡

]
, (6)

where (𝑥1, 𝑦1) refers to the top-left bounding box corner, (𝑥2, 𝑦2)
refers to the bottom-right bounding box corner,𝑤𝑡 and ℎ𝑡 are the
width and height of the image, respectively. We also assume that
the object detector returns, for each 𝒑𝑖 , a probability distribution
𝑃𝑟𝐶𝑙𝑠 (𝒑𝑖 ) over a set𝐶𝑙𝑠 of predefined classes, i.e. the probability for
each class 𝜉 ∈ 𝐶𝑙𝑠 that the content of the bounding box 𝒑𝑖 belongs
to 𝜉 .

Regarding the textual features extraction, given a noun phrase
𝒒 𝑗 , initially all its words𝑊 𝒒 𝑗 = {𝑤𝒒 𝑗

𝑖
}𝑙
𝑖=1 are embedded in a set of

vectors 𝐸𝒒 𝑗 = {𝒆𝒒 𝑗

𝑖
}𝑙
𝑖=1 where 𝒆

𝒒 𝑗

𝑖
∈ R𝑤 , where𝑤 is the size of the

embedding. Then, our model applies a LSTM [4] neural network
to generate from the sequence of word embeddings only one new
embedding 𝒉★

𝑗
for each phrase 𝒒 𝑗 . This textual features extraction

is defined as:
𝒉★𝑗 = 𝐿1

(
𝐿𝑆𝑇𝑀 (𝐸𝒒 𝑗 )

)
, (7)

where 𝒉★
𝑗
∈ R𝑡 is the LSTM output of the last word in the noun

phrase 𝒒 𝑗 , and 𝐿1 is the L1 normalization function.
Once vector 𝒉★

𝑗
has been generated from the noun phrase 𝒒 𝑗 , the

model performs a multi-modal feature fusion operation in order to
combine the information contained in 𝒉★

𝑗
with each of the proposal

bounding boxes 𝒉𝑣𝑧 . For this operation, we have decided to use
a simple function that merges the multi-modal features together
rather than relying on a more complex operator, such as bilinear-
pooling or deep neural network architectures. The multi-modal
fusion component we adopted returns the set of new vectorial
representations 𝐻 | | = {𝒉 | |

𝑗𝑧
} 𝑗 ∈[1,...,𝑚],𝑧∈[1,...,𝑘 ] , where vectors 𝒉

| |
𝑗𝑧

are defined as:

𝒉 | |
𝑗𝑧

= 𝐿𝑅

(
𝑾 | |

(
𝒉★𝑗 | | 𝒉

𝑠
𝑧 | | 𝐿1(𝒉𝑣𝑧)

)
+ 𝒃 | |

)
, (8)

where | | indicates the concatenation operator, 𝒉 | |
𝑗𝑧

∈ R𝑐 , 𝐿𝑅 indi-
cates the leaky-relu activation function,𝑾 | | ∈ R𝑐×(𝑡+𝑠+𝑣) is a ma-
trix of weights, and 𝒃 | | ∈ R𝑐 is a bias vector.

Finally, the model predicts the probability 𝑷 𝑗𝑧 that a given noun
phrase 𝒒 𝑗 is referred to a proposal bounding box 𝒑𝑧 as:

𝑷 𝑗𝑧 =
exp(𝑾𝑔 × 𝒉 | |

𝑗𝑧
+ 𝑏𝑔)∑𝑘

𝑖=1 exp (𝑾𝑔 × 𝒉 | |
𝑗𝑖
+ 𝑏𝑔)

, (9)

where𝑾𝑔 ∈ R1×𝑐 and 𝑏𝑔 ∈ R are weights.
Indeed, the representations 𝒉 | |

𝑗𝑧
of the proposals bounding box

features conditioned with the textual features can also be used to
refine the proposal bounding box coordinates, that are generated
by the object detector independently by the textual features. Specif-
ically, our model does not predicts new bounding box coordinates,
but offsets for the coordinates defined as

𝒐 𝑗𝑧 =𝑾B × 𝒉 | |
𝑗𝑧
+ 𝒃B , (10)

where 𝑾B ∈ R4×𝑐 and 𝒃B ∈ R4 are a matrix of weights and a
bias vector, respectively. The final predicted bounding boxes co-
ordinates are then obtained as the sum of the proposal bounding
boxes coordinates with the predicted offsets.

3 DATASETS DETAILS
Flickr30k Entities and ReferIt constitute the two most common
datasets used in the literature, although other datasets have been
used (e.g., [2, 6, 9, 14]).

The Flickr30k Entities dataset [11, 13] contains 32K images, 275K
bounding boxes, 159K sentences, and 360K noun phrases. Each
image is associated with five sentences with a variable number
of noun phrases, and each noun phrase is associated with a set
of bounding boxes ground truth coordinates. Following all works
in the literature, if a noun phrase corresponds to multiple ground
truth bounding boxes, we merged the boxes and used their union
region as its ground-truth. On the contrary, a noun phrase with no
associated bounding box was removed from the dataset. We used
the standard split for training, validation, and test set as defined
in [11], consisting of 30K, 1K, and 1K images, respectively.

The ReferIt [7] dataset contains 20K images, 99K bounding boxes,
and 130K noun phrases. This dataset differs from Flickr30k Entities
since it does not contain sentences, which means that the noun
phrases are mutually independent. For this reason, the state-of-the-
art models that depend on a sentence linking all the noun phrases,
since they use a feature fusion operator that assumes the presence
of the input sentence containing all the noun phrases, cannot be
applied to it. We used the same split as in [11] that consists of 9K
images of training, 1K images of validation, and 10K images of test.

4 IMPLEMENTATION DETAILS
Our model extracts the words vocabulary using the SpaCy [5]
framework for both datasets. Each word embedding is initialized
using the GloVe [10] pre-trained weights, which our model does
not train, while the remaining weights are initialized according to
Xavier [3]. To compare objectively the experimental results with
state-of-the-art models, we have used the same object detector
adopted in [15], which consists of a Faster R-CNN pre-trained
object detector [1] on the Visual Genome [8] dataset that uses
ResNet-101 as backbone model1. The features associated to each
bounding box are extracted from the ResNet-101’s layer pool5_flat.
Following [15], our object detector returns for each bounding box
proposal a probability distribution over 1600 classes. We could have
applied other object detectors or bounding box proposals which
would have lead to further improvements, however this research
direction is not related to the aim of this paper. Our model adopts
the normalized bounding boxes coordinates with the following
representation:

𝒃 =

[
𝑥1 + 𝑥2

2
,
𝑦1 + 𝑦2

2
, 𝑏𝑤𝑡, 𝑏ℎ𝑡

]
, (11)

where 𝑏𝑤𝑡 and 𝑏ℎ𝑡 are the width and height of the bounding box,
respectively.

Regarding the parameter 𝑎𝑙𝑝ℎ𝑎 in Eq. 5, we just used the value
specified in [17] which is identified by a specific formula.

1The ResNet-101 weights were pre-trained on COCO for initialization.
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Regarding the application of our losses to the state-of-the-art
DDPN [15] model, we have used the authors’ official code of the
object detector to extract the bounding boxes proposals with their
probabilities, and then we have re-implemented their DDPN model
in Pytorch. Specifically, we implemented their model following
the architecture and the hyper-parameters reported in their arti-
cle, because the official implementation, as reported in the official
repository2, presents a slightly different architecture that leads to
different results. On the re-implemented model, maintaining the
same architecture and hyper-parameters, we have implemented
our losses that lead to better results as reported in our main article.

5 QUALITATIVE RESULTS
In Figures 1-12, we have reported some qualitative results obtained
by our model in both Flickr30k Entities and ReferIt datasets. Figures
1, 2, 3, 4, 5, 6 are examples of the Flickr30k Entities test set images,
while Figures 7, 8, 9, 10, 11, 12 are examples of the ReferIt test
set. We can see that in both the datasets, very often the predicted
bounding boxes that have an intersection over union value under
0.5, are still close to the ground truths bounding boxes. Only in
Figure 5, the model predicts a bounding box for the query “one
hand" that is located very far from its ground truth.
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Figure 1: Qualitative result obtained by ourmodel on the Flickr30k Entities test set. All bounding boxes are predicted correctly.
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Figure 2: Qualitative result obtained by our model on the Flickr30k Entities test set. The bounding boxes aligned with the
queries “the seat of a red motorbike" and “the side of the street" present an intersection over union value with their ground
truths that is lower than 0.5.

Figure 3: Qualitative result obtained by our model on the Flickr30k Entities test set. The bounding boxes aligned with the
queries “A group of people" and “bamboo rafts" present an intersection over union value with their ground truths that are
lower than 0.5.



SAC ’22, April 25–29, 2022, Virtual Event, Davide Rigoni, Luciano Serafini, and Alessandro Sperduti

Figure 4: Qualitative result obtained by our model on the Flickr30k Entities test set. The bounding box aligned with the query
“a bull" presents an intersection over union value with its ground truth that is lower than 0.5.
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Figure 5: Qualitative result obtained by our model on the Flickr30k Entities test set. The bounding boxes aligned with the
queries “shirt" and “one hand" present an intersection over union value with their ground truths that are lower than 0.5.
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Figure 6: Qualitative result obtained by ourmodel on the Flickr30k Entities test set. All bounding boxes are predicted correctly.



A Better Loss for Visual-Textual Grounding SAC ’22, April 25–29, 2022, Virtual Event,

Figure 7: Qualitative result obtained by our model on the ReferIt test set. The bounding box is predicted correctly.

Figure 8: Qualitative result obtained by our model on the ReferIt test set. The bounding box is predicted correctly.
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Figure 9: Qualitative result obtained by our model on the ReferIt test set. The bounding box is predicted correctly.
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Figure 10: Qualitative result obtained by ourmodel on the ReferIt test set. The predicted bounding box presents an intersection
over union value with the ground truth of 0.30.
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Figure 11: Qualitative result obtained by ourmodel on the ReferIt test set. The predicted bounding box presents an intersection
over union value with the ground truth of 0.08.

Figure 12: Qualitative result obtained by our model on the ReferIt test set. The bounding box is predicted correctly.
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