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For more than 25 years, the amyloid hypothesis—the 
paradigm that amyloid is the primary cause of 
Alzheimer’s disease—has dominated the Alzheimer’s 
community. Now, increasing evidence suggests that 
tissue atrophy and cognitive decline in Alzheimer’s 
disease are more closely linked to the amount and 
location of misfolded tau protein than to amyloid 
plaques[1]. However, the precise correlation between tau 
pathology and tissue atrophy remains unknown. Here 
we integrate multiphysics modeling and Bayesian 
inference to create personalized tau-atrophy models[2] 
using longitudinal clinical images. For each subject, we 
infer three personalized parameters, the misfolding rate, 
transport coefficient, and tau-induced atrophy rate from 
consecutive annual tau positron emission tomography 
scans and structural magnetic resonance images[3]. Our 
study reveals a strong correlation between tau pathology 
and tissue atrophy[4]. Once calibrated with a larger set of 
longitudinal images, our model has the potential to serve 
as a diagnostic and predictive tool to estimate atrophy 
progression from clinical tau images on a personal basis. 
 
#3=629=,
We explore tau-atrophy interactions by integrating a 
multiphysics brain network model and longitudinal 
neuroimaging data for n = 61 subjects from the 
Alzheimer's Disease Neuroimaging Initiative[4]. Using 
Bayesian inference with hierarchical priors, we persona-
lize subject-level parameter distributions for each 
subject and infer group-level parameter distributions for 
amyloid positive and negative groups, Fig. 1.  
 

 
 

Figure 1: Regional tau concentrations and atrophy values averaged 
across all subjects and visits for amyloid positive Alzheimer’s group 
A!+ (right) and amyloid negative healthy controls A!" (left). 
 

Our results show that the group-level tau misfolding rate 
for the amyloid positive Alzheimer’s group of 
0.0165/year is significantly larger than for the amyloid 
negative control group of 0.1922/year, Fig. 2, top.   
Similarly, the group-level tau-induced atrophy for the 
amyloid positive group of 0.0151/year is significantly 
larger than for the amyloid negative group of 
0.0108/year, Fig. 2 bottom. These findings support the 

hypothesis that amyloid pathology has a magnifying 
effect on tau pathology and tissue atrophy.  
  

 
 

Figure 2: Group (left) and subject (right) level misfolding rate # (top) 
and brain atrophy rate Gc (bottom) for amyloid positive Alzheimer’s 
group A!+ (blue) and amyloid negative healthy controls A!" (green). 
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Introduction 

In this plenary talk, I will present the recently introduced 

concept of meta-biomaterials [1] and review some of 

their latest developments. I coined the term “meta-

biomaterials” in 2015 to describe biomaterials that 

exhibit unprecedented or rare combinations of 

geometrical, physical, and biological properties. These 

unusual properties are relevant for tissue regeneration, 

infection prevention, and the other important functions 

of biomedical materials. The effective properties of 

meta-biomaterials at the macroscale result from their 

small-scale design. The small-scale design features 

include complex geometries as well as spatial 

distributions of multiple types of materials with 

dissimilar properties.  

 

Background 

There are three primary challenges in the meta-

biomaterials research. While the first challenge is design 

related, the second is manufacturing focused. The last 

challenge concerns the demonstration of the improved 

performance achieved using the developed meta-

biomaterials. When designing meta-biomaterials, a 

“rational design” process is often followed in which 

computational models, analytical solutions, artificial 

intelligence, as well as several other quantitative and 

qualitative techniques from physics, mathematics, and 

mechanics are deployed to find the small-scale 

geometries and spatial distributions of materials that 

give rise to the desired set of (macroscale) properties. 

Given the complexity of such designs, they often cannot 

be realized using conventional or even modern 

manufacturing techniques. One, therefore, needs to 

apply a combination of custom-made manufacturing 

techniques, including 3D printing, 4D printing (3D 

printing of objects whose shape changes with time upon 

triggering by an external stimulus), origami, and 

kirigami techniques. Finally, a host of in vitro, ex vivo, 

on-chip, and in vivo assays are needed to evaluate the 

performance of the developed meta-biomaterials. In this 

talk, I will address all the challenges mentioned above 

within the context of the meta-biomaterials aimed for 

the treatment of complex bony diseases. Such meta-

biomaterials should improve the bone tissue 

regeneration and osseointegration of implants while 

preventing implant-associated infections. 

 

Recent Advances 

The talk is organized in four sections. The first three 

sections concern the developments taking place at three 

different length scales, namely macro-, micro-, and 

nanoscale. The final section focuses on the integration 

of all the relevant length scales with the help of origami, 

kirigami, and 4D printing. At the macroscale, I will 

discuss the application of meta-biomaterials in the 

design of patient-specific implants, deployable 

implants, and the implants developed based on the 

metallic clay concept. At the microscale, I will cover the 

use of auxetic meta-biomaterials, multi-material 3D 

printing, and hyperbolic geometries for the design of 

meta-biomaterials as well as the importance of bone 

curvature in this regard. At the nanoscale, I will address 

the use of nanopatterns to simultaneously enhance 

osteointegration, induce bactericidal properties, and 

modulate the immune response. 
 

Future directions 

Going back to the three major challenges in the 

development of meta-biomaterials, the first two 

challenges (i.e., design and fabrication) have been 

thoroughly addressed during the last seven years. In 

particular, all the important aspects of design and 

fabrication have been studied at least at the individual 

level. The third challenge, regarding the biological 

performance of these materials, therefore, remains the 

main aspect to be studied in the coming years 

particularly to clarify how these biomaterials interact 

with multiple cell types (osteoimmunomodulatory 

pathways) and perform in vivo under realistic 

biomechanical conditions.  
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Background 

Preserving the ability to move as we age or in response 

to injury is an essential human need. Physical inactivity 

is the fourth leading cause of global mortality [1]. 

Preserving recommended levels of physical activity 

decreases the risk of cardiovascular diseases, enhances 

quality of sleep, and mitigates symptoms of depression 

and anxiety [1]. Therefore, developing robotic 

technologies that can preserve human mobility as we 

age, or restore movement following neuromuscular 

injuries is a key target [2].  

However, although research has led to sophisticated 

mobility enhancing robots (e.g., exoskeletons or bionic 

limbs), which are small, lightweight and composed of 

soft materials, we are not yet capable of interfacing them 

to the human, so that they become a natural extension of 

the own body, i.e., so that they operate in concert with 

skeletal muscles and are fully integrated in natural 

neural control loops [2]. Our main limitation in 

interfacing humans with wearable robots is due to an 

incomplete understanding of how to synthesize the key 

neuro-muscular processes underlying movement into 

numerical models that we can use for control [2].  

 

Recent Advances 

To address these challenges, we have been proposing a 

specific roadmap that is based on three research pillars: 

(1) measuring the activity of neural cells involved in the 

control of movement in vivo in the intact moving human, 

(2) predicting the mechanics of the musculoskeletal 

system as controlled by the nervous system and (3) 

controlling wearable robots based on estimates of an 

individual’s neuromuscular function, thereby closing 

the loop between robots and the human body.  

We previously showed the possibility of recording high-

density electromyograms (HD-EMGs) from > 250 

recording sites over five leg muscles in healthy subjects 

performing large repertoires of isometric plantar-dorsi 

flexion contractions (ranging from 20% to 90% MVCs) 

[3, 4]. We demonstrated the possibility of decoding the 

underlying activity of alpha motor neurons in 

populations of 56.7 ± 10.2 neurons across all muscles 

and subjects [3]. More recently, we extended current 

decomposition techniques with an automated quality-

check assuring decomposition of physiologically 

relevant sources in four incomplete spinal cord injury 

patients (injury levels C4-C8) receiving transcutaneous 

electrical stimulation [4]. By estimating coherence in the 

delta band between multiple pairs of spike trains we 

found statistically significant decrease (p < 0.05) in z-

transformed coherence peak i.e., from z = 5.06 (standard 

error = 0.93) before stimulation to z = 3.85 (standard 

error = 0.75), thereby providing a potential biomarker 

for spinal neuron response to stimulation [4].  

We showed the possibility to translate decoded spike 

trains into resulting innervated muscle force and joint 

moments [4].  

Finally, we demonstrated the integration of the full 

chain of EMG-based interfacing and EMG-driven 

modelling into real-time exoskeleton controllers [5-7]. 

This enabled healthy individuals to voluntarily control 

bilateral ankle exoskeletons during a large range of 

“unseen” walking conditions and transitions that were 

not used for establishing the control interface. Torque 

and EMG reductions in novel walking conditions 

indicated that the exoskeleton operated symbiotically, as 

exomuscles controlled by the operator’s neuromuscular 

system. The proposed paradigm was also demonstrated 

on individuals who underwent spinal cord injury and 

stroke, thereby supporting dynamic joint rotations with 

reduced EMG activity [5].  

 

Future directions 

Supporting the developments of technologies that can be 

used to interface directly with biological structures in 

the nervous system and the muscular systems is a key 

challenge for the future. This is crucial to enable robust 

neural decoding of biomechanical function.  

Developments in this direction will enable robust 

control of complex robots in large variety of 

movements, by making virtually no assumptions on the 

motor task to be carried out.  

The approach outlined here will also open new avenues 

for creating digital twins that we can use for predicting 

injury likelihood throughout highly dynamic tasks or 

throughout ageing stages. 
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Although mechanotransduction in highly pressurized 

arteries has been known since William Harvey (1578-

1553), there is still a pressing need to unify the many 

roles of biomechanics in cardio-arterial pathologies. To 

address this need, we revisit paradigms related to the 

evolution of cardiovascular systems and we propose a 

new general perspective for biomechanicists.   

 

Phylogenesis 

The evolution of the circulation from  invertebrates to 

mammals has involved the passage from an open, to a 

closed in-parallel system via a closed in-series system, 

accompanying the increasing efficiency of life’s 

biological functions. The archaic heart enables pulsatile 

motion waves of hemolymph in invertebrates, and the 

in-series circulation in fish occurs with only an 

endothelium. We try to address why this evolution took 

place from a closed, flowing, longitudinal conductance 

at low pressure to a flowing, pressurized and bifurcating 

arterial compartment in mammals. 

 

Ontogenesis 

Each evolutionary stage imprints the circulatory 

development in the fetus: early heartbeats, 

predominance of flow, intracardial shunts, and low 

arterial pressure. The transition to viviparity thus 

introduces an entirely transient event, energetically and 

dynamically fueled by placental function. This allows 

for the development of organ function by an adapted 

energetic support. VEGF plays a pivotal role in the 

specific development of placental angiogenesis and 

chorionic villi. Oxygenated blood and nutrients are 

transported to the fetus by the single umbilical vein and 

conversely more mixed blood and fetal metabolic 

products are transported back to uteroplacental vein by 

the umbilical arteries. The final development of the 

arterial system is only controlled by flow at low blood 

pressure in fetus until birth. 

 

Birth tsunami 

At birth, the increase in arterial pressure is due to an 

acute rise in arterial resistance. The initiation of the 

pulmonary circulation increases left atrial pressure, 

rapidly closing the foramen ovale associated with the 

gradual closingof the ductus arteriosus in response to 

vasoconstrictive prostaglandins of lung origin. 

Likewise, the peripheral frictional force rapidly rises in 

left side in response to the catecholamine rush and SMC 

tonic contraction, under control of the CNS. Therefore, 

birth induces a complete change in hemodynamic load, 

involving not only flow as in fetal life but also arterial 

pressure and loss of umbilical flow. The adaptation of 

the wall to the pressure load is not instantaneous but is a 

progressive process, which takes place during growth in 

humans from infancy up until the end of puberty. The 

immature circulation continues to evolve throughout 

growth to adapt to the pressure load in the arteries, to 

gravity due to upright posture, to the increase in 

specifications and activities of organs, and finally to 

dynamically and permanently equilibrate the energy 

transfer and dissipation between flow and pressure 

dependent on mechanotransduction in matrix-rich 

conductance arteries, and on SMC connections in 

resistance arteries. However, although arterial pressure 

was the latest acquired hemodynamic variable, the 

general teleonomy of the evolution of species is the 

differentiation of individual organ functions, supported 

by specific fueling allowing and favoring partial 

metabolic autonomy. This was achieved via the 

establishment of an active contractile tone in resistance 

arteries, which permitted the regulation of blood supply 

to specific organ activities via its localized function-

dependent inhibition. Conductance arteries support this 

distal part through specific mechanotransduction 

involving both ECM and SMC interactions. 

Consequently, the arterial pressure gradient from 

circulating blood to the adventitial interstitium generates 

the unidirectional outward radial advective conductance 

of plasma solutes across the wall of conductance 

arteries. This hemodynamic evolution was accompanied 

by important changes in arterial wall structure, 

supported by smooth muscle cell functional plasticity, 

including contractility, matrix synthesis and 

proliferation, endocytosis and phagocytosis, etc. These 

adaptive phenotypic shifts are due to epigenetic 

regulation, mainly related to mechanotransduction. 
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Background 

Degenerative diseases increase with ageing, leading to 

musculoskeletal disorders, especially in the spine [1]. 

Adult Spinal Deformity (ASD) consists of alterations of 

the lumbar or thoracolumbar spine [2], leading to 

compensatory mechanisms in the pelvis and lower limbs 

that are necessary to maintain a balanced posture where 

the head is kept above the pelvis, along with a horizontal 

gaze [3]. Clinical assessment is usually based on full 

body frontal and sagittal X-rays in standing position. 

Compensatory mechanisms can have severe 

consequences on the patient, causing increased back 

pain, muscle fatigue, accelerated joints degeneration, 

and most importantly, a limitation of numerous daily life 

activities such as walking. Clinicians rely mostly on 

health-related quality of life (HRQoL) and disability 

questionnaires for the assessment of deformity 

repercussions on functionality. Since these techniques 

lack objectivity and quantification, the aim of our 

research is to evaluate the function of ASD patients 

using 3D motion analysis during daily life activities. 

 

Recent Advances 

We have enrolled more than 120 ASD patients and 70 

controls who underwent 3D motion analysis for several 

daily life activities such as: walking at self-selected 

speed and fast speed, sitting and standing movement and 

stairs climbing. The kinematics of the trunk, pelvis and 

lower limbs were calculated as well as segmental spine 

motion [4,5]. Biplanar X-rays were performed in both 

standing and sitting positions, while the reflective 

markers were kept in place, with subsequent 3D 

reconstructions of skeletal segments and calculation of 

classic radiographic parameters. Image registration 

techniques were applied in order to calculate postural 

radiographic parameters during movement. All subjects 

filled HRQoL questionnaires. Patients are followed 3 

months and 2 years after surgery or medical treatment.  

The findings to date show that quantitative functional 

assessment in the setting of ASD are better related to 

HRQoL outcomes than radiographic parameters [6]. 

Moreover, movement patterns differ between patients 

depending on the type of spinal deformity: patients with 

sagittal malalignment have more altered gait with 

different compensatory mechanisms [7,8]. Image 

registration techniques showed that some patients have 

altered balance during gait and are more prone to falls 

[9]. Some patients use different spinopelvic strategies to 

acquire a balanced sitting position [10,11]. Moreover, 

this research contributed to better understand the hip-

spine syndrome in these patients [12,13].  
 

Future directions 

The work is in progress to enlarge the database and to 

analyze patients’ data after their medical or surgical 

treatment. The follow-up data will help clinicians in 

evaluating treatment outcomes, thus allowing them to 

choose the optimal treatment in order to restore a normal 

function during daily activities in these patients and to 

improve their quality of life.  

 

Figures 

 
Figure 1: Data acquisition in static (standing and 

sitting) and during motion for ASD and controls. 
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Background 

From an engineering perspective, the human heart beats 

any man-made hydrodynamic machine in its combined 

efficiency, size, and longevity. At the same time, this 

biological pump is one of the most complex and least 

understood organs in the human body. Throughout the 

past three decades, our understanding of the human 

heart has become much more quantitative, made 

possible by the close collaboration between medical 

scientists, biologists, and mathematical modelers. 

Following this improved understanding, the next natural 

question that arises is which role human heart modelling 

can play in the clinic, both now and in the future. 

 

Recent Advances 

We have come to a point where human heart modelling 

can really start to benefit the patient, for improved 

diagnosis, prognosis, treatment planning, and medical 

device design1. The development multiscale patient-

specific heart models equipped with realistic Purkinje 

networks provides accurate predictions of the heart’s 

electrophysiological behavior under both physiological 

and pathological conditions. Moreover, it allows us to 

characterize the effects of drugs in cardiac 

electrophysiology and develop novel population-

specific in silico drug risk stratification2. Similarly, we 

can now confidently and robustly model the physiology 

and mechanical behavior of the healthy beating human 

heart. Such a simulation tool provides inexhaustible 

opportunities to probe pathological conditions and guide 

device design and treatment planning in health and 

disease. We can now predict the long-term response of 

the heart to various forms of pressure and volume 

overloading and show that our predictions qualitatively 

match pathophysiological remodeling at the cell, tissue 

and organ scale3. Additionally, we use these tools to 

simulate the consequences of myocardial infarction and 

compute how the non-contracting scar region leads to 

mitral regurgitation. The resulting diseased digital twin 

of the patient-specific heart forms an interesting in silico 

bench test to quantify the potential success of various 

treatment strategies. Particularly, we have used these 

models to optimize novel mitral annuloplasty rings, 

predict the coaptation of the mitral valve following 

edge-to-edge repair, quantify the mechanical loads on 

pacing leads and the effects of left ventricular assist 

devices on myocardial dynamics. With a view toward 

translational medicine, our models also provide a 

clinical perspective on virtual imaging trials and a 

regulatory perspective on medical device innovation. 

 

Future directions 

Clearly, the ultimate objective of human heart modeling 

is the individualized prediction of different treatment 

outcomes with the goal to virtually select the most 

promising strategy within the paradigm of precision 

medicine. Cardiac simulations are algorithmically 

challenging and computationally expensive. With the 

rapid developments in machine learning, data-driven 

modeling, and physics-based simulation, we can now 

risk-stratify large patient groups and improve tailored 

cardiovascular therapies using machine learning 

strategies. Intriguingly, precision medicine in cardiac 

health does not necessarily require a fully personalized, 

high-resolution whole heart model with an entire 

personalized medical history. Instead, a population-

based library with geometric, biological, physical, and 

clinical information can already have high clinical 

value.  Ultimately, these steps will pave a translational 

path towards clinical decision making in full alignment 

with and endorsed by the regulatory agencies and 

guidelines. 
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Background 

The UCD Medical Device Design Group is focused on 

developing platform medical device technologies, 

offering smart ways to deliver next-generation 

therapeutics through minimally invasive approaches. A 

key aspect to this is research is to optimise the 

interaction, including penetration and/or adhesion of 

medical devices to soft tissue. 3D printing is used as an 

enable technology, due to inherent design freedom that 

it offers.  

The interface between host and implant is a key 

predictor of device performance. When seeking to attach 

or integrate medical devices with host soft tissue, 

current methods of fixation and integration can lead to 

suboptimal results. There is a reliance on (1) chemical-

based adhesives, which require tissue-specific reactive 

chemistry and subsequent risk of an inflammatory 

response, or (2) mechanical methods of fixation (sutures 

or staples) which can induce significant local tissue 

damage and associated increased risk of infection. 

 

Recent Advances 

Here, we present examples of novel interfacing 

geometries optimised for tissue adhesion and integration 

respectively. Firstly, microneedle technologies under 

development in the UCD Medical Device Design Group 

are described [1-3], including configurations that 

achieve robust and reversible mechanical adhesion to 

skin. These platforms can be used for ‘click-on’ drug 

delivery and biosignal sensing applications. Secondly, 

utilising a novel direct ink additive manufacturing 

approach, we have produced soft flexible silicone-based 

implants with a unique surface topography designed to 

minimise fibrosis and control the wound-healing 

response. These geometrical conformations create 

platforms for optimal tissue fixation and integration for 

a broad range of medical devices.  

 
Figure 1: Future Direction of Microneedle Technology 

towards biofunctional systems.[4] 

 
Figure 2: Example of a silicone 3D printed device with 

a tissue integrating surface topography. [5]  

 

Future directions 

We predict a convergence of microneedle technologies 

towards biofunctional systems with inbuilt sensing and 

therapeutic delivery capacity [4]. In this, and other 

implantable applications, optimising methods of 

medium to long-term tissue integration are crucial. 

Towards this goal, 3D printing has transformative 

potential, not just as a prototyping tool, but as a method 

of fabricating medical devices with unique architectures  
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Background 

Implants used for treatment of fracture need to satisfy 

three key clinical requirements and consequent 

mechanical demands arising from them: they must 

support fracture healing; they must not fail during the 

healing period; and they should not loosen or cause 

patient discomfort [1]. This talk examines these 

mechanical demands via modelling with reference to 

some commonly used fixation devices such as external 

fixators and plates and screws. The challenges 

associated with determining the optimum fixation 

device and its configuration are discussed.  

 

Recent Advances 

There have been numerous past studies, both numerical 

and experimental, to determine the stiffness of the bone-

implant systems which then provide the inter-

fragmentary motion (IFM) or fracture gap strain 

required for healing at the time of treatment [2,3]. Our 

recent studies have shown that in vitro testing 

incorrectly predicts the performance of different devices 

due to two reasons. Firstly, depending on the boundary 

and loading conditions used in the lab, IFM predictions 

can vary by several orders of magnitude [3]. Since 

stresses in the implants are correlated with IFM these are 

incorrectly predicted as well. As lab experiments are 

simulated to validate models this problem is also carried 

over to in silico models. Starting from sophisticated 

models and by reducing complexity parameters our 

studies have found representative boundary and loading 

conditions that can be readily incorporated in models. 

The second reason for incorrect performance prediction 

is that lab tests do not incorporate healing. Our studies 

show that bone-implant behavior changes drastically 

even in the early stages of healing; implants that were 

ideal at the time of treatment no longer remain so when 

healing begins, which needs to be considered in 

treatment planning.   

 

Our studies also show that IFM predictions are not 

strongly influenced by bone quality – so if the aim of the 

simulation is to merely predict IFM, complex nonlinear 

models of bone are not required. However, bone quality 

and its modelling has a major impact on implant 

loosening. We have considered linear isotropic and 

orthotropic elasticity [4], strain-based plasticity [5] and 

nonlinear viscoelasticity and viscoplasticity [6,7] to 

model bone. Our studies have shown that while all these 

models can predict implant loosening to varying levels 

of accuracy, only time-dependent models (e.g. involving 

viscoelasticity) are able to incorporate accumulation of 

the implant-bone gap due to cyclic loading. Our studies 

show that loosening is accentuated by this gap which 

increases with increasing number of cycles and is larger 

in bone of poor quality [6].   
 

Future directions 

Fractures require immediate treatment and leave little 

time for sophisticated modelling. Currently there 

appears to be no accepted methodology for selecting a 

fixation device and its configuration for different 

fracture types and bone properties to achieve the best 

possible clinical outcome. Studies have shown that the 

way a device is selected and configured by different 

surgeons varies significantly even for similar fractures. 

So our ongoing research focuses on development of a 

decision support system that can be used by clinicians in 

conjunction with the information they obtain from 

imaging modalities.  
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Background 
Thrombosis remains a significant clinical issue 
manifesting in heart attacks and strokes. However, the 
challenges extend to the success of cardiovascular 
devices. Given the complex process associated with 
thrombosis, developing an accurate computational 
model is not a trivial matter particularly validating the 
model in an effective and efficient manner. Current 
models range in complexity from tracking particles in a 
Lagrangian method to considering bulk concentrations 
in a more Eulerian frame as reviewed for device-induced 
computational thrombosis models in [1]. However, the 
models depend on a variety of data from multiple 
sources to predict thrombosis effectively. This approach 
can lead to limited interpretation. As such, developing 
canonical experiments that acquire a breadth of data will 
be crucial to leverage for validation of further 
computational models.  
 
Recent Advances 
Our group has been active in acquiring experimental 
data sets for thrombosis model validation and 
developing new experimental approaches that includes 
more robust data. Our initial data focused on 
macroscopic measurements using magnetic resonance 
imaging [2,3]. These data have been used by other 
researchers to assist in validating their models. 
However, to examine the microscopic behavior and 
interactions, more experiments are needed. Currently, 
we are using a sudden-expansion to collect blood 
samples to measure concentrations of different cellular 
species (e.g., platelet activation, factor XIIa, etc.) to 
observe changes over time. We are also leveraging 
microfluidic platforms and a swine model to collect 
additional data to inform our computational model.  
 
Future directions 
By providing a more robust experimental data set for 
canonical flows, we believe we will have a more 
accurate computational thrombosis model. Furthermore, 
we can provide these data sets for researchers to validate 
their models as they see fit. By increasing the validation 
of these models and thus, the complexity of that 
validation, our thrombosis model will be able to 
incorporate embolization. The predictions for 
embolization will be able to provide more insight into 
stroke and heart attack events. The model can also be 
used as a tool for cardiovascular device design in an 

effort to reduce ideally the need for more animal, 
benchtop, and clinical studies.  
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Background 

The physical-mechanical interactions that shape our 

skulls during growth are poorly understood. This lack of 

fundamental knowledge limits our ability to advance 

treatment of a wide range of craniofacial conditions 

mostly affecting children. This is a significant 

engineering challenge due to the complexity of this 

system. For example, craniosynostosis (CR) is a 

condition cause by early fusion of cranial joints, 

affecting 1 in 2000 births, with its prevalence having 

increased by 2-3x in recent years where its optimum 

management is still subject of controversy. Here I will 

give an overview on our work in this area in the past 10 

years on characterising craniofacial growth in an animal 

model and human and developing a validated 

computational approach that we developed and used to 

optimise management of most prevalent type of 

craniosynostosis.   

 

Recent Advances 

I carried out a detail morphological and material 

property characterisation of normal and a 

craniosynostotic mouse model during the growth in 

2015 [1]. These data enabled us to develop a validated 

finite element (FE) model of calvarial growth in mouse. 

Here we used intracranial volume to drive the calvarial 

growth, and developed a strain based tissue 

differentiation algorithm to predict the bone formation 

at the cranial joints [Fig. 1A,B - 2,3]. We applied the 

same approach to develop a validated FE model of 

normal calvarial growth in human [Fig 1C - 4], having 

characterised morphological changes during the human 

craniofacial growth in n=241, aged 0-4 years.  We then 

applied our approach to 2 patient-specific models of CR 

[5,6] predicting calvarial growth following the surgery. 

We are currently using our methodology to compare the 

biomechanics of 9 different treatment options for 

sagittal CR [Fig 1D - 7]. Our results highlight that 

different surgical techniques can constrain the growth of 

the brain in different ways that can potentially have an 

impact on the neurodevelopment of these children. 
 

Future directions 

Further work is required to expand our calvarial 

approach to predict the whole craniofacial growth i.e. 

including the facial growth. Moreover, the proposed 

approach can be used to optimize management of 

various forms for craniosynostosis as well as other 

conditions affecting the growth of craniofacial system 

such as cleft lip and palate. Combination of the approach 

proposed here together with geometric morphometric 

and artificial intelligence will unfoundedly transform 

the future of craniofacial surgery.  
 

                 
Figure 1: [A] validating modelling approach in mouse; 

[B] validating pattern of bone formation at the sutures; 

[C] predicting human skull growth; [D] comparing 9 

treatment options for sagittal craniosynostosis.  
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Background 
Integrating a supervised assessment of mobility 
(mobility capacity) with its continuous, unsupervised 
monitoring in daily life (mobility performance) is a key 
need in a number of disease states [1]. Established 
clinical tools, based on patient self-reporting and one-
off assessment are resource-intensive and lack 
sensitivity, and do not allow for a satisfactory response 
to this need. Wearable devices including inertial 
measurement units (IMUs) allow the quantification of 
digital mobility outcomes DMOs (e.g. walking speed, 
regularity, intensity, etc.),  but the validity of IMU-based 
methods to characterise real-world mobility, is still 
limited, especially in diseased gait. This is because 
measuring real-world gait is made highly complex by 
concurring factors influencing the outcome measures, 
including disease characteristics, patient specific habits, 
and context and purpose of walking. Furthermore, any 
suggested solution should include considerations of  the 
participants perception and acceptability of the device, 
as well as aspects related to wearability and usability. 
 
Recent Advances 
The  IMI2-JU-funded Mobilise-D (www.mobilise-d.eu) 
is a multidisciplinary consortium of 34 institutions from 
academia and industry. Mobilise-D established a 
comprehensive roadmap [1] to inform the development, 
validation and approval of DMOs in Parkinson’s 
disease, multiple sclerosis, chronic obstructive 
pulmonary disease and recovery from proximal femoral 
fracture.  Within this context, the technical validation 
study (TVS [2]) was designed to: (a) verify the 
metrological performance of the sensors included in a 
IMU-based monitoring device, using a procedure that 
could be replicated on any device;  (b) establish the 
validity and reliability of the DMOs estimated by the 
algorithms using data from an IMU-based device, taking 
into accounts the effects of populations (e.g, healthy 
adults, patients with various conditions), locomotor 
activities (simple straight walking vs complex walking 
tasks), contexts (lab based vs real world), durations 
(device wearing time, DMOs hourly and daily 
fluctuations, etc) and contextual confounding factors 
(such as location of walks, weather, use of walking aids, 
etc); and (c) establish participants’ and assessors’ 
opinions on the usability and acceptability of the 
monitoring devices that will be deployed. 
In this talk I will address the significant complementary 
advances that have been made in association with the 
TVS development and deployment in the cohorts of 
interest. Examples will include the implementation of: 

proposals for standardization of DMO definitions and  
data sharing [3]; suitable signal processing algorithms 
[4]; spot-checks for ensuring the quality of multicentric 
data collections [5]; gold standard tools for validation in 
the real world [6]; and objective criteria for device 
selection and algorithms’ concurrent evaluation [7]. 
 
Future directions 
The ambition of the Mobilise-D consortium is to support 
significant advances in the field by sharing tools, data 
and lessons learnt from the TVS and the subsequent 
clinical validation study. At the end of this journey, we 
expect to finally see clinical and regulatory [8] adoption 
of Digital Mobility Outcomes.  
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Background 
The biomechanical and biological integration of tendon 
and ligament into bone is crucial for joint health The 
strong differences in composition, microstructure and 
material behavior between the soft tissue and the hard 
bone make attachment regions vulnerable to high 
stresses, which may cause failure. The tendon-bone 
interface features several strategies to enhance strength 
and damage resistance [1], including the presence of a 
thin layer of mineralized fibrocartilage (FC) having the 
critical task of anchoring tendon to bone. Although FC 
is the target of several pathologies and injuries, this 
tissue is much less understood than bone and tendon, 
one reason being its heterogeneous behavior and tiny 
dimensions (i.e., less than 100 µm in thickness). 
Unsolved fundamental questions on FC include the 
structure-function relationship and the corresponding 
biomechanical properties at different locations and 
length scales, as well as the possible communication 
between bone and tendon cells with FC cells. 
 
Recent Advances 
Using the Achilles tendon insertion into calcaneus 
bone in rats as a model representative of tendon 
attachment in humans, we have investigated several 
aspects of FC and subchondral bone (Figure 1). The 
chosen location features two contiguous types of FC 
which have to solve different tasks: the so-called 
enthesis FC anchors tendon to bone while the 
periosteal FC facilitates tendon sliding. Firstly, we 
focused on microstructural porosity measured with 
high resolution micro-computed tomography. We 
highlighted a strong anisotropy of fibrochondrocyte 
lacunae and channel network at enthesis FC with pores 
oriented towards the tendon insertion. Conversely, 
periosteal FC features a more random architecture [2]. 
Moving to material properties, we explored the 
relationship between mineral content, matrix 
organization and mechanical properties by combining 
quantitative backscattered electron imaging, second 
harmonic generation imaging and nanoindentation. 
This analysis emphasized a considerable tuning in local 
mechanical behaviour within mineralized FC provided 
by matrix organization beyond mineral content. The 
anisotropic microstructure of enthesis FC is mirrored 
into highly aligned fibres, enhancing tissue stiffness 
and strength to anchor the tendon. 
 
Future directions 
FC is populated by fibrochondrocytes which are 
supposed to have limited communication abilities, 
whereas osteocytes are highly interconnected through 

the lacunocanalicular network (LCN). Using confocal 
laser scanning microscopy on stained samples, we are 
investigating possible communication paths between 
bone and FC. Mechanobiological aspects allowing 
maintenance and adaptation of soft tissue to bone 
attachments will be explored by simulating fluid flow 
across channels and nanopores crossing the bone-FC 
interface. These findings may indicate new targets in 
drug development to fight interface pathologies. 
 

 
Figure 1: Biomechanical and mechanobiological 
aspects of fibrocartilage (FC) and subchondral bone at 
the tendon-bone attachment. 
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Background 

Cells actively apply forces to change shape, to migrate 

and to self-organise. This is e.g. the case during 

angiogenesis, the formation of new blood vessels from 

pre-existing ones. While force exertion and transmission 

are known to modulate cell signalling in a process called 

mechanotransduction, unravelling the exact 

mechanisms and demonstrating their importance in 

specific disease contexts remain challenging. In order to 

tackle these challenges we need methods that can 

quantify cellular forces under conditions that are 

representative for particular diseases. In this 

perspectives talk, I will summarise our work on Traction 

Force Microscopy (TFM), one of the main techniques 

for cellular force quantification. I will highlight our 

efforts in improving TFM accuracy, efficiency, user-

friendliness and compatibility with 3D in vitro models 

of sprouting angiogenesis, as well as its potential for the 

study of microvascular disease mechanisms.  

 

Recent Advances 

We have developed a 3D in vitro model of vascular 

invasion into extracellular matrix (ECM)-mimicking 

hydrogels, compatible with live cell optical microscopy 

imaging and 3D TFM [1]. These methods enable to 

come up with highly detailed 3D hydrogel deformations 

and cellular tractions, thereby providing quantitative 

readouts of cell mechanical functionality and its 

importance for invasion. 

A novel 3D TFM algorithm was developed and 

implemented into a nonlinear continuum mechanical 

framework [2]. The method calculates tractions at the 

cell-ECM interface that lead to a hydrogel deformation 

field that is as similar as possible to the measured 

deformation field and that is constrained by stress 

equilibrium. The accuracy and robustness with respect 

to measurement errors was assessed by setting up an in 

silico validation framework and applying this to our 3D 

invasion model [3]. Average traction error was found to 

be 23% (for conditions, representative for real TFM 

experiments), which was superior compared to a 

forward method (50% average error). The novel 

algorithm is part of TFMLAB, an open-source software 

package that streamlines the entire TFM workflow [4]. 

By providing user-friendly graphical user interfaces, we 

make 3D TFM accessible to a larger user group. 

We are currently applying our in vitro and in silico 

methods to the study of Cerebral Cavernous 

Malformations (CCMs), which are malformations of the 

brain microvasculature that are caused by mutations in 

the so called CCM genes. Interestingly, these mutations 

have a number of cell mechanical implications. We 

recently demonstrated that silencing of the CCM2 gene 

leads to an increase of vascular invasion, which we 

could associate to higher cellular tractions (Figure 1).  

 

Future directions 

Future efforts should aim at applying TFM to elucidate 

the role of (abberant) cellular force exertion in disease 

progression, e.g. by studying the interplay between force 

exertion and genetic programs. The accuracy and 

applicability of TFM can be further improved by 

combining TFM with situ ECM (micro)mechanical 

characterization and how this evolves over time.  

 

 
 

Figure 1: Cellular tractions around control and CCM-

depleted invading angiogenic sprouts. 
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Background

Bone’s ability to adapt its structure to a changing

mechanical environment require bone cells to act as

mechanosensors. However, due to the high stiffness of

bone, strains are assumed too small to be directly sensed

by cells. To resolve this dilemma, Weinberg and

coworkers proposed the Fluid Flow Hypothesis [1],

which states that load-induced fluid flow through the

lacunocanalicular network (LCN) acts as mechanical

stimulus. The LCN forms an intricate porosity, which

permeates the bone and accommodates the cell network

of osteocytes. It is thought that the fluid flow through
this network creates shear and drag forces on the surface

of the osteocytes, which the cells sense.

Recent Advances

Recently, a critical test of the Fluid Flow Hypothesis

could be performed due to advances in experimental

techniques. First, it is possible to measure the

mechanoresponse in terms of newly formed and

resorbed bone in small animals. Here, controlled loading

of the bone is combined with time-lapsed in vivo µCT

[2]. Second, confocal microscopy and image analysis

allows for imaging of the 3D architecture of the
lacunocanalicular network [3]. The fluid flow through

the LCN can then be computed using circuit theory [4].

This new methodology was applied to the tibiae of three

mice to compare the measured mechanoresponse with a

prediction based on fluid flow calculations. In contrast

to predictions based on strain alone, also considering the

LCN architecture predicted correctly that (i) the

mechanoresponse is similar on the outer periosteal and

the inner endocortical surface of the tibia and (ii)

individual differences in the mechanoresponse between

mice [5]. An earlier study on fluid flow through the LCN
in human osteons showed that load-induced fluid flow

results in flow velocity patterns that run counter the

intuition, which is usually based on flow resistance [4].

Future directions

The new approach to predict the mechanoresponse of

bones based on fluid flow through the LCN should be

applied to different skeletal sites and species to

determine the influence of the network architecture.

Changes in the LCN with age or disease allow now a

mechanobiological interpretation. With the possibility

to image macroscopic portions of the LCN containing

millions of canaliculi, a connectomics approach [6] can
be applied, which aims at relating network architecture

with the multiple network functions.

Figure

Figure 1: Lacunocanalicular network (LCN) in a cross-
section of a mouse tibia imaged using confocal
microscopy after rhodamine staining.
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Background 

Biological tissues are highly complex in their 

composition and microstructural organization. The 3D 

spatial organization of the tissue substituents, such as 

proteins, cells, extracellular matrix (ECM) or functional 

units, is crucial for a proper in vivo functioning. To 

better understand the effect of a pathology on the 

functioning of a tissue, visualizing and characterizing 

the 3D microstructure and composition of these tissue 

substituents would, thus, be crucial. Measurements 

made in 2D, however, only partially reveal the full 3D 

microstructure. Indeed, conventional and even digital 

2D histological assessment are largely unsatisfactory for 

spatial assessment of biological tissues, because the 

restricted sectioning orientation and the limited depth 

resolution only partially reveal their full 3D 

morphology, but also because they lack reproducibility 

on a large scale (sample destruction). In this overview, 

the potential and added value compared to conventional 

2D imaging techniques of contrast-enhanced X-ray 

microfocus computed tomography (CECT) are 

presented. CECT is a very recent development in the 

microCT imaging field and allows X-ray-based 3D 

histology of both soft and mineralized tissues. 

Development of novel staining agents 

Over the past decade, different contrast-enhancing 

staining agents (CESAs) have been recently reported for 

CECT of specific soft tissues [1]. However, both the 

CESA staining protocol and the image acquisition setup 

should be non-destructive, having no effect on the tissue 

integrity. As most of the currently applied CESAs are 

destructive (acidic, toxic, dehydrating), in our research 

we focus on the development of non-invasive tissue-

specific CESAs. We reported the simultaneous 

visualization of mineralized and soft structures within 

bones utilizing an in-house Hafnium-substituted Wells-

Dawson polyoxometalate (Hf-WD POM) [2]. Hf-WD 

POM allowed visualizing, apart from bone, the bone 

marrow adipocytes at the single cell level, as well as the 

vascular network allowing full 3D blood vessel network 

assessment (i.e. branching analysis and spatial 

distribution).  

In a follow-up study, we explored whether similar POM 

formulations could also be efficient CESAs for soft 

tissue visualization [3]. We screened different POM 

formulations, including the much less expensive 

precursors of the metal-substituted Hf-WD POM, for 

their potential as CECT CESA. Based on their staining 

capacity and speed of diffusion, as well as on their fate 

after tissue staining experiments, we concluded that 

monolacunary POMs provide a faster staining, but a 

lower specificity than the 1:2 Hf-WD POM. 

Relevant applications 

We have successfully used the POMs for several 

applications: developmental changes of murine placenta 

and embryo [4], effect of an anti-angiogenic drug on 

tumour angiogenesis [5], quantitative analysis of the 

fibre orientation in tendons and the bone-tendon 

interface, quantitative description of the microstructure 

of blood vessels, heart tissue and heart valves (yet 

unpublished data), and many others.  

Future directions 

We are currently focusing on the further development 

and validation of novel, tissue-specific CESAs, on the 

combination with deep learning image analysis for 

improved quantitative 3D analysis of the CECT datasets 

and on 4D CECT, which combines in-situ mechanical 

testing with CECT imaging; this all to further improve 

the knowledge on the link between the microstructure of 

a tissue and its functional behavior. 
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Elastic changes in a tissue are associated with a broad 

spectrum of pathologies, which stems from the tissue 

microstructure, histology and biochemistry [1]. This 

presentation aims to elucidate the potential of viscous 

and nonlinear elastic parameters as conceivable 

diagnostic mechanical biomarkers. First, by providing 

an insight into the classic role of soft tissue 

microstructure in linear elasticity; secondly, by 

understanding how viscosity and nonlinearity could 

enhance the current diagnosis in elastography; and 

finally, by compounding preliminary investigations of 

those elastography parameters within different 

technologies. 

Background 

Ultrasonnic elastography characterization and 

understanding of soft tissue has been developed as a 

clinical diagnostic tool over the last two decades [2] and 

evolved through different technologies: quasi-static, 

dynamic elastogra-phy, based acoustic radiation force: 

ARFI, vibroacous-tography or pSWE, or on direct 

excitation: sonoelasto-graphy and the emerging 

torsional wave principle [3]. New elastography sensor 

technologies to characterize soft tissue biomechanics, 

from hardware to algorithms, are bound to endow a new 

class of biomarkers that quantify the mechanical 

functionality and abnormalities in the structural 

architecture of soft tissues are intimately linked to a 

broad range of pathologies including tumors, 

atherosclerosis, brain ageing, gestational disorders, liver 

fibrosis or osteoarticular syndromes, to name a few. 

These higher order mechanical parameters may become 

key discriminating biomarkers since: (1) the physics of 

wave propagation is explaining how dispersion is a 

compound expression of the rheological, poroelastic, 

and microstructural scattering phenomena governed by 

the complex fibrous multiscale microarchitecture of the 

stroma, which undergoes characteristic changes during 

pathologies [4]; and (2) the extreme hyperelasticity that 

soft tissue exhibits clearly manifests as quantifiable 

harmonic generation, hypothesized to strongly depend 

on the unfolding of its collagen fibres, which again 

controls the tissue’s mechanical functionality. 

 

Recent Advances 

Existing ultrasonic techniques are restricted to map first 

order tissue stiffness. In contrast, recent advances 

covering:  
a) new mechanical wave-based sensing technologies 

ranging magnetic resonance elastography, 
ultrasonic shear wave elastography or torsional 
wave elastography,  

b) wave propagation models and multiscale 
interaction with michroarchitectural changes, and  

c) patient testing, are allowing to quantify the 
mechanical functionality through relevant 
parameters beyond linear: dispersive and nonlinear.  

 

Future directions 
a) To understand how structural architecture of soft 

tissue is intimately linked and controls a broad 
range of pathologies, which underpins the 
foundation of a new diagnostic technology.  

b) To develop new sensor technologies capable of 
effectively sensing tissue elasticity, and yield 
simple and robust diagnostic tests and instruments.  

c) To ground a new generation of biomarkers of 
physical nature based on the mechanical micro-
architecture and properties of the tissue. 

In conclusion, evidence of the diagnostic capability of 
elastic parameters beyond linear stiffness is gaining 
momentum as a result of the technological and imaging 
developments in the field of biomechanics. The 
unexplored nature and applicability span of viscous and 
nonlinear mechanical biomarkers endow a foundational 
diagnostic technology. 
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Background 
Poor vascularity and slow repair of the disc renders it 
susceptible to developing tears. Circumferential tears 
are present from the teenage years and arise from 
delamination of adjacent lamellae within the annulus 
fibrosus [1]. These tears are associated with disc 
degeneration [2-3] and likely increase the risk of 
herniation during lifting [4]. The major underlying 
microstructural components contributing to these are 
collagen, elastin, and proteoglycans, which are found 
within the extracellular matrix (ECM). However, there 
is limited understanding of how degeneration affects the 
mechanical properties of collagen type I individual fibre 
bundles (microscale), and of isolated fibrils (nanoscale). 
Furthermore, there are significant gaps with respect to 
both the ultrastructural organisation and mechanical 
properties of the elastic fibre network between adjacent 
lamellae (i.e., interlamellar matrix: ILM). Taken 
together, it is crucial to develop a new understanding of 
the role that the ILM plays during progressive loading 
to disc herniation.  
 
Recent Advances 
We found that the tensile modulus of human collagen 
type I fibres and fibrils were not affected by disc region 
or degeneration [5]. The lack of sensitivity to region and 
degeneration suggested that tissue properties are 
influenced by the assembly of collagen type I into 
composite structures (i.e., lamellae/ILM), together with 
their composition. These findings led to investigations 
that focused on the assembly of the collagen and elastic 
fibre network in the sheep ILM. 
Partial digestion techniques were developed and 
validated to remove collagens and other ECM 
components from the ILM to isolate the elastic fibre 
network. Studies were then conducted on the 
contribution of the elastic network to both the 
ultrastructural and the micro-tensile/shear viscoelastic 
properties of intact and digested ILM (i.e. isolated 
elastic fibres) [6-8]. Key findings revealed a complex 
network of elastic fibres within the ILM, where the 
majority of thicker 1-2 µm diameter fibres were oriented 
parallel to the lamellae, with thinner 0.1 µm fibres 
symmetrically oriented at ±45° to the lamellae. 
The tensile and shear micromechanical properties of the 
intact and digested ILM revealed viscoelastic behaviour, 
with differences in failure stress between loading 
directions for the intact and digested ILM [7,8]. These 
differences suggested that the ECM plays an important 
role in imparting isotropic failure properties to the intact 
ILM, compared to orthotropic behaviour for the elastic 
fibres only. We hypothesised that a breakdown of the 

ECM within the ILM could lead to an increased risk of 
delamination and herniation injury during overloading, 
which led to the following study. 
During compressive loading to herniation in flexed 
sheep lumbar discs, we identified that local disruption 
and microstructural disorganisation of the ILM was 
present at a compressive displacement that was half of 
that required to cause macroscopic herniation [9]. These 
are important findings that suggest the presence of a 
threshold of loading that may initiate a cascade of injury 
towards herniation and degeneration.  
 
Future directions 
Future research on determining the threshold of 
compressive displacement that places human discs at 
greater risk of herniation injury would result in a 
paradigm shift in our understanding towards developing 
strategies to avoid lifting events that may initiate 
progressive damage accumulation. 
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Background 
Investigating spine biomechanics poses a number of 

challenges, because of its complex structure that 

includes hard (the vertebrae) and soft tissue (ligaments, 

cartilages and intervertebral discs, IVD).  Research in 

this area covers both basic science and clinical 

applications.  In many cases, one would need to measure 

the displacements of the different parts, but also the state 

of stress-strain.  Great progress has been made in the 

understanding of kinematics [e.g. 1,2], in measuring the 

strain on the vertebra [3] or the pressure within the IVD 

[4].  However, simultaneous measurement of different 

quantities is challenging.  Specifically, it is difficult to 

measure the strain distribution in the different tissues. 

 

Recent Advances 
Digital image correlation is a contactless technique that 

allows measuring the full-field displacements and 

strains on the surface of an object [5].  Its application in 

biomechanics entails several methodological problems, 

including preparation of a suitable surface speckle 

pattern, reducing measurement errors, and optimizing 

the correlation analyses settings [6].   

If properly tuned, it allows to measure at the same time 

the 3-dimensional displacements and the strain 

(including principal strains and directions) on the entire 

surface, including the vertebra, the ligaments, the IVD 

and implantable components (Fig. 1). 

 
Fig. 1: Applications of DIC to the spine: (A) localized 
strains due to vertebral metastases [9]; (B) behaviour of 
the anterior longitudinal ligament, including stretch of 
the fibers, and concentrations near the osteophytes [10]. 

Future directions 

DIC is excellent for investigating the specimen surface, 

but cannot measure internal strains.  Digital Volume 

Correlation (DVC) relies on high-resolution medical 

imaging to compute strains inside a structure [9].  DVC 

can achieve similar precision to DIC inside, but is very 

imprecise on the surfaces.  Combining DIC and DVC 

would allow better addressing complex problems. 

Another challenge is to combine DIC and finite element 

modeling (FEM): DIC can provide a validation to FEM, 

while FEM allows more extensive investigations, e.g. 

sensitivity analyses to explore multiple scenarios [10]. 
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Background 
Cell are able to sense their mechanical environment and 
translate it into mechanochemical signals. How cells 
sense and translate this environment is not completely 
known. The current measurement techniques are not 
able to determine the exact mechanical environment in 
the cell and surrounding it. Many uncertainties should 
be faced, ie. the change of cell mechanical properties 
depending of the extracellular matrix (ECM). 
Computational models (CMs) combined with 
experimental measurements fill this gap. CMs assist in 
determining the mechanical environment inside the cell 
and hypothesize on the possible mechanotransduction 
mechanisms used by cells in different physiological and 
pathological processes. 
Recent Advances 
In the last two decades, much effort has been done to 
understand mechanotransduction mechanisms through 
CMs at different scales (tissue, cell, subcellular) which 
have helped to understand the mechanical interplay of 
the cell with its environment. In our work we try to 
unravel these mechanotransduction mechanisms behind 
different biological process from tissue to cell level 
formulating biophysical laws and implementing then 
into discrete or continuum CMs [1-6], the models help 
us to design new in vitro experiments that support the 
validity of our CMs. (Fig. 1). At the tissue level we have 
formulated mechanotransduction laws through CMs 
which help to explain how cell differentiation, 
proliferation, contraction and ECM remodelling is 
connected to the mechanical environment, in processes 
such as bone and wound healing [2]. At the cell scale, 
we have used CMs to identify possible mechanical 
stimuli which make a cell choose among different 
migration modes (lobopodial or lamellipodial) 
depending on the ECM mechanical properties [3], we 
have also shown how the mechanical environment in the 
cell is critical for mesenchymal migration in 3D ECMs 
[4]; CMs has also allowed us to identify a possible 
mechanotransduction mechanism which makes 
uninfected cell reacts to bacterial infection in infected 
cell monolayers [5]; finally, we have analysed in CMs 
the mechanical feedback in the extravasation of cancer 
or inmune cells through endothelial cell contraction and 
weakening of cell-cell adhesions [6]. 

Future directions 
Future work should formulate hybrid (continuum-
discrete) models to go deeper into our understanding of 
mechanotransduction mechanisms at different scales 
(tissue, cell and subcelullar) and their interactions.  

Moreover, the advance of experimental disciplines at 
lower scales will increase the accuracy of measurement 
techniques to determine the mechanical variables 
involved in cell processes and provide tools for more 
accurate mechanotransduction hypothesis. 

 
Figure 1: Scheme of a generic mechanochemical model 
to formulate the mechanotransduction hypothesis. 
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Background 

Credible numerical simulations require reliable input 

parameters and associated acquisition methods1. With 

the advent of simulation-based medical device 

development and in silico trials, there is a strong, 

industry-driven need for a quality label for the input 

parameters of these simulations. Focusing on biological 

tissue properties, not every numerical analyst has access 

to the experimental facilities and expertise to perform 

his/her own tests, nor does he/she always have the 

expertise to assess the quality and uncertainty of 

material parameters used.  

Literature abounds with studies on experimental 

characterization of the material behavior of various 

types of biological tissue, but meta-analysis suggests a 

disconcerting degree of variability in results as well as 

in methodology. Indeed, there are currently no standards 

available for testing the material properties of biological 

tissue, be them mechanical, thermal, electrical or other. 

Nevertheless, a quantitative analysis of the degree of 

methodological variability has, to our knowledge, never 

been attempted and is an essential step towards proper 

uncertainty quantification (UQ) in model credibility 

assessment. 

 

Recent advances 

The Virtual Physiological Human institute together with 

the Avicenna Alliance and FIBEr are taking the first 

steps to quantify the degree of methodological 

variability and work towards a community consensus of 

methods for biological tissue characterization, in the so-

called C4Bio initiative. A pilot testing campaign 

initiated in 2021, focused on uniaxial tensile testing of 

porcine aorta. 25 expert labs from all around the globe 

were asked to perform uniaxial tensile tests using their 

preferred methodology, on equivalent sets of porcine 

aorta and synthetic material, prepared at FIBEr (KU 

Leuven core facility for biomechanical 

experimentation). All participants also filled in a 

questionnaire indicating the various design choices they 

made. Statistical analysis of this first phase yielded 

coefficients of variation of 71-126% for relevant output 

parameters.  

In a second phase, a consensus methodology was 

defined with all participants and the same type of 

material was distributed to the expert labs, who now 

performed the experiments using the consensus 

methodology. The results of this second phase are 

currently under investigation. 

 

Future directions 

Even for a relatively simple method like uniaxial tensile 

testing, the methodological variation between expert 

labs is staggering. This first C4Bio campaign serves as a 

proof of concept, as well as a wake-up call, that proper 

UQ is essential for credible simulations, and that 

through community effort we should aim to increase the 

quality and reduce the uncertainty to a workable level, 

for various tissue types and characterization methods.  

 

 
Figure 1: C4Bio around the globe. The green markers 

indicate the locations of the expert labs participating in 

the pilot campaign. 
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Background 
Traumatic joint injuries trigger a biological response 
that either leads to restoration of a healthy joint or to 
post-traumatic osteoarthritis (PTOA). Altered joint 
biomechanics (pathomechanics) after injury contribute 
to PTOA risk [1-3], both through mechanobiological 
pathways and through frank tissue failure. Translational 
computational studies of articular joints aim to reliably 
predict PTOA risk after a specific joint injury [4-8]. 
However, the challenges of modeling such a complex 
system span scales ranging from whole-joint to tissue 
and cellular levels. A better understanding of the 
interplay between biomechanics and biochemical 
processes affecting cell death, tissue failure, and whole 
joint degeneration is crucial for predicting early disease 
progression and identifying ways to prevent PTOA. 
 
Recent Advances 
Considerable progress has been made in prospectively 
modelling tissue-level failure mechanisms in articular 
cartilage [5,7], including not only the articular joint 
biomechanics but also the biological processes triggered 
by and in turn influencing the mechanical state. These 
studies typically leverage a physics-based forward 
analysis of important processes (Figure 1) in a small 
number of subjects. Recent advances have utilized MRI 
and other imaging modalities to derive patient-specific 
material property assignments to fuel the analysis. [9] 
Concurrent progress has been made using retrospective 
expedited patient-specific computational stress analysis 
to deduce gross pathomechanical factors that influence 
PTOA risk in patients after a joint injury. These studies 
involve what amounts to a reverse engineering strategy 
to identify critical deleterious mechanical factors in a 
much larger number of subjects. Recent advances have 
included integration of low-dose weight bearing CT 
(WBCT) to provide models in a weight bearing pose, as 
well as more sensitive early imaging indicators of joint 
health that provide a basis for shorter and more efficient 
clinical studies linking joint mechanics to PTOA [10]. 
 
Future directions 
We have come to recognize that future progress in this 
area hinges on finding ways to effectively bridge these 
two computational modelling approaches. Atlas-based 
methods have been proposed as an alternative to patient-
specific modelling, but much work remains to be done 
here. Efforts to utilize tissue-level failure estimates in 
larger groups of subjects offers promise for identifying 
specific targets for new targeted interventions, both 
biological and mechanical in nature. 

 
Figure 1: Example of physics-based forward analysis 
framework for studying joint mechanics/tissue failure. 
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Introduction 
In Silico Trials are subject-specific predictive models 
that are used to assess the safety or the efficacy of new 
medical products, whether drugs or medical devices, 
before their introduction in the market. 
In this perspective talk we will describe four In Silico 
Trials solutions currently under development in our 
team and use them as guiding examples of the barriers 
we need to overcome in the development and 
deployment of In Silico Trials solutions to assess new 
treatments for musculoskeletal diseases. 
 
BBCT surrogate biomarker 
The Bologna Biomechanical Computer Tomography 
(BBCT) is the most mature of the four solutions 
described here. BCT are CT-based patient-specific finite 
element models that predict the force required to 
fracture a patient’s bone when loaded in a given 
direction; while BBCT is intended as a research tool, 
other BCT implementations are sold commercially 
(SimFini, PerSimiO, IL; VirtuOst, OnDiagnostics, 
USA), it is now being validated as a surrogate biomarker 
for proximal femur fracture (PFF) in drug trials for new 
osteoporosis drugs. 
 
BoneStrength In Silico Trials 
Building on the basis of the BBCT solution we 
developed two cohorts of 500 virtual patients each, one 
at high risk of PFF and one at lower risk.  Using a High-
Performance Computing implementation, we simulate 
hundreds of random falls and the progression of the 
osteoporosis disease over ten years.  We can then predict 
how any new treatment of known response in term of 
mineral density is effective in reducing the risk of hip 
fracture over ten years. We are currently working on the 
second layer of clinical validation, that pertinent to the 
modelling of the disease progression. 
 
ForceLoss stratification tool 
Dynapenia (the loss of muscle force) is a complex 
condition related to aging but also secondary to other 
diseases, such as cancer.  There is currently a number of 
new drugs under development aimed to slow down the 
loss of muscle mass (sarcopenia).  However, dynapenia 
can be cause by sarcopenia, activation inhibition, or 
pathological neuromuscular control.  The ForceLoss 
solutions fuse MRI imaging, dynamometry, and EMG 
data in a patient-specific model that can assist the 
differential diagnosis of dynapenia, simplifying the 
stratification in recruitment, so include in a study only 

patients with sarcopenia-cased dynapenia.  We are 
currently working on the first layer of clinical 
validation, that pertinent to the physiology layer (e.g. 
predicting the maximal voluntary isometric contraction 
in knee extension in normal healthy adults). 
 
IST4JR 
The BBCT technology is also the basis for the In Silico 
Trials for Joint Replacements (IST4JR) solution.  This 
is a long-term project aimed to develop a complete In 
Silico Trial for new total joint replacement designs, 
which can help assessing the risk associated with each 
of a list of well-known failure modes.  Currently we are 
developing a predictor of the risk of intraoperative 
fracture for cementless hip stems, a predictor of massive 
wear for soft bearing knee replacements, a predictor of 
the risk of recurrent dislocation, and a predictor of the 
risk of aseptic loosening in cementless implants. We are 
currently in the early implementation phase or working 
on the technical validation using outcome results from 
joint replacement registries. 
 
Conclusions 
Considering all these developments, it is possible to 
identify recurrent barriers that slow down the 
development, validation, certification, and ultimately 
the adoption of In Silico Trials for musculoskeletal 
diseases. 
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Background 

Since several years, trauma surgery has moved toward 

less invasive approaches that consider the specific 

pathology, morphology, and life habits of patients. 

Recently, a new Minimally Invasive Surgery (MIS) 

named Tuberoplasty [1] has been developed to treat the 

two most common types of tibial plateau fractures [2]: 

Type II (depression and separation of bone fragments) 

and Type III (depression of a bone fragment). MIS 

offers numerous advantages such as reduced time of 

surgery, bleeding and risk of infection and soft tissue 

lesions. These benefits are at the expense of direct 

visualization of the fractured bones during the surgery 

due to limited skin incision. Furthermore, the quality of 

fracture reduction is essential to guarantee the best 

patient outcome. MIS requires precise per-operative 

surgical analysis and quantification of bone fragment 

displacements during the surgery remains complex 

(reduction and stabilization steps). In addition, many of 

the common complications following MIS (cement 

leakage or adjacent fractures) have been postulated to be 

related to the quality of the cancellous bone–bone 

cement interface, which is also a function of its 

mechanical response and fracture resistance. 

Recent Advances 

Developments and optimization of trauma surgery 

require an advanced understanding of biomechanical 

behaviours with combined multi-scale approaches in 

order to build relevant predictive patient digital twins. 

We developed and evaluated numerical methods to 

assist preoperative planning of TPF management, 

integrating personalized morphological and behaviour 

data. The first numerical approach, based on statistical 

shape analysis, was developed to predict the healthy 

shape of a fractured tibial plateau. The second one 

concerned the Finite Element (FE) modelling of TPF 

reduction with balloon inflation by patient-specific 

modelling using CT scans. The third approach referred 

to the FE simulation of TPF stabilization to characterize 

the influence of the type of stabilization and recovery 

time [3] (Figure 1).  

 
Figure 1: Workflow for digital twin for a tibial plateau 

fracture. (a) CT scan; (b) Personalized FE model; (c) 

Displacement from FE model; (d) Displacement field 

from DVC measurements 

Simultaneously, to validate these numerical approaches, 

adapted experimental methods, like Digital Volume 

Correlation (DVC) coupled with a medical CT scan, 

were implemented for the measurement of volume 

displacement fields associated with bone fragments 

during fracture reduction and weight loading after 

stabilization (Figure 1). To identify local mechanical 

behaviour, we performed experiments at the trabecular 

scale. An inverse identification technique (Finite 

Element Method Updating) based on DVC coupled with 

X-ray µCT was developed to predict the elastic 

properties of the cancellous bone. An integrated 

methodology was developed using the Wedge Splitting 

Test (WST) and Heaviside based Digital Image 

Correlation (H-DIC) to evaluate the fracture properties 

of the cancellous bone, PMMA cement, and the 

interface of cancellous bone and PMMA cement [4].  

Future directions 

The three coupled numerical approaches, validated from 

adapted multiscale experiments and full field 

measurement methods, offer solutions for complete 

numerical simulation of the surgical procedure to assist 

in surgical planning. 

Developed postoperatively, the workflow we outline to 

work with relevant digital twins for trauma surgery, 

provide worthwhile information for pre-operative 

planning tasks. These digital twins have to be further 

improved, e.g. integrating soft tissues mechanical 

interactions with bones, to provide solutions to 

clinicians to choose the optimal stabilization method 

and the best post-operative treatment depending on the 

patient characteristics. 
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Background 

Injuries sustained due to attacks from explosive 

weapons are multiple in number, complex in nature, and 

not well characterized. Blast may cause damage to the 

human body by the direct effect of overpressure, 

penetration by highly energized fragments, and blunt 

trauma by violent displacements of the body or of 

structures against the body. The ability to reproduce the 

injuries of such insults in a well-controlled fashion is 

essential in order to understand fully the unique 

mechanism by which they occur, and design better 

treatment and protection strategies to reduce mortality 

and alleviate the resulting poor short and long-term 

outcomes in survivors. This talk focuses on two 

common blast-injury patterns; severe pelvic injury in 

dismounted (on-foot) casualties, and foot-and-ankle 

injury in mounted (in-vehicle) casualties. The talk will 

demonstrate how clinical data are used to inform 

experimental and computational testing, will discuss 

experimental and computational models of the injuries, 

and demonstrate their use to evaluate mitigation systems 

and parameters that affect injury severity. 

 

Recent Advances 

Foot and ankle injuries have been shown to be common 

in the mounted casualty and associated with poor long 

term outcomes [1]. In order to replicate this severe 

injury mechanism in a controlled environment, 

laboratories around the world, including ours [2], 

developed blast-injury simulators. These have been used 

to generate injury-risk curves [3] and to validate 

computational models [4] developed in tandem. These 

tools are being used now for evaluation of relevant 

protective strategies. 

In the dismounted setting, we identified that pelvic 

trauma is one of the most severe injuries and is 

associated with traumatic amputation and mortality 

when vascular injury is present [5]. We developed 

equipment and protocols to study separately the two 

main mechanisms of blast injury; the shock-wave effect 

[6] and the effect of being impacted by energised 

fragments [7] on pelvic fracture and traumatic 

amputation. These helped us describe fully the injury 

mechanism of traumatic amputation in the dismounted 

casualty. We then used our testing protocols to evaluate 

for the first time in a laboratory setting proof-of-concept 

and established protective equipment [8]. 
 

Future directions 

Blast injury assessment is lagging very much behind 

injury assessment in other sectors such as sport or 

commercial automobiles. Much has been done in the last 

10 years unfortunately due to conflicts that brought this 

injury to the fore. Injury biomechanics research can help 

substantially in establishing new, evidence-based 

standards for the evaluation of mitigation strategies and 

protective  designs. Diversity not only in terms of 

anthropometry but also in terms of platform and insult,  

human tissue behavior at high loading rates, and 

standardization for certification are challenging areas 

where work is much needed. 
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Background 
Computer-aided bone surgery planning and implant 
design applications have been used in the past and it is 
still a growing field, incorporating new tools or 
technologies every day. In fact, computer-aided 
diagnosis is increasing its importance and we are 
encouraged to provide as much personalization as 
possible not only in the diagnosis but also during the 
surgery planning or illness treatments. Cancer diagnosis 
and prognosis is also taking advantage of the new 
advances in computer-aided technology.  
 
Recent Advances 
In orthopaedic surgery, many computer-aided tools have 
been developed for diagnosis and surgery planning. In 
our CURABONE project (Figure 1), computer-aided 
helped in the development of patient-specific treatments 
for the knee, mandible and shoulder arthroplasty [1-3] 
and for bone regeneration treatments using bone 
scaffolds [4-5]. A clear example was generated for total 
shoulder arthroplasty, where a fully automated method 
for measuring deltoid and rotator cuff elongation was 
proposed. This new development will be used by 
surgeons to refine their surgical plan [3]. 
In cancer framework (PRIMAGE project), we are 
changing the field of application. We are working in the 
development of an open cloud-based platform that will 
offer precise clinical assistance for phenotyping 
(diagnosis), treatment allocation (prediction), and 
patient endpoints (prognosis), based on the use of 
imaging biomarkers, tumour growth simulation, 
advanced visualization of confidence scores, and 
machine learning approaches [6]. The computer-aided 
decision support tool is constructed and validated on two 
paediatric cancers: neuroblastoma and diffuse intrinsic 
pontine glioma.  
 
Future directions 
Where is the future of this technology going? It is clear 
that we move towards personalization. We need a 
personalized diagnosis of our pathologies and then a 
personalized treatment is requested. Additionally, 
computer-aided technology needs to be combined with 
the machine-learning techniques. There is an increasing 
demand on using artificial intelligence in the health care 
system. Every day we have more data and this data may 
help in the development of better and more precise 
computer-aided tools.  
 
 

 
Figure 1: CURABONE: patient-specific treatments for 
bone regeneration. 
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Background 

The human eye is a biological, optical and 

biomechanical system designed to meet visual demands 

of the individual. Up to the sixth decade of life, the eye 

can alter focusing ability to see objects clearly over a 

range of distances. This function is provided by the eye 

lens by changing its shape, a process called 

accommodation. This is mediated by the ciliary muscle 

that transmits forces to the lens through a ring of 

suspension ligaments called collectively, the zonule. 

With age, the ability of the lens to alter shape decreases; 

the mechanism of this loss of function is still not fully 

understood. 

 

Recent Advances 

The opto-mechanical relationship within the eye lens 

has been investigated using correlational analysis and 

Finite Element modelling (FEM) [1] from optical 

measurements on human lenses over a wide age range 

[2]. Following the gradient distribution of refractive 

index (Figure 1), models were developed with each one 

assigned linearly changing material properties in the 

cortex (Figure 2). A large number of different 

combinations of force distributions to simulate shape 

change have also been considered to demonstrate 

applications of computational simulations in assessing 

optomechanical relationships within the eye lens and the 

influence of the zonular apparatus in lens 

accommodation [3]. Whilst shape change of the lens is 

determined by the biomechanical properties of the lens, 

which work in synchrony with its optics, both of these 

functional parameters are dependent on the biological 

structure of the lens, namely the elegant distribution of 

crystallin proteins [4]. Links have been made between 

the optics of the lens ie the refractive index gradient, and 

the crystallin distributions [4]; the effect of the 

biological material constituted by the structural proteins 

on lens biomechanics remains elusive [5]. 

 

Future Directions 

Insight is needed into how the biological material of the 

lens affects its opto-mechanical properties and how 

these alter with age and vary among individuals. This 

talk will describe the challenges and opportunities for 

creation of advanced physiologically relevant models of 

the lens and the complex accommodative system that 

take into account the biological material of the lens.  
 

Figures 

 
Figure 1: Gradient distribution of Young’s moduli. 

 

 
Figure 2: Comparison of stress distributions in a 35-

year-old lens model with a)uniform cortical modulus 

and b) gradient distribution of Young’s moduli. 
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Background 

A novel percutaneous Left Ventricular Assist Device 
based on an axial impeller is designed to treat patients 
with acute heart failure. The novel design is intended to 
reduce known complications of the assist device, 
including blood damage and thrombus formation due to 
contact of blood with the impeller's blades and the non-
physiological flow field due to the high rotational speed 
of the impeller. The suggested design is based on 
increasing the impeller's inlet-to-outlet area ratio and 
thus improve pump performance and reducing the 
rotational speed required for sufficient flow and 
pressure conditions.  
 
Recent Advances 

In this study, we use a combined method of 
experimental and numerical analyses.  
In-vitro experiments combined with machine-learning 
algorithms (Figure 1) are used to examine and optimize 
the pump performance at different pump design and 
rotational speeds. 
 

 
Figure 1: In-vitro experiments and machine learning 
algorithms of the pump performance to optimize the 
pump performance. 
 
Particle image velocimetry (PIV) methods (Figure 2) are 
used to analyze the flow downstream of the impeller and 
in the ascending aorta. Turbulence intensity, helical 
flow, flow patterns and jet distributions were examined 
at different rotation directions and flow conditions. 
Computational fluid dynamics (CFD) simulations 
(Figure 2) are used to analyze the blood damage at 

different designs and flow conditions. CFD analysis 
included estimation of risk for shear-induced 
thromboembolism (using probability analysis of 
accumulated shear over streamlines) and hemolysis 
(using hemolysis index). 
 

 
Figure 2: CFD of the blood flow over the impeller.and 
PIV analyses of the flow downstream of the impeller and 
in the ascending aorta. 
 
Results show improvement of pump performance and 
reduction of parameters for blood damage 
(thromboembolism and hemolysis) for impellers with a 
larger inlet-to-outlet area ratio. The effect of rotation 
direction on the helical flow and jet intensity was 
demonstrated, with respect to turbulence intensity and 
thrust on the aortic wall.  
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Background 

Knee osteoarthritis (KOA) is a degenerative joint 

disease that affects a number of different tissues within 

the knee joint including the cartilage, menisci, 

subchondral bone and synovial fluid. Abnormal 

biomechanics at the knee are known to play a role in the 

initiation and the development of the disease [1]. A 

number of studies have sought to develop an 

understanding of the changes in the biomechanical 

environment of the knee during the early stages of KOA 

using inverse dynamics approaches [e.g. 2]. The issue 

with these methods is that they extract measures of 

whole joint loading, rather than measures of localized 

stresses in the cartilage tissues that are known to lead to 

degenerative changes. 

 

Recent Advances 

Our recent work as part of the OACTIVE project sought 

to overcome these limitations of previous attempts to 

quantify tissue loads in KOA. We used finite element 

techniques based on subject-specific imaging in 

combination with musculoskeletal modelling to identify 

changes in knee joint loading during gait in patients with 

early KOA and healthy subjects. These advances 

allowed us to calculate subject-specific stresses in the 

femoral and tibial cartilage. The musculoskeletal 

modelling pipeline includes a scaled OpenSim model 

[3] used to process the gait data and MRI scans were 

used to build 3D reconstructions of the knee for each 

subject with finite element models developed using 

FEBio. There were no differences in knee joint 

kinematics, moments and joint contact forces (JCF) 

between the healthy and osteoarthritic groups at the time 

of 1st and 2nd peak JCF. However, peak medial 

compressive and shear stresses in the tibial and femoral 

cartilage (Fig. 1) were found to be significantly larger 

than those in the healthy group at both 1st and 2nd JCF 

peaks. 

 

 
Figure 1. Tibial and femoral cartilage shear stresses 

between a healthy and a KOA subject at the 1st and 2nd 

peaks of the knee JCF during gait. 

 

 

On the lateral side, both compressive and shear tibial 

and femoral cartilage stresses were higher although 

these differences were not statistically significant. This 

is the first time that a combined musculoskeletal and 

finite element approach has been used to evaluate 

differences in cartilage stresses between KOA and 

healthy subjects. These methodological advances in our 

recent work allowed us to show that medial femoral and 

tibial cartilage stresses in the knee increase even in the 

absence of any changes in joint moments or contact 

forces that are the typical joint loading measures in 

standard gait biomechanics analyses. 
 

Future directions 

This work has demonstrated the utility of subject-

specific finite element models in identifying changes in 

localized tissue loading in early KOA populations. 

These results also highlight that caution should be taken 

in the future when using traditional musculoskeletal 

modelling-based approaches that do not take into 

account changes in the person’s joint morphology. 

Although these techniques are computationally 

intensive, they are nevertheless essential for the accurate 

assessment of tissue and joint loading in KOA. 
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Background 
Polymers have recently attracted widespread interest in 
the biomedical field. The design and selection of the 
proper polymer for each application strongly depend on 
the material capability to fulfill specific demands 
concerning their manufacturing and physicochemical 
and biological properties. In this scenario, the possibility 
to finely tailor polymer properties at different length-
scales holds a great promise, opening the way towards 
the possibility to custom-design and process the best 
polymer for each envisaged application. For instance, 
the design of polymeric blends or composites allows 
fine-tuning of material properties by properly selecting 
the constituents and their weight ratio. Another 
possibility relies on the synthesis of multiblock 
copolymers that allows the ad-hoc design of the optimal 
polymer for each specific application. In this context, a 
segment of the research activities conducted in my 
group is devoted to the ad-hoc synthesis of 
poly(urethane)s (PUs) as constituent biomaterials of 
tissue engineering (TE) scaffolds and bioengineered 
tissue/organ models. 
 
Recent Advances 
PUs are versatile biomaterials for a wide spectrum of 
biomedical applications. Their high potential relies on 
their LEGO-like chemical structure that usually 
comprises a diisocyanate, a macrodiol, and a chain 
extender (CE).[1] A proper selection of PU building 
blocks can thus be exploited to adapt each newly 
synthesized material to the specific demands of the 
investigated application. In TE, poly(ε-caprolactone) 
(PCL) diol is usually used to synthesize biodegradable 
thermoplastic PUs (PCL-PUs). Fine-tuning of PCL- PU 
physico-chemical properties can be achieved by 
changing the CE used for their synthesis. CE chemical 
structure affects PU crystallinity, mechanical properties 
and nano-scale morphology [2,3]. For instance, the use 
of 1,8-octanediol gave a PU with higher elongation at 
break (ε%, ≈ 30-40%), while 1,4-butanediol and 1,12- 
dodecanediol resulted in more brittle and stiff PUs. 
Conversely, N-Boc serinol gave a PU with around 150 
MPa Young’s Modulus (E) and ε% of ca. 150%, and L- 
lysine ethyl ester provided the resulting PU with an 
elastomeric-like behavior (E and ε% of around 10 MPa 
and 700%). The inclusion of poly(ethylene glycol) 
(PEG) into the backbone of PCL-PUs was also exploited 
to modulate the mechanical properties and wettability: 
by increasing the PEG content E decreases, while 
wettability and ε% increase [4]. Due to this wide 
diversity of available chemical formulations, PUs have 
been investigated as forming materials of scaffolds for 

both hard and soft TE. In hard TE, PUs have been used 
as coating materials of bioactive glass (BG) scaffolds, 
resulting in hybrid structs with improved mechanical 
properties and stability compared to BG scaffolds and 
unaltered bioactivity [5]. PU scaffolds with adequate 
mechanical and geometrical features have also been 
designed for cardiac TE and in vitro cardiac tissue 
modeling [6-8]. For instance, we have microfabricated 
PUs into multi-layered constructs with mechanical 
properties matching those of the native cardiac tissue 
through melt extrusion additive manufacturing [8]. In 
this regard, being newly designed biomaterials, PUs 
have been thoroughly characterized for their thermal 
and rheological properties to optimize the printing 
parameters while avoiding undesired degradation. 
 
Future directions 
Biomaterial tailoring represents one of the current 
challenges in the biomedical field. The ad-hoc synthesis 
of biomaterials represents one of the more promising 
approaches towards achieving the ultimate goal of 
engineering biomaterials best matching the demands of 
each targeted application and the progressive and 
effective translation of basic research from the bench to 
the bedside. 
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Skin: a microcosm of our body 
In the past decade, skin has received a substantial 
research focus due in part to the surge in wearable 
technologies and potential for technologies such as 
microneedle vaccines.  Researchers developing sensor 
technology focused on skin’s accessibility; those 
developing vaccines honed in on skin’s rich immune 
composition.  ‘Pain free’, ‘non-invasive’, ‘personalised 
medicine’ and ‘wearable’ are the frequent attributes 
trumpeted by these technologies, but in this perspective 
talk we highlight that this is just the start of what skin 
can provide for us.   
Our recent work and that of others shows just how 
abundant the opportunity is for skin. Starting by 
highlighting the biological context of this, Figure 1 
shows how skin’s complex composition provides 
multiple opportunities for sensing. 
 

 
Figure 1: A schematic of skin’s layers, blood vessels and 
nerve endings 
 
First, the cellular composition of skin presents an 
opportunity for immune access via dendritic cells and 
lymphatic vessels.  Then the cascading scales of 
capillaries provide a way to understand what type of 
vascular changes may be occurring as a result of 
different health or disease states.  The nerves that weave 
through the dermis and into the epidermis then provide 
a link to the neurological system.  And each one of these 
can then be further explored in the context of health 
conditions or external stimuli – whether wound healing, 
cancer, allergies or dermatitis. To that end, if we want to 
understand what is happening in the body then there is a 
huge opportunity in the skin.  But to exploit this tissue’s 
benefit we must turn to how we engage with the skin.  
How do we exploit it as an interface with our 
technologies? 
 
Recent Advances 
In recent years we have taken the approach that we can 
extract much more than has been done previously from 
skin.  Key areas that we have sought to understand 
include the immune response (allergic and vaccine-
driven [1, 2]), the diffusion behaviours of skin [3] and 
the mechanical challenges in interfacing with tissue [4]. 

We are now working on a range of devices that take a 
biomechanics focussed approach to the engagement and 
interfacing with skin tissue.  We then expand that by 
seeking to assess how skin changes over time in health 
and disease.  This is particularly relevant as it provides 
an opportunity for diagnosis and monitoring using 
wearable technologies.   
 
Future directions 
Whilst the opportunities to use skin to understand our 
health is clearly present, our challenge is now linking 
the different clinical parameters to skin’s inherent 
properties.  Looking forward, technologies need to be 
patient-centred and therefore capable of adapting to the 
wide variety of skin properties that are present across 
our populations – particularly important as the 
biomechanics of skin change with age, gender, race and 
environmental factors (among others).   
The question we need to be asking now is: how we can 
develop our understanding of skin tissue biomechanics 
to enable patient-centred minimally invasive healthcare 
devices?  In this talk we will highlight that a key way 
forward is a more cohesive model of skin including 
biomechanics, electrical, chemical and biological 
parameters for the benefit of human health.  
 
References 
[1]Meyer, B. K., et al. (2019). Vaccine: X 2.  
[2]van der Burg, N. M. D., et al. (2019). Journal of Controlled 
Release 302: 190.  
[3]Wei, J. C. J., et al. (2018). Scientific Reports 8.  
[4]Meliga, S. C., et al. (2017). Acta Biomaterialia 48: 341.  
 
Acknowledgements 
I wish to acknowledge my research team, past and present, and 
our network of collaborators who have contributed 
substantially to this research.  I also acknowledge the support 
received from the (EPSRC, BBSRC, Tommy’s, SRPe, 
Carnegie Trust). 

Michael is an Associate Professor in Biomedical 
Engineering at Heriot-Watt University.  He obtained 
his PhD in the Biomechanics of skin at the University 
of Queensland in 2012.  He then worked in Vaxxas 
Pty Ltd, a company established to commercialise 
skin-based microneedle vaccine technology as a 
medical device engineer, before returning to 
academic.  He joined Heriot-Watt University where 
he now leads the Soft Tissue and Biomedical Devices 
lab, working with clinical collaborators to develop 
skin-based diagnostics and monitoring technologies.  
He is the author of 29 peer-reviewed publications, 2 
book chapters and holds 3 licensed patents.  



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

EMMA4DRIVE -  DIGITAL HUMAN TWINS FOR EVALUATING 
ERGONOMICS AND SAFETY IN NEW MOBILITY SOLUTIONS 

Joachim Linn1, Jörg Fehr2,  
 

1. Fraunhofer Institute for Industrial Mathematics (ITWM), Mathematics for the Digital Factory, 
Kaiserslautern, Germany; 

2. Institute of Engineering and Computational Mechanics (ITM) and Stuttgart Research Cluster of Excellence 
(SimTech), Stuttgart, Germany 

 

Background 

New mobility solutions are necessary to free cities with 

traffic from large vehicles and to decrease their heavy 

environmental burden. Trust in the vehicle and its safety 

concepts are crucial factors for automated driving and 

new mobility solutions. Nevertheless, these solutions 

will increase the variability of driving situations, 

postures and body sizes (variation) for ergonomic and 

safety-critical protection in automated vehicle concepts. 

So far, there are separate development processes for 

vehicle ergonomics and safety, as well as for active and 

passive safety development procedures. This slows 

down iteration loops and hinder optimized results. The 

decisive tool for evaluating comfort and safety in 

human-centered design is the digital human twin.  
 

Recent Advances 

The muscle actuated multibody-model Ergo-dynamic 

Moving Manikin (EMMA4Drive) combines nonlinear 

finite element human body models from vehicle safety 

with human body models from ergonomics, i.e. HBMs 

for posture optimization and production planning [1]. 

The model can calculate new postures and human-like 

movement sequences with the corresponding muscle 

activities utilizing optimization methods. The 

reasonable degrees of freedom (<300) and the 

variational integration methods used for the time 

integration / optimization provide a very efficient model 

for stable dynamics. 

To implement the EMMA4Drive interaction with the 

environment, a surrogate interaction model is 

implemented. This surrogate model is learned from an 

aggregation of interactions in nonlinear FE-simulations. 

We combine model order reduction techniques with 

machine learning techniques [2] to learn the interactions 

forces and pressures in the reduced space, which makes 

the process of surrogate modeling more efficient. 

Two examples showcase the possibilities of the 

EMMA4Drive framework to predict and analyze critical 

driving situations:  

(i) the take-over from autonomous driving to active 

driving in critical situations, i.e. how long does it take to 

reach the steering wheel from a zero-gravity position? 

And how helpful is an active backrest to improve the 

take-over time and to assist handicapped people? 

(ii) the stabilization of a standing occupant during 

braking scenarios in public transport systems: comfort 

analysis based on kinematic response, muscle and joint 

forces. 

The advantage of the Emma4Drive framework is that it 

provides human-like motions by optimization instead of 

replicating observed experimental motions. This allows 

the generation of knowledge for a larger number of 

(currently unknown) occupant postures and dimensions 

and load directions in autonomous driving without 

increasing the duration of the process. 

For the validation of the model, experiments with the 

RODOS Driving simulator are performed. Of particular 

interest are the passenger kinematics and the seat 

pressure distribution in various highly-dynamic driving 

situations. Here, the experiments with a driving 

simulator have the following advantages: (i) the safe and 

replicable environment, (ii) the fast application and 

testing of different new actuation systems and seating 

postures under dynamic loading. (iii) kinematic 

feedback in all six degrees of freedom reducing the risk 

of motion sickness and allowing multi-directional 

trajectories and (iv) the visual feedback of a virtual 

driving environment. 
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Background 

People spend more and more time seated in 
transportation, at home, and at an office. Comfort is not 
only an important sales argument for the seat 
manufacturers, but is also well recognized as an 
important health factor for sitters. Long-term sitting may 
lead to discomfort and even to pressure sores for 
wheelchair users. Despite the large number of existing 
seating (dis)comfort studies, there is a lack of objective 
methods for assessing seating discomfort.  
Human seat interaction is highly complex and seating 
comfort/discomfort depends on many factors such as 
sitter's anthropometry, posture, seat geometry, material 
proprieties and their interactions. As most of existing 
studies were carried out using a real seat or an 
experimental seat with limited possibilities of varying 
design parameters, it is difficult to isolate the effects of 
one particular seat parameter and to look at its 
interaction with other variables. Most of objective 
variables susceptible to explain discomfort such as 
internal load at joint, soft tissue deformation cannot be 
measured directly experimentally. Computational 
human body models are needed.  
In this paper, recent efforts in both experimental and 
biomechanical modeling investigations on seating 
comfort at LBMC (Biomechanics and Impact 
Mechanics Laboratory), a mixed research unit from 
Université Gustave Eiffel and Université Claude 
Bernard Lyon1, will be presented.  
 
Recent Advances 

Thanks to the multi-adjustable experimental seat 
recently built at LBMC [1], we collected a large amount 
of data from a sample of differently sized people testing 
different seating configurations. Parametric models 
have been obtained for predicting preferred seat profile 
[2] and contact force distribution [3] in function of 
anthropometric dimensions, seat pan and back angles. 
We showed that a new airplane passenger seat with the 
preferred seat profile and pre-shaped foam could result 
in smaller shear force and more uniformly distributed 
pressure on the seat pan as well as less postural changes 
involving pelvis shift  during a long sitting [4]. 
In parallel to experimental investigations, we also 
carried out a preliminary study aiming to relate internal 
loads estimated by a musculoskeletal (MSK) model and 
sitting discomfort [5]. Results suggested that lower 
discomfort rated postures might be associated with 
lower muscle activities and lower shear force. We also 
developed detailed finite element (FE) buttock thigh 
models for assessing soft tissue deformation [6]. For 

validation purpose, we investigated the effects of foam 
and seat pan inclination on the deformation of seated 
buttocks using MRI imaging technique [7]. We 
observed that the gluteus maximus (GM) muscle 
displaced away from the ischium tuberosity (IT) once 
seated and higher shear force led to larger soft tissue 
compression.  
 
Future directions 

The data about preferred seating parameters contribute 
to define quantitative guideline for improving seat 
design. Further efforts are needed to develop parametric 
full human body models to investigate the effects of 
body size and posture on biomechanical response under 
different seating conditions. A hybrid approach 
combing MSK and FE models could be appropriate. 
Validation of these models under realistic seating 
conditions is needed before their application in seating 
discomfort assessment.  
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Background 

Musculoskeletal simulations hold high potentials by 

revealing the processes and inner strain conditions of the 

human body for a wide range of areas. The computed 

physiological parameters can give insights for the 

engineering of medical and rehabilitation technology, 

exoskeletons, mobility products and sports 

equipment [1]. For reliable and physiological simulation 

results, a musculoskeletal model suitable for the 

application as well as a way to measure or predict the 

human motion and if applicable the interaction with the 

environment or product are necessary [2]. 

The conventional approach uses observations from 

optical marker tracking. This is still the gold standard 

for motion measurement. However, it requires 

preparation, data acquisition and post-processing effort. 

More importantly, often just anthropometric scaling is 

performed based on the marker data to adapt a generic 

model to a specific person. Other crucial factors such as 

muscle strength or mobility are regularly disregarded. 

 

Recent Advances 

Patient-specific models, however, mostly rely on 3D 

MRI/CT data. Using parameters extractable from the 

imaging data, a generic model is adapted to the specific 

patient, usually in a restricted area of interest [3]. These 

models are usable for observational and predictive 

simulations, but only in very specific situations, such as 

for surgery planning. In most other applications, it is not 

feasible to access the necessary data, not least due to 

ethical issues as well as the time and cost involved. 

Population-based approaches bridge the gap towards 

predictive simulations even further. Modelling relies on 

empirical population data to adapt a generic model to a 

desired statistical representative of the population.  

Based on this direction, a procedure to create consistent 

groups of musculoskeletal models across different 

domains (e.g. range of motion, strength) was set up [4]. 

Such a model group was used in the ergonomic 

optimization of bicycles and skiffs [2]. These examples 

as well as the ergonomic optimization of trikes [5] 

indicate the strength of predictive musculoskeletal 

simulations for (bio)engineering applications. 

In order to increase data consistency between computer-

aided-design applications and human models, we work 

on a computer-aided-ergonomics tool integrating user, 

product/environment and interaction models by a 

feature-based description of physical interactions [6, 7]. 

Current research also focuses on a co-simulation model 

integrating a musculoskeletal model with exoskeleton 

and power tool models to optimize support systems [8]. 

Future directions 

Our goal is to provide methods for the assessment of 

human behavior in order to support (bio)engineering 

processes. We work on tracking methods integrating 

multimodal motion measurement data of novel sensor 

technology leading to more efficient and accessible 

workflows. We individualize musculoskeletal human 

models in multiple domains considering subject-specific 

kinematic and dynamic movement capabilities. Beyond, 

the extension of human models with sensorimotor 

regulation offers potentials to deepen the understanding 

of bodily processes in order to increase the insights of 

biomechanical simulation results. Moreover, we address 

a methodology integrating finite element and 

musculoskeletal models as well as the 

phenomenological characterization of human behavior 

for proactive simulation of user-product-interactions. 
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Background 
Continuously circulating through the body, blood 
performs many crucial biological functions, including 
supply of oxygen and nutrients to and removal of 
metabolic waste from tissues, circulation of white blood 
cells, antibodies and platelets for immunization and self-
repair, and regulation of body pH and temperature. 
These functions are mainly accomplished in the 
microvascular network composed of microvessels and 
capillaries. As observed in fundamental studies and 
clinical observations, abnormal microscopic blood flow 
behaviors are often associated with various diseases and 
disorders. Among the several blood components, red 
blood cells (RBCs, also called erythrocytes) paly 
determinant roles in blood functions and flow 
behaviours [1]. The RBC membrane viscosity, although 
being recognized for decades, has not been investigated 
adequately compared to other RBC properties 
(morphology, elasticity, aggregation, etc) [1,2]; and its 
influences on RBC dynamics and functionality are not 
clear yet.  
 
Recent Advances 
In this presentation, we first introduce the finite-
difference method we recently developed for 
incorporating the membrane viscosity in immersed 
boundary simulations of capsule and RBC dynamics. 
Unlike previous attempts., our method has a simple and 
efficient algorithm and a realistic representation of the 
membrane viscosity consistent with its physical 
definition [2]. Our method has also been carefully 
validated and its accuracy, efficiency, and stability have 
been thoroughly verified [2]. 
 

Using this method, we have examined the influences of 
the interior fluid and membrane viscosities on capsule 
dynamic characteristics (deformation index, inclination 
angle, and rotation frequency) in shear flow. Our results 
show that, although similar, the capsule responses to 
increases in membrane viscosity and interior viscosity 
differently, and the membrane viscous effect cannot be 
replaced by an elevated interior viscosity, which is 
contradictory to those suggested in the literature [2]. 
 

Furthermore, we have studied the lateral migration 
process of a capsule with viscoelastic membrane in tube 
flows with various flow and membrane parameters. The 
lateral migration is of great importance for 
understanding the cell free layer development in 
microvessels and cell separation in microfluidic devices. 
Our results show that, in general, the migration process 

can be described as the initial transient phase with 
sudden increase in deformation, followed with the 
migration phase as the capsule gradually moves toward 
the tube centreline (Figure 1). A higher membrane 
viscosity can slow down the capsule rotation and 
migration, and may introduce significant oscillations in 
the capsule deformation, inclination, and migration 
velocity. Moreover, empirical correlations are proposed 
for the migration velocity and rotation period [3]. 

 
Figure 1: Simulated capsule migration process in tube 
flow. The blue arrow indicates the flow direction and the 
blue circles on the capsule surface are used to illustrate 
the capsule rotation. 
 
Future Directions 
Next, we will apply this method to study RBC dynamics 
in shear and tube flows, and compare our results with 
available experimental data. Also it would be interesting 
to examine the membrane viscosity effects on the bulk 
blood rheology (viscosity, yield stress, shear-shinning 
behavior, etc) by simulating RBC suspensions.  
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Introduction 
Stent-retriever thrombectomy is the main treatment for 
acute ischemic stroke when a thrombus obstructs large 
cerebral vessels. Despite good clinical results there are 
still causes of failure of the procedure requiring the 
optimization of the design of the devices. In silico trials 
based on high-fidelity computational simulations of the 
clinical procedure [1-3] will have in the near future an 
important role in refining the usual clinical trials, 
reducing times and costs. In this work, a comparison of 
the performance of two commercial devices is carried 
out in patient-specific vascular models with a 
methodology oriented towards in silico trials. 
 
Methods 
One hundred patient-specific vascular models were 
reconstructed from images of stroke patients collected at 
Amsterdam University Medical Centers as described in 
[2]. In each model, a thrombus was placed in the middle 
cerebral artery (MCA), the most frequent thrombus 
location (Fig.1A). The length and composition of the 
thrombi were different in each model and varied in 
ranges derived from the literature [4,5]. The created 
models were used to run finite-element simulations of 
the thrombectomy procedure, using the settings in [1]. 
The simulation replicates the crimping of the stent-
retriever inside the catheter and positioning at the 
occlusion location, the deployment of the stent to entrap 
the thrombus and the retrieval of the stent-thrombus 
complex. The stent was optimally positioned with 
respect to the occlusion, following the clinical 
guidelines [6]. A procedure is considered to have 
positive outcome if the thrombus is removed from the 
vessels, otherwise the outcome is negative. For each 
vascular model, the procedure was simulated with two 
different stent-retrievers, a TREVO ProVue (Stryker, 
USA) and an EmboTrap II (CERENOVUS, Ireland), 
allowing to compare the performance of the devices. 
 
Results 
Of the 100 models with the TREVO ProVue, 96 of them 
were admissible for simulation, whereas in 4 of them a 
particularly difficult vascular geometry caused 
numerical instability. Of the 96 simulations, 13 (14%) 
had a negative outcome. For the EmboTrap II, also 96 
models out of 100 were admissible for simulation. Of 
these, 10 (10%) had a negative outcome. The causes for 
the negative outcomes were either the thrombus got 

stuck in the anterior cerebral artery or it was lost in the 
carotid siphon (Fig.1B). The EmboTrap II shows a 
stronger interaction with the thrombus, reducing the 
number of cases where the thrombus was lost in the 
carotid (Fig.2). 

 
Figure 1: A) Reconstructed patient-specific vasculature 
with thrombus and catheter; B) causes of negative 
outcome of the thrombectomy simulations. 

 
Figure 2: Example of different outcomes with the two 
tested stent-retrievers for the same patient anatomy. 
 
Discussion 
A total of 96 high-fidelity simulations of the 
thrombectomy procedure were executed with two 
different commercially available stent-retrievers 
allowing to compare the performance of these two 
devices. The high success rate associated with both 
devices (over 80% in both cases) is certainly due to the 
choice of the optimal stent positioning, as demonstrated 
in [2]. This methodology can be used in the future to 
evaluate the performance of new thrombectomy devices 
in optimal and non-optimal scenarios. 
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Introduction 

Craniosynostosis is a medical condition caused by the 

premature fusion of one or more cranial joints i.e. 

sutures. The most prevalent form of this condition is 

called sagittal craniosynostosis. Craniofacial surgeons 

have developed several corrective techniques to manage 

this condition with ongoing debates on its optimum 

treatment option [1]. Computational modelling has been 

utilized to provide a wider understanding of the 

biomechanics of craniosynostosis correction [e.g. 2]. 

The aim of this study was to replicate the calvarial 

growth under a total of 9 surgical techniques with the 

goal of optimising sagittal craniosynostosis correction. 
 

Methods 

A previously validated patient-specific 4-month-old 

sagittal synostosis patient model [1] was used in this 

study to compare the biomechanics of all treatment 

options virtually. Figure 1 illustrates the simulation 

workflow. In brief, a linear thermal analogy was applied 

to the intracranial volume (ICV) to simulate skull 

growth up to 76 months of age in 6 load steps. A bone 

formation algorithm based on the level of hydrostatic 

strain across the sutures and distance from the bony 

borders was implemented. Meanwhile, contact elements 

were used at the ICV-inner cranial interfaces.  

Figure 1: Workflow for simulating calvarial growth and 

for replicating bone formation. 

 

A total of five strip craniectomy, two spring-assisted 

cranioplasty (SAC) and two total calvarial remodelling 

(TCR) techniques were replicated.  

Cephalometric measurements and contact pressure 

levels were measured across all techniques.  

 

Results 

Figure 2 highlights the pattern of bone formation and 

contact pressure predictions across all techniques. The 

highest and lowest cephalic index were seen in the strip 

cranioplasty and 3 SAC techniques, respectively. While 

the lowest contact pressure was captured in both TCR 

techniques and the highest seen in Renier’s ‘H’ 

technique performed at 6 months of age. 

Figure 2: Bone formation & contact pressure 

predictions at 76 months of age. 

 

Discussion 

An extensive investigation into the biomechanics of 

sagittal craniosynostosis correction was performed. This 

work is the first in predicting contact pressure levels 

which may correlate with various defect levels found 

across different treatment methods [3]. Such 

methodologies using a FE approach have a large 

potential in optimising postoperative outcomes, with an 

emphasis on aesthetic appearance and neuro-

functionality years after correction.  
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Introduction 

The hemodynamic stimuli experienced by coronary 

atherosclerotic lesions have been linked to lesion 

progression and destabilization [1]. Among them, 

specific wall shear stress (WSS) features have been 

associated with the vulnerable transformation of 

atherosclerotic lesions and their rupture [2], implying 

that an accurate evaluation of WSS could allow the 

identification of lesions prone to cause myocardial 

infarction (MI). Since WSS profiles in coronary arteries 

can only be quantified through computational fluid 

dynamics (CFD) simulations, to accelerate the clinical 

translation of WSS as a biomechanical biomarker of 

disease we assessed the feasibility and efficacy of a 

pipeline for WSS analysis in a clinical setting aiming at 

identifying lesions culprit for future MI. 

Methods 

Patients presenting with acute MI were retrospectively 

screened to identify those who had (1) a previous 

coronary angiography performed between 1 month and 

5 years before the event, (2) a mildly stenosed lesion 

(i.e., ≤ 50% diameter stenosis) culprit for MI (future 

culprit, FC) at the baseline angiography, and (3) at least 

one additional lesion non-culprit for MI (non-future 

culprit, NFC) in the other major epicardial vessels. This 

selection resulted in a total of 188 vessels, with 80 FC 

lesions and 108 NFC lesions. The workflow of the study 

was reported in Figure 1. Using three-dimensional 

vessel reconstructions obtained from two angiographic 

projections, transient CFD simulations were performed 

with two approaches: (1) the coarser one denoted as 

“clinical CFD”, using a finite element-based code 

(CAAS Workstation WSS software, Pie Medical 

Imaging), with simulations performed by clinicians 

within a standard clinical setting; (2) the one denoted as 

“expert CFD”, using a finite volume-based code with 

simulations performed by a CFD expert team with a 

greater accuracy and resolution to verify the reliability 

of clinical CFD. The WSS-based analysis was focused 

on the time average WSS (TAWSS) and on the 

topological shear variation index (TSVI) [3]: 

TSVI = {
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T
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    (2) 

where T is the cardiac cycle period. TSVI, a quantity 

based on WSS divergence, is a feature of the WSS 

topological skeleton measuring the variability of the 

local contraction/expansion action exerted by the WSS 

on the endothelium along the cardiac cycle. The WSS-

based descriptors were then averaged over the lesion 

region, identified using the standard clinical approach 

based on quantitative coronary angiography [4].  

 
Figure 1: Workflow of the study 

Results 

The analysis of the ROC curves (Figure 1) highlighted 

that TAWSS was a moderate MI predictor (AUC=0.61; 

95% CI: 0.53 to 0.69, p=0.011), while that TSVI was a 

strong MI predictor (AUC=0.77; 95% CI: 0.70 to 0.84, 

p<0.001). The clinical CFD-derived WSS profiles, 

obtained with computational times around 15 minutes 

per patient, exhibited discriminatory capability between 

FC and NFC groups comparable to the expert CFD 

(TAWSS: p=0.0323 and p=0.011 for expert and clinical 

CFD, respectively; TSVI: p<0.0001). 

Discussion and conclusion 

The here presented results confirm that: (1) CFD 

simulations performed within a clinical framework can 

provide reliable WSS values able to predict MI; (2) 

TSVI represents a relevant hemodynamic cue in 

coronary atherosclerosis. The emergent predictive 

power of TSVI for future MI expands its association 

with early atherosclerosis in coronary arteries [3]: high 

temporal variability of the WSS contraction/expansion 

action may result in fibrous cap fragility, accelerated 

disease progression, plaque fatigue, ending in plaque 

rupture and subsequent MI [4]. In conclusion, high 

TSVI resulted as a strong predictor of MI, encouraging 

further clinical trials to enforce the presented results and 

to translate this concept into clinical practice. 
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Introduction 
The challenging task of integrating soft tissues such as 
tendon, ligament and cartilage into bone is solved thanks 
to many remarkable adaptation strategies [1], including 
the presence of a thin layer of fibrocartilage (FC) 
between soft tissues and bone. Despite the clinical 
evidence that FC is involved in numerous joint 
pathologies in humans, there are several unresolved but 
yet fundamental aspects of FC, including the interaction 
between FC and the surrounding tissues. In this work, 
we combine high resolution material characterization 
methods to understand the structure-function 
relationship in FC and to unravel the communication 
pathways between bone and FC cells. Specifically, we 
analyze the tendon-calcaneus bone insertion in adult 
male Sprague-Dawley rats. This location, considered as 
a model for human-related enthesis diseases, features 
two types of FC solving specific mechanical functions: 
enthesis FC anchors tendon to bone whereas periosteal 
FC facilitates tendon sliding. Previously, we highlighted 
a strong anisotropy of fibrochondrocyte (FCC) lacunae 
and channel network at enthesis FC with pores oriented 
towards the tendon insertion. At the periosteal FC, a 
more random porosity was observed [2]. Here, we 
explore structure-function relationship by correlating 
mechanical properties with mineral content and matrix 
organization. Focusing on mechanobiological aspects, 
we investigate possible communication strategies, 
enhanced by loading, between osteocytes (OCs) and 
FCCs through porosity present at different length scales.  
 

Methods 
Two-dimensional mineral content maps of bone and 
mineralized FC (mFC) were obtained with quantitative 
backscattered electron imaging (qBEI). Indentation 
modulus and hardness were measured extensively 
(~1000 indents per sample) using nanoindentation 
(nIND). Second harmonic generation (SHG) imaging 
was then performed to visualize collagen orientation. 
The functional porosity (including the lacunocanalicular 
network, LCN) was investigated on rhodamine stained 
samples, imaged with confocal microscopy.  
 

Results 
At the insertion, mFC displays more even distribution of 
indentation modulus (a measure of stiffness) and 
hardness (a proportional measure of strength) than 
periosteal mFC and bone, despite having similar 
mineralization (Fig. 1). Such tuning in local mechanical 
behaviour beyond mineral content is probably provided 
by the arrangement of the fibers, that are more ordered 
in enthesis than periosteal FC. 

  

 
Fig. 1: SHG, mineral content, indentation modulus and 

hardness at enthesis and periosteal FC. 
 

Considering the interaction between FC and bone, we 
have unravelled that several FCCs buried inside mFC, 
although lacking a communication network (like the 
LCN), still got stained (Fig. 2). Further quantification 
revealed the presence of channels running through the 
bone-FC interface and connecting the LCN with FC 
cells, especially at the insertion region.  
 

 
Fig. 2: OC and FCC interactions at the FC-bone 

interface at the enthesis and periosteal regions.  
 

Discussion 
At the material level, the anisotropy of the rat enthesis 
FC microstructural porosity [2] is mirrored into highly 
aligned mineralized collagen fibers, likely enhancing 
tissue stiffness and strength at tendon insertion. The 
specificities of FC biomechanical behaviour in two 
adjacent regions demonstrate the adaptability of this 
tissue. The illustrated communication paths between FC 
and bone will be further explored by quantifying the 
permeability of the bone-FC interface, through fluid 
flow simulations [3]. Such analysis may suggest new 
avenues to access FCC with the long-term goal of 
treating fibrocartilage rheumatic pathologies in humans. 
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Introduction 

Diabetic foot ulceration is widely considered a 

challenge [1]. Several guidelines and recommendations 

are proposed for the prevention and treatment of diabetic 

foot, however, a classification of the risk of wound prior 

to its appearance is desirable, in order to prevent the 

dramatic consequences of ulcerations and possible 

subsequent amputations [1]. In terms of diabetic foot 

biomechanics, diabetic subjects demonstrated higher 

loads at push-off associated with reduced ankle dorsi-

plantar flexion during the stance and push off phases [2]. 

The aim of this study was to automatically define a 

diabetic foot risk index obtained by applying machine 

learning (ML) algorithms to a dataset composed of 

standard gait analysis data combined with finite element 

and musculoskeletal modelling data and routine diabetic 

neuropathy screening scores [4]. 

 

Methods 

Eighty subjects were retrospectively involved in this 

study (26.3% healthy subjects, 37.5% diabetics without 

neuropathy and 36.3% diabetics with neuropathy). 

Diabetic patients were clinically assessed as reported in 

[3], according to the ADA guidelines [4]. All subjects 

performed several gait cycles and kinematic, kinetic and 

electromyographic (EMG) data were acquired through a 

modified version of the IORgait protocol [3,5]. 

Moreover, muscle forces were estimated with the 

Opensim gait 2392 model and internal stresses were 

determined using a foot finite element foot model [6]. 

The following biomechanical parameters were 

considered: joint angles and moments, ground reaction 

forces, plantar pressures, EMG envelopes and timing of 

activation, muscular forces and internal stresses. The 

clinical features selected for the ML algorithm were the 

presence or absence of: peripheral and autonomic 

neuropathy, retinopathy, microalbuminuria, 

vasculopathy, knee-hallux-toes deformities, plantar 

callosity. The chosen database program was MongoDB. 

The data extractions were performed through the library 

Pandas. The values of different gaits were merged using 

an arithmetic mean, in order to obtain a narrower dataset 

and more stable values of the features. Due to the size of 

the dataset, ‘simple’ and linear models were adopted. 

Among these Logistic Regression, Linear Model and 

Perceptron were chosen. For completeness, some more 

complex classifiers like Kernel Support Vector 

Machine, Random Forest, Gradient Boosting Tree and 

eXtreme Gradient Boosting Tree were also adopted but 

showed lower performances.   

 

Results 

The model achieving the best results was Logistic 

Regression with the adoption of 4 features: 83% of 

precision and 83% of accuracy (Figure 1). Once the 

model was developed, a React Native mobile 

application was implemented with a relative Application 

Protocol Interface (API) to produce an environment to 

host and exploit the model. The results in terms of 

diabetic foot risk were compared with the state of the art 

classification provided by ADA based on clinical 

features [4]. 

 

 
Figure 1: Logistic Regression - Accuracy, Precision and 

Recall vs n. of features. 

 

Discussion 

Although the performances of the model cannot be 

considered optimal, the results are encouraging in terms 

of diabetic foot risk index. Future development will 

include expanding the database and exploring other ML 

algorithms. 
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Introduction 

Numerous  diagnostic shoulder tests have been 

established in the clinical routine to determine size and 

location of rotator cuff (RC) tears. Shoulder positions 

for the RC diagnostic tests aim at maximizing the 

affected RC muscle activity while minimizing 

supporting muscle involvement such that a failure to 

perform particular motion suggests tearing of the tested 

RC. Multiple clinical studies have analyzed the 

sensitivity and specificity of the different tests, however, 

results vary strongly [1-3]. To help explain 

discrepancies in the effectiveness of diagnostic tests, 

assessment of the muscle force distribution using 

musculoskeletal models could provide understanding of  

the underlying biomechanics.  

Thus, the aim of this numerical study was to investigate 

the underlying biomechanics of six standard diagnostic 

tests for RC lesions by comparing the tested RC muscle 

activity with compensatory effects. 

 

Methods 

Musculoskeletal modeling based on inverse dynamics 

was applied to calculate shoulder muscle force and  

activity (Anybody 7.3, repository AMMR v.2.3.1)[4]. 

Six diagnostic shoulder arm positions were modeled to 

test supraspinatus (SS), subscapularis (SubS), 

infraspinatus (IS) and teres minor (TMin) lesions. As a 

TMin tear rarely appears alone, it was simulated in 

conjunction with an IS tear. Each test was modeled as a 

static position with an external force of 15N. Muscle 

activity of the tested RC was extracted from the healthy 

model  and an agonist to synergist Ratio (A/S ratio) was 

calculated by dividing the tested RC force by all 

synergistic muscles for this motion (see Table 1). 

Subsequently, a lesion was simulated by setting the 

strength of the affected RC muscle to zero. The 

accumulated activity increase of the compensatory 

muscle was then be determined.  

Results 

The Jobe and Lift Off test in the healthy model showed 

a significantly higher SS (29.5%) and SubS (37.9%) 

activity compared to the Full Can (SS: 13.3%) and Bear 

Hug test (SubS: 6.9%), respectively. Both SubS-tests 

showed an A/S ratio of above 70% while both SS-tests 

demonstrated a ratio below 20%. The TMin activity is a 

fourfold higher in the Hornblower test compared with 

the External Rotation Lag test, while the IS activity is a 

twofold higher in the Hornblower test. Synergistic 

activity increase is smallest in SS-tests and highest in 

tests of the external rotators, IS and TMin. 

Unphysiologically high synergistic activity (%) resulted 

in the Hornblower test with IS and TMin lesions. 

 

Discussion 

Our results confirm the clinical finding of the 

Hornblower test being the most sensitivity to diagnose 

TMin dysfunction in posterior RC tears [1].  While the 

high A/S ratio in the Bear Hug and Lift Off test verifies 

that they maximize SubS activation, the low overall 

SubS activity in the Bear Hug test explains why 

clinicians increase the applied load and compare 

strength to the contralateral  healthy shoulder[2]. A 

similar explanation applies to both SS tests (Jobe and 

Full Can). Differences in results among clinical studies 

likely result from variabilities in patient populations 

where tested RC tears are present alone or together with 

other RC lesions. Therefore, future work should involve 

additional simulations of combined RC lesions in each 

of the presented tests. 
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Table 1: Simulated tests for supraspinatus (SS), subscapularis (SubS), infraspinatus (IS) and teres minor (TMin). RC 

muscle activity and agonist to synergist ratio (A/ S ratio) were calculated in the healthy model. The overall activity 

increase of all synergists was determined with rotator cuff (RC) tearing. Listed synergists are deltoid anterior (DA), 

 -lateral (DL) and -posterior (DP), pectoralis major (PM), latissimus dorsi (LatD), teres major (TMa), SS and TMin. 

Test RC Tear RC Activity (%) RC Agonist to 

Synergist Ratio (%) 

Synergist Summed synergist activity 

increase (Δ%) 

Full Can  SS 13.3 7.9 DA, DL, DP 4.1 

Jobe  SS 29.5 15.1 DA, DL, DP 12.8 

Lift Off  SubS. 37.9 63.9 PM, LatD, TMa 84.6 

Bear Hug  SubS. 6.9 70.1 PM, LatD, TMa 22.5 

Ext. Rot. Lag   IS 24.7 45.7 TMin, SS, DP 92.9 

 IS + TMin. 24.7 + 10.2 64.6 DP, SS 107.4 

Hornblower  IS 53.8 50.8 TMin, DP, SS 132.7 

 IS + TMin. 53.8 + 40.1 88.8 DP, SS 791.6 
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INTRODUCTION 

Brittle osteogenesis imperfecta (OI) bone has 

disorganized collagen matrix and abnormal 

mineralization [1], with reduced resistance to crack 

initiation and propagation [2]. OI has no cure, and 

current treatments rely primarily on the use of 

bisphosphonates, a class of antiresorptive drugs, to 

enhance bone mass. While bisphosphonates have been 

proven to increase bone mineral density and improve 

mobility in children with OI, its effect on the fracture 

rate and its long-term efficacy and safety use to treat OI 

children remains unclear and needs further research [3]. 

In this study, we analyze whether long-term use of 

alendronate is effective in restoring toughness in OI 

brittle bones. We further characterize the mechanical 

environment on bone during loading and crack 

progression using digital image correlation (DIC). 

 

METHODS 

Femurs from B6C3fe-a/acolla2oim/oim (oim/oim) mice 

model of OI, and wild type (WT) counterpart were 

considered for the characterization of the bone 

toughness and crack growth. Mice received either 

alendronate (ALN 0.21 mg/kg/week) or saline in equal 

volume of 0.1 ml/1g BW [4] starting at 2 weeks of age 

till sacrifice at 14 weeks. All mice (N=2-3/group) were 

male. Fresh frozen bones were machine-notched at their 

mid-diaphysis and immersed in PBS for 24 hrs. Bones 

were then covered with a thin layer of water-based white 

paint and speckled with acrylic black paint using a high 

precision airbrush. Femurs were tested in 3-point 

bending at a displacement rate of 0.01 mm/s till failure 

while two CCD cameras (100 mm focal lenses, GOM) 

recorded images at 32 Hz. Strains distributions 

engendered by load application were calculated by 

Aramis SRX System (GOM). Following mechanical 

testing, fracture surfaces of fully broken bones were 

imaged in back-scattered mode in an environmental 

scanning electron microscope (ESEM, Zeiss Supra 55) 

a Bone fracture toughness was calculated in terms of 

stress-intensity factor [5]. 

 

RESULTS 

Oim/oim bones from our sample cohort exhibited a 

drastic decrease in fracture toughness compared to WT 

counterparts (Fig. 1). ALN treatment did not enhance 

oim/oim bone fracture toughness, and actually reduced 

the fracture resistance of WT bone. The extent of stable 

crack growth was decreased in oim/oim bone vs. WT 

ones, and was further reduced in ALN-treated bone. 

Only WT bone showed clear crack deflections. WT 

bones resisted higher strains both ahead and behind the 

crack tip before fracturing (Fig. 2). Major principal 

strains ahead of the crack tip were 5.9%, 2.4% for WT 

and oim/oim bone, respectively, and 1.9%, and 0.6% for 

their ALN-treated counterparts. 

 
Figure 1: Bone fracture toughness of healthy (WT) and 

oim/oim mice treated with saline (CTR) or alendronate 

(ALN). 

 
Figure 2: Major principal strain maps on the bone 

surface during loading at the full extent of the stable 

crack for saline (CTR) and ALN-treated WT and 

oim/oim bone. The red color covers a crack extent. 

 

DISCUSSION 

Results from this study suggest that the low fracture 

resistance of oim/oim bone is not improved following 

long term ALN treatment, although the increase in bone 

mass [4]. Full-field DIC principal strains, although only 

on the external bone surface, are able to predict the 

direction of crack growth, in both WT and oim/oim 

bones, with higher values for WT. A larger cohort of 

samples is currently being tested to statistically 

determine the effect of ALN on OI bone toughness and 

understand effects on their mechanical environment. 

Furthermore, bones from female mice are being 

examined to assess possible sexual dimorphism in 

responding to ALN therapy. 
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Introduction 
Pelvic organ prolapse (POP) is a pelvic floor 
dysfunction that dramatically influences women’s 
quality of life. It is believed that the number of women 
suffering from POP increase more than 40% by 2050 
[1]. Treatment by native tissue repairs have a relatively 
high failure rate (19%), presenting as recurrence or POP 
in other compartments. It can be addressed by a new 
operation, which may then use an implant for weakened 
or damaged tissue repair. The reason was that, the use of 
vaginal mesh have been associated with a high risk of 
graft-related complications (GRCs) due to insufficient 
biocompatibility and inappropriate mechanical 
properties of old-fashion materials [2]. Those 
inconvenient characteristics needs to be overcome by 
novel approaches. In 2019, the Food and Drug 
Administration ordered manufacturers of surgical mesh 
intended for transvaginal repair of anterior compartment 
prolapse to stop selling their products [3]. Therefore, 
this research aims to study an alternative surgical 
technique for POP correction. The reinforcement of 
vaginal wall provided by biodegradable cog threads.  
Technique is inspired by current use for face lifting 
procedures.  
 
Materials and Methods 
Commercially available 360°-4D cog threads (PCL-
19G-100), made of polycaprolactone (PCL) (Yastrid, 
China) were used in this research. Sow’ posterior 
vaginal walls (control n=5, cog n=5) were used to study 
threads reinforcement effect ex vivo by ball burst 
testing. Two threads were inserted into the tissue via 
cannula at 90° angle, creating a non-rigid reinforcement. 
Explant tensiometry was done using ball burst testing 
with an 11.5mm plunger at 10mm/min speed until the 
rupture. 
 
Result 
Thread reinforced vaginal tissue could withstand 68N of 
additional load than untreated tissue (p<0.05), showing 
its strengthening effect (Figure 1). Stiffness in a comfort 
and stress zone was significantly higher in the tissues 
reinforced with cog threads (p<0.05; p<0.05). The 
deformation was similar in both groups, and no 
significant differences in the comfort zone length were 
observed, indicating that threads do not affect tissue 
compliance. 
 

Discussion 
Injectable biodegradable cog threads were used for 
vaginal wall reinforcement, as a novel POP treatment 
concept. Results showed that cog threads provide 
immediate additional strength to the vaginal wall and 
don’t interfere with physiological compliance. This 
technique has several advantages:1/treatment of early 
POP stages 2/ the transvaginal access (local anesthesia) 
3/the possibility to have a vaginal delivery after threads 
insertion (not recommended with conventional meshes) 
4/ no additional anchoring points and 5/ degradability 
reducing the material burden decrease chronic 
inflammatory reaction. The procedure could be 
personalized, by the injected threads number, material 
choice and thread type. We hypothesize this new 
technique will contribute in preventing prolapse 
progression, avoiding major surgeries and GRCs. 
Further research will follow to investigate short and 
long-term response of the vaginal wall in vivo.  

 
Figure 1: Mechanical behavior of the sow vaginal wall 

with and without cog threads. A blue colored curve - an 

example to highlight studied tissues characteristics: 

comfort and stress zone stiffness; A- ultimate load, B- 

the maximum change in length at ultimate force; C- 

comfort zone length. 
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Introduction 

Bone is a self-healing tissue, but some pathologies, 

aging, genetic diseases, and trauma may cause a critical 

size defect precluding the healing process. Due to their 

biocompatibility and bioactivity, glass-ceramic 
materials seem to be ideal candidates as bone scaffolds. 

However, the brittle nature of glass-ceramic materials 

requires a proper design of the scaffold from a 

mechanical point of view. This study aims to assess the 

stiffness and the strength of the scaffolds by using a 

microCT-based Finite Element approach. 

 

Materials and Methods 

An experimental formulation of a SiO2-based glass-

ceramic has been used to robocast the scaffolds [1]. In 

order to take into account the role of the micro and 

macro defects in the mechanical response real 

geometries of the 3D-printed scaffolds have been used 
by measn of microCT, with a pixel size of 5 µm. The 

scaffold’s architecture shows a distribution of parallel 

fibres on each printing plane, with a tilting angle of 90° 

between two adjacent planes. The microCT-based Finite 

Element solver ParOSol has been used to perform both 

the elastic and strength simulations. First, the elastic 

mechanical properties have been obtained by imposing 

a unitary strain along with the six tensor components of 

strain. In this case, the whole domain of the scaffold has 

been analyzed. Then, through a damage-based 

algorithm, the strength of the scaffold along the 

direction perpendicular to both the families of fibres has 

been assessed [2]. In order to match the tension-

compression strength mismatch of the material, the 

Drucker-Praguer criterion has been used. Due to the 

high computational cost of this approach, the strength 

analyses have been performed on subdomains of the 
scaffold, namely on Representative Volume Elements 

(RVEs). 

 

Results and Discussion 

Figure 1 shows the homogenized elastic moduli of the 

scaffolds along with the three directions of load. 

 
Figure 1: Normalized (E/Eb) elastic moduli. 

 

The elastic modulus normalized with respect to the 

Young modulus of the bulk material (Eb) is reported. 

No statistical differences have been found between the 

two directions parallel to the fibers, namely Ex and Ey 

(p-value<0.05); while, the homogenized elastic moduli 

in the z-direction exhibited a third order polynomial 

relationship with the porosity (φ) [2], namely: 

  

 
𝐸𝑧

𝐸𝑏
 =  1.57(1 − φ)3 (1) 

 

where Ez/Eb is the normalized elastic modulus and φ the 

porosity. Scaffolds exhibiting defects resulting from the 

printing process, exhibited elastic properties 

substantially lower than that predicted by (1). 

The strength of the scaffold shows the same trend of the 

elastic modulus with the porosity. Fractures typically 

occur in the unsupported segments of the rod, where the 

stress is highest. The fracture pattern obtained through 

the Finite Element Analysis is shown in Figure 2. It is 

comparable with the experimental fractures generated 

on scaffolds of brittle material exhibiting the same 

architecture [3].   
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Introduction 
Additive Manufacturing (AM) is a viable option to 
conventional manufacturing technologies in the 
production of custom implantable devices, resulting in a 
higher impact on patient care. This is relevant when 
dealing with morphologically complex anatomical sites, 
such as the ankle joint. Namely, standard implants for 
talus replacement are invasive, affected by a high failure 
rate, and require technically demanding surgeries [1]. 
The current work proposes a coupled experimental-
numerical workflow that leads to the design and 
functional analysis of a talus prosthesis, exploiting AM. 
 
Materials and Methods 
A resurfacing prosthesis is conceived to provide a more 
conservative solution as compared to standard implants. 
Notably, it involves an external solid layer and an inner 
trabecular core to reduce implant weight and enhance 
osteointegration. Within this scenario, Finite Element 
(FE) modeling is a robust tool for investigating different 
design solutions, but AM products require a specific 
approach. This project involves the following tasks. 
i) Design requirements. Looking at the literature, 
morphological, biomechanical, and manufacturing 
constraints were defined. A nominal strut diameter of 
0.6 mm and an overall porosity of 80% were assessed 
for the trabecular core. An average thickness of 0.45 mm 
was identified for the cortical shell [2]. 
ii) Trabecular characterization. The influence of AM 
process parameters and the miniaturized struts 
dimensions are crucial factors affecting the morphology 
and the mechanical properties of AM lattice structures 
[3]. Thus, Ti6Al4V dogbone samples resembling the 
trabeculae were printed to characterize the material and 
to evaluate the morphology of the cross-section (Fig.1a). 
iii) Lattice structures selection. According to the design 
requirements (i), two lattice structures (BCC and 
Kelvin) were designed to reproduce the trabecular core 
(Fig.1b). To assess their performance, FE models were 
built using the results of (ii) and discretized with 1D 
elements. For validation purposes, lattice samples were 
printed and tested under compression. 
iv) Prosthesis design. Based on clinical images, 
preliminary prosthesis designs involving the selected 
lattice structures (iii) were developed exploiting the FE 
analysis (Fig.1c). 
v) Prosthesis functional evaluation. The implantation 
of the prostheses in the ankle joint was simulated to 
evaluate stress-strain distribution both on the implant  

 
and the surrounding bones. The use of a validated FE 
model of the joint [4] allowed to reproduce functional 
loading conditions (e.g. static standing condition, ankle 
movements) and clinical tests to estimate the ankle joint 
stability coupled with the talus prosthesis (Fig.1d). 
 

 
Figure 1: (a) Trabecular characterization; (b) Lattice 
structures selection; (c) Custom prosthesis design; (d) 

Prosthesis functional evaluation.  

Results 
The FE models of the lattice structures, built using data 
obtained from trabecular characterization (ii), were 
found to be reliable, exhibiting experimental-numerical 
differences below 8%. Given the significant variability 
of the struts morphology, the 1D discretization allowed 
a versatile assignment of the struts cross-section in the 
FE models. Simulations under functional loading 
conditions showed that both prosthesis designs have 
good biomechanical stability, with more evenly 
distributed loads when Kelvin structure is used as the 
inner trabecular core. 
 
Discussion 
This work proposes a pipeline to develop validated FE 
models of lattice structures, considering the 
uncertainties in manufacturing thin struts. Once the 
reliability of the developed models was assessed, two 
prosthesis designs were developed and coupled with a 
FE model of the ankle joint to simulate realistic 
scenarios of increasing complexity. This numerical tool 
allowed to identify the best biomechanical solution for 
a talus prothesis among the proposed ones. 
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Introduction 
Cancer is the second leading cause of death worldwide. 
Despite the huge efforts to find effective treatments, 
failure rate is still high [1]. Bioprinted cancer models 
represent a significant improvement for drug discovery 
by mimicking the complex physiological 3D 
architecture. Matrigel™ is the most common basement 
membrane used in vitro as substrate for 3D cell culture, 
as it is very similar to the physiological one [2].  
However, 3D bioprinting of free-standing Matrigel™ 
constructs is still an open point: it is hardly bioprinted 
pure because it needs to be combined to other bioinks 
because of its complex rheological behavior and low 
mechanical properties. Nonetheless, the use of other 
materials introduces additional variabilities, which 
limits their usage. In our previous work, we presented a 
custom-made bioprinter able to produce Matrigel™ 
scaffolds [3]. This method, improving what is reported 
to the previous literature, allowed us to obtain free-
standing structures with good shape fidelity. However, 
it was possible only to obtain millimeter scale fibers. To 
scale down the constructs, reduce costs and improve 
printability process, we have designed a coaxial needle 
to bioprint diluted Matrigel™ core (1:1 ratio with PBS) 
inside an Alginate shell. 
 
Materials and Methods 
Bioprinting was performed using a custom-made 
volumetric bioprinter [3] and a custom coaxial needle. 
In particular, the printhead was designed to 
accommodate commercial needles of variable 
dimensions (from 30 to 22G), while the outer part was 
conceived with two inlets to obtain uniform distribution 
of the supporting shell (Figure 1). For the optimization 
of fiber bioprinting, we performed two major steps: a) 
definition of optimal flow rate and b) printing speed for 
both internal and external layer. We also evaluated both 
pre-reticulated and non- reticulated Alginate followed 
by spraying crosslinking with Calcium Chloride 
solution as alternatives for the outer layer. Finally, to 
further characterize hydrogels capability to retain their 
structures over short and long time culture periods, we 
will evaluate swelling/degradation properties within one 
week. 
 
Results  
To define the optimal bioprinting parameters, 
serpentines and grids were printed at different flow 
rates. Fiber diameters range from 1 to 1.8 mm with a 

core fiber of around 300 - 800 µm accordingly to the 
needle and the printing parameters used.  
 
Discussion 
Matrigel™ coaxial bioprinting is a very powerful 
strategy to obtain well defined constructs, while 
avoiding the seeding of cells in blends. The use of the 
pre-crosslinked Alginate produces thinner and more 
stable fibers, but suffers from needle clogging and high 
pressure related circuital problem compared to non-
crosslinked Alginate. After crosslinking, constructs are 
able to retain their structure and maintain over time up 
to one week. Moreover, by using this approach, it is also 
possible to substitute pure Matrigel™ with diluted 
counterparts without impairing final results and 
improving bioprinting process.  
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Figure 1: (a) Custom made bioprinting instrumentation, 
designed to bioprint matrixes by means of a volumetric 
control of the extruded material. (b) In the circle the 
detail of the coaxial needle: blue is the shell material and
pink is the matrix seeded with cells. The fiber is laid 
down on the plate (grey), then observed and measured 
under an optical microscope.  
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Introduction 

The limited amount of human tissue donors makes it 

organizationally hard to investigate the biomechanical 

behavior of human femoral bones. To circumvent the 

problem, artificial bones are often used [1]. Currently a 

broad range of different casted artificial bones are 

commercially available, ranging from polyurethane-

based foam models to more complex composite 

materials. However, these models are only generic 

representations of the geometry and the biomechanical 

behavior of human bones. In previous studies, fused 

deposition modelling (FDM) was successfully used to 

mimic natural bones [2]. The aim of this study was to 

use 3D printing for the fabrication of artificial human 

femoral bones with biomechanical behavior resembling 

that of their real counterparts. One group of samples is 

based on the geometry and infill properties of 

commercial artificial femurs to validate and optimize 

the process. For the second group, patient specific 

computed tomography scans (CT-scans) were used for 

the geometry. All printed bones are then mechanically 

tested and compared to their geometrical analogue 

commercial and human donor bone. 

 

Methods 

Initially, CT-scans of commercial and donor bones were 

performed to obtain 3D representations. Spongiosa and 

cortex were separated using medtool 4.5 (Dr. Pahr 

Ingenieurs e.U., Pfaffstätten, Ausria) allowing for the 

replacement of the spongiosa with a specific infill 

pattern (Figure 1 A). The mechanically correct infill 

density was obtained from a side study. 

 
Figure 1: (A) shows the printing process of one femur 

(B) biomechanical test set-up, stance load case 

 

After FDM printing, compression tests are performed 

(Figure 1 B) such as to resemble a stance position and 

loaded until failure. Overall, four different commercial 

bones - Orthobone (OB) and Orthobone_Standard 

(OBS) from 3B Scientific GmbH, SYNBONE® (SYN) 

from SYNBONE AG, SAWBONE® (SAW) from A 

Pacific Research Company - and three human bones 

from a previous study were used. They showed different 

bone densities where Femur 1/2/3 corresponds to 

high/medium/low bone density. 

 

Results 

The average FDM printing time was 15 hours. Figure 

2A shows the ultimate loading forces of the commercial 

(red) compared to the 3D printed samples (green). 

Figure 2B shows results from human femoral bones 

(blue) in comparison to the 3D printed bones (green). 

 
Figure 2: (A) Comparison of the ultimate loading force 

of commercial (red) and 3D printed bones (green) (B) 

comparison of the ultimate loading force of donor (blue) 

and 3D printed bones (green) 

 

Discussion 

Ultimate forces showed that FDM printing can be used 

as quick and comparable cheap method to manufacture 

artificial femoral bones. The 3D printed samples endure 

more ultimate load in comparison to polyurethane based 

commercial bones. Only the composite bone (Figure 2A 

SAW) withstands more load. Furthermore, FDM printed 

samples also closely resemble the mechanical properties 

of genuine samples, especially if the bone density of the 

femur is lower (Figure 2B Femur 2 and 3). These results 

show that 3D printing could be a feasible method to 

fabricate bone samples in the own lab which closely 

resembling the biomechanical behavior of human 

femurs. 
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Introduction 

3D bioprinting is the evolution of additive 

manufacturing techniques in the biomedical field and 

leads to the realization of tridimensional customized 

constructs to reproduce the structural complexity [1]. 

Moreover, the new technological challenge focuses on 

obtaining a 3D structure with several distinct layers to 

replicate the hierarchical organization of tissues. This 

work aims to reproduce tracheal and coronary 

substitutes compliant with the shape, functionality, and 

integrity requirements of the original tissues, combining 

the advantages of the 3D bioprinting and 

decellularization process and accounting for the 

presence of different cellular species. 

 

Methods 
All the experiments were performed on tracheas and 

aortas of 6-months pigs, kindly provided by the local 

abattoir, previously instructed on how to harvest and 

preserve tissues. The cellular and nuclear materials were 

removed from tissues through the decellularization 

process, after optimization. The treated samples were 

tested to evaluate the decellularized extracellular matrix 

(dECM) and produced as a powder by cryomilling under 

N2. Then, tissues were solubilized by pepsin digestion. 

To produce bioinks, several solutions, based on gelatin, 

alginate, and digested dECM, were studied.   

3D Bioprinting. After designing the trachea and aorta 

structures by SolidWorks, the constructs slicing was 

done using the software CELLINK HeartWare, which 

allows generating the G-Code.  
 
Results 
Decellularization. The decellularization process is 

validated through DNA quantification. In particular, the 

quantity of DNA must be less than 50ng/mg of tissue 

and the DNA fragment length less than 200 bp (base 

pairs). Moreover, the DNA and RNA components must 

be not visible in DAPI or hematoxylin and eosin 

staining. 

3D Bioprinting. It was necessary to optimize the 

composition of a bioink able to withstand the printing of 

a segment of tubular construct up to 10 mm and to 

reproduce the multicellular complexity. Among the 

several compositions tested, the suspension resulting 

from 8% w/v gelatin, 7% w/v alginate, and 5% w/v 

dECM combined with a post-printing crosslinking with 

CaCl2(1M), was able to produce the desired structures. 

With this bioink, it was possible to print structures made 

up to 20 layers (Figure 1). The dimensions of the printed 

structures are very close to those established in the 

design phase (Table 1). 

 

Table 1 Comparison of the theoretical (model) and the 

real (bioprinted) dimensions of the constructs.                    

A: Aorta; T: Trachea; Di : Internal diameter. 

(mm) Dimension  Thickness Di Height 

T 
Theoretical 2.41 20 9.91 

Real 2 16 9 

A 
Theoretical 4.64 20 9.91 

Real 4 16 9 

 
Discussion 
With the bioink described in this study, it is possible to 

print tubular structures capable of maintaining the 

desired structure avoiding the overlap of the double ink 

in the thickness, despite the increase in the number of 

layers. The parameters optimization allows the gain of 

structures characterized by a height of 20 layers 

corresponding to 9 mm. Comparing the theoretical and 

the real structures, they are very close to each other. In 

fact, the difference consists of 4 mm in the internal 
diameter, 0.91 mm in height, and 0. 41mm and 0.64 mm 

in the thickness of the trachea and aorta constructs 

respectively. Moreover, by tailoring the printing 

parameters and the amount of dECM the desired 

mechanical properties can be met. The next step 

includes the use of endothelial cells (blue bioink) and 

smooth muscle cells (red bioink). 
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Figure 1. Structure of the trachea (a) and aorta (b) 

characterized by 20 layers of 8% w/v gelatin, 7% w/v 

alginate, and 5% w/v decellularized ECM.  
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Introduction 

Craniomaxillofacial bone defects are challenging due to 

their complex anatomical structure, such as sensory 

transduction pathways and sophisticated tissue 

structures [1]. To overcome the limitation associated 

with conventional treatment options, substantial 

research effort has been recently devoted to the 

development of cell- and growth factors-seeded 

synthetic tissue scaffolds which is an innovative fast-

growing field in which additive manufacturing has 

proved its value [2][3]. Nowadays, biphasic calcium 

phosphate (BCPs) are definitely considered as the gold 

standard of bone substitutes in bone reconstructive 

surgery by combining the excellent bioactivity of 

hydroxyapatite (HA) with the good bioresorbability of 

beta-tricalcium phosphate (β-TCP) [4][5]. The objective 

of the present study was to develop a finite element (FE) 

model for a recently developed printable biomaterial 

scaffold containing a mixture of HA and β-TCP elastic 

mechanical capability assessment to withstand 

compressive stress. 

 

Methods 

Different mechanical elastic models for the BCP 

material were evaluated by comparing the scaffold’s 

predicted FE models in Abaqus with results obtained 

from mechanical testing. Considering there was no data 

regarding the bulk BCP material mechanical properties, 

the linear and hyperelastic models’ strain energy 

potential coefficients were determined incrementally 

by trial and error approach.  

 

Results 

 

  
Figure 1: The BCP mechanical models for the 

characterization of the scaffold elastic behavior 

 
Figure 2: Stress distribution in Z for a 3% axial strain 

application considering an (A)linear elastic model and 

a (B) Yeoh hyperelastic model 

 

Discussions 

Based on previous demonstrated good cell adhesion 

provided by the BCP scaffolds [6], different BCP 

material elastic models were evaluated. A strong 

congruity was observed between experimental and 

numerically predicted values for the BCP material Yeoh 

strain energy potential model while linear elastic, Neo-

hook, and Mooney-Rivlin models were incapable to 

capture the “upturn” in the scaffold load-deformation 

curve. The hyperelastic material model was capable to 

predict the mechanical behavior of the printed scaffolds. 

The developed FE model could be used as a tool for 

scaffold mechanical behavior assessment and structure 

improvement in order to mimic the implantation site 

morphology. 
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Introduction
In  extrusion  bioprinting  the  final  outcome  of  the
process  and  the  quality  of  the  printed  scaffold  are
highly influenced by several process variables, such as
the dispensing pressure, the bio-ink properties, and the
nozzle dimensions [1, 2, 3]. The introduction of the in-
silico (computational)  models would allow to reduce
the experimental optimization costs and to increase the
innovation of the bioprinting process.
So far, the theoretical and numerical models used are
not specific enough to give a quantitative assessment of
the main cell damage causes such as the shear stress
and  exposure  time  [4].  The  aim  of  this  work  is  to
present a computational model for the non-Newtonian
fluid  extrusion  which  considers  the  presence  of  the
cells and the interaction between the two phases.

Methods
Owing to the complex fluid-structure interaction (FSI)
between  the  hydrogel  flowing in  the  nozzle  and  the
cells, as well as among the cells themselves, we have
realized a multi-physics solver based on the immersed
boundary technique [5].  In particular, the unsteady cell
deformations  are  solved  using  a  spring-network
structural  model  based  on  the  Fedosov’s  interaction
potential approach [6]. 

Results
As  a  first  study,  a  convergent-shaped  nozzle  with
multiple immersed cells has been considered. 

Figure 1: Velocity field along a symmetry plane and
shear-stress field in the nozzle at time t* = 17.5 .

In  Fig.1  the  velocity  magnitude  field  of  a  nozzle

symmetry plane and the shear-stress acting on the cell
surface at adimensional time t* = 17.5 are reported. It is
observed that the cells locally modify the velocity field
of the fluid, and simultaneously the shear-stress and the
deformation  of  cells  are  highly  influenced  by  the
presence of the other cells. 

Figure  2:  Evolution  of  the  percentage  surface
variation of a single cell during the extrusion.

Furthermore,  by considering a cell  flowing along the
nozzle  axis,  in  Fig.  2  it  is  possible  to  quantify  the
maximum deformation of the cell surface, occuring in
the nozzle throat section at the end of the convergent
region.

Discussion
This  in-silico  model  opens  then  for  a  systematic
optimization of the hydrogels material  properties  and
of the nozzle geometries, in order to achieve a balance
between the biological requests of high cell density and
viability  and  the  engineering  constraint  of  bio-inks
printability.
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Introduction 

Nowadays, 3D printing enables high fidelity 

geometrical reconstruction of human part. However, as 

the haptic feedback on these 3D printed replicas is still 

far away from living tissues, it is no use for surgeon 

except for anatomic purpose. Here we propose an 

alternative approach to the direct reproduction of 

material properties [1, 2]: working with classical 

printable material but acting on the shape of the structure 

to influence the global mechanical response. 

To mimic the response of biological tissues by acting on 

the structure, many works focused on bio-mimicry [3, 

4]. However, the stiffening of the curve generally 

appears for high strain or is not enough to match 

biological tissues.  Here, we focus on a simple double 

sinus form. Preliminary results indicate that this form is 

able to reach an important stiffening strongly matching 

with an experimental tensile-test done on a human 

mandibular periosteum. 

 

Methods 

The geometry of the structure is the sum of a cosine with 

one large period and another cosine with shorter periods. 

This function is defined as follows: 

 

 f1 = -A1 cos(2π x) 

 f2 = -A2 cos(N 2π x) (1) 

 ftot = f1 + f2 

 

depending on 3 parameters : A1, A2 and N. To exclude 

the length of the structure of this study, x was defined 

between 0 and 1. 

The Finite Element (FE) model will be solved using 

Cast3m [5].  Each FE simulation was defined as follows: 

an imposed displacement corresponding to the 

maximum strain obtained on the experimental 

periosteum test and the extracted forces are normalized 

with respect to the maximum force. 

The parameters optimization uses the gradient descent 

to minimize the least squares difference. Convergence is 

assumed when the length of the change in parameter are 

under a threshold. 

 

Results 

Imposed final displacement extracted from 

experimental data was 0.15. Values tested of N goes 

from 1 (special case were ftot = f1) to 6. This limit was 

set by the difficulty to generate a shape with a constant 

thickness, set to 0.05. The value of best parameters A1 

and A2 for each N, fitting the experimental curve, are 

summary in table 1. Result for N = 5 is shown in figure 

1.  

 

  
Figure 1: for N = 5, left) structure geometry fitting the 

experimental test after convergence; right) comparison 

of the experimental and numerical  load/strain curve. 

 

 

 N=1 N=2 N=3 N=4 N=5 N=6 

A1 0.156 0.132 0.075 0.073 0.073 0.078 

A2 0 0.052 0.559 0.045 0.04 0.039 

Ls 0.850 0.767 0.235 0.068 0.010 0.002 

Table 1: value of parameter A1 and A2, depending on 

N, for each convergence. The parameter Ls represents 

the least squares score. 

 

Discussion 

The best optimized structure is obtained for N = 6. The 

simulated behavior matches very well the periosteum 

objective curve. In our opinion, the addition of a second 

shorter cosine function is crucial. Indeed, collagen fiber 

mechanical behavior can be assimilated to a cable, i.e.  

working only under tension. The 3D printed polymer 

acts as beams so it has a compression contribution 

involved in flexion. In order to diminish the flexion 

effect while flattening the structure, the curves 

generated by the second function aims to minimize the 

rotational energy stored in the structure. Enabling the 

softening of the curve and generate a toe region similarly 

to bio-tissues.  

Next steps will be to 3D print this shape and compare 

experimental results with the simulated one. Also, the 

contribution of the load/stress curve on the parameters 

has to be precisely identified to be able to adapt the 

geometry to the variability of soft tissues. Finally, the 

question of the soft matrix surrounding the structure will 

be treated. 
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Introduction 

The mitral valve (MV) is a complex anatomical 

structure, whose shape is key to several traits of its 

function [1]. Computational methods accounting for a 

subject’s MV shape can be used to evaluate MV 

biomechanics in pre- and post-operative scenarios, 

having the potential to improve surgical planning [2]. 

The accuracy of these models is sensitive to valve 

geometry and obtaining image-based patient-specific 

geometries is usually time-consuming. Parametric MV 

models can therefore be developed and employed in a 

comprehensive study of MV dynamics. MV shape is 

important for the long-term outcome of valvular surgical 

procedures [1], and so there is a need to develop 

frameworks to generate customisable MV geometries. 

Our study focuses on developing a computational tool 

enabling the quick generation of anatomically accurate 

and clinically useful parametric models of the MV. 

 

Methods 

The valve was parameterised using MATLAB: 

landmark points and relevant MV boundaries were used 

to parameterise the annulus and leaflets using 

polynomial fitting. Geometric parameters describing the 

annulus, leaflet shape and papillary muscle position 

were implemented and used to scale the geometry. The 

developed model, available as a toolbox, allows to 

generate a population of models from (1) patient-

specific dimensions obtained from medical imaging or 

(2) averaged dimensions evaluated from empirical 

equations, based on the golden ratio [3]. A MATLAB 

script was written to automatically obtain the MV mesh 

and use it in the creation of an input file for finite 

element simulations using LS-Dyna; the mesh file itself 

is compatible with a range of modelling software [4]. 

 

Results 

The MV scalable model based on averaged dimensions 

accurately represents MV shapes (relative errors relative 

to clinical data: < 10% for annular and leaflet length 

dimensions; < 24% for leaflet surface areas), with a 

sample model displayed in Figure 1. This framework 

was used to generate a range of MV models, including a 

healthy model based on averaged dimensions and a 

diseased, patient-specific model incorporating annular 

dilation and flattening. Finite element simulations 

representing valve closure were run using LS-DYNA. 

Valve configurations associated with disease exhibit 

greater tissue stress in comparison with healthy ones 

(Figure 2), indicating greater damaging to the tissue. 

 

 
Figure 1: Sample 3D MV model with all components 

included, ready for computational simulations. 

  

 
Figure 2: Maximum principal stress [MPa] associated 

with healthy and diseased MV models. 

 

Discussion 

This framework allows for the automatised and user-

controlled generation of tailored MV geometries, and 

the creation of input files for finite element analysis in 

less than 5 minutes. From a clinical perspective, the 

toolbox can be used to study the influence of 

morphological MV parameters on its function. Inputted 

patient-specific parameters can be used to create a range 

of diseased scenarios and the respective biomechanics 

can be evaluated through computational simulations. 

Following the incorporation of surgical techniques, the 

toolbox will also aid clinicians when choosing the best 

patient-specific clinical intervention and improve the 

design process of new medical devices. 
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Introduction and motivation
The relevant improvement of High Performance
Computing (HPC) infrastructures occured recently has
allowed to obtain a significant reduction of the
computational cost associated to the numerical
simulation of Partial Differential Equations (PDEs).
Nevertheless, when there is the need to investigate
several working conditions of the system at hand
related to different geometrical features and/or physical
setting, the classic discretization methods (often
referred as to Full Order Models (FOMs)), such as
Finite Volume (FV) and Finite Element (FE) methods,
could not be adequate at the aim to provide real-time
results. The introduction of Reduced Order Models
(ROMs) (see [1] for a recent review) allows numerical
simulations at a very high efficiency without a
significant loss in terms of accuracy. In particular, non
intrusive data-driven ROM approaches are currently a
highly active area of research. They have several
advantages with respect to the classic intrusive
projection-based ROM strategies: they are based only
on data and do not require knowledge about the
original governing equations describing the problem at
hand, therefore no modification of the simulation
software is carried out.

Methodology
In this work, the FOM is represented by the
incompressible Navier-Stokes equations discretized by
using a FV method. The ROM is developed by using
the PODI method where Proper Orthogonal
Decomposition (POD) is adopted for the computation
of reduced basis functions whilst for the evaluation of
the modal coefficients we consider two different
Interpolation (I) techniques: Radial Basis Functions
(RBF) [2] and Artificial Neural Network (ANN) [3].

Test cases
We test the performance of our approach through the
investigation of two different bioengineering problems:
(i) POD-RBF is used for the efficient simulation of the
aortic blood flow patterns induced by the presence of
the outflow cannula of a Left Ventricular Assist Device
(LVAD) (see Figure 1) [4, 5]; (ii) POD-ANN is used
for the modeling of the blood flow in the coronary
system when an isolated stenosis of the left main

coronary artery occurs [6]. In the case (i) physical
parameterization with respect to the LVAD flow rate is
considered. On the other hand, in the case (ii) we build
a geometrical parametric setting with respect to the
stenosis degree. In both cases, the accuracy and
efficiency of the ROM is assessed against results
obtained with the FOM.

Figure 1: Comparison between ROM (left) and FOM
(right) for wall shear stress (WSS).

Perspectives
This study has been conducted on a single
patient-specific geometry. With the aim to overcome
this limitation, we are interested in efficiently handling
geometrical parametrization in the context of
patient-specific geometries to different applications and
different reduced order model strategies. Moreover, in
order to perform more realistic numerical simulations
of the cardiovascular flow, a follow-up of the present
work is to couple the CFD model with an elasticity
model to simulate fluid-structure interaction as well as
to consider for the enforcement of realistic pressure
outlet boundary conditions by using lumped element
models.
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Introduction 

Computational Fluid Dynamics (CFD) has become a 
popular tool in assessing patient specific airflow in the 
upper airways. Very few publications demonstrate 
validation of simulation results against experimental 
data, however. This is a paradox since it is well known 
that CFD modelling requires validation to be 
trustworthy. Active anterior rhinomanometry (RMM) is 
one of few clinical measurements that can be used for 
validation of human airways CFD models. It has been 
documented by several authors that there exists an 
unexplained, severe discrepancy between RMM 
measurements and CFD simulations, see e.g. [1,2]. This 
work investigates if such discrepancy can be caused by 
modelling inaccuracies caused by poor computational 
mesh resolution, transient effects, or transitional flow 
not captured by simplified models. 
 
Methods 

Pre-operative, patient specific Computed Tomography 
(CT) images and RMM data was obtained from St. 
Olavs hospital, the university hospital in Trondheim. 
The patient was a 67-year-old male with a BMI of 28. 
Segmentation was done with ITK-SNAP 3.4.0 using a 
HU threshold of -300, to obtain the CFD geometry [3,4]. 
Using ANSYS Meshing with default settings, coarse 
and fine computational meshes were generated with 
900k and 45M tetrahedral cells, respectively. CFD 
simulations were performed in ANSYS Fluent 2019R2. 
Steady-state simulations were performed on the coarse 
mesh, employing laminar flow model with a pharyngeal 
velocity inlet boundary condition (BC). Transient 
simulations were performed on the fine mesh using the 
WALE Large Eddy Simulation (LES) turbulence model, 
time-steps of 10-5s, and a homogeneous, sinusoidal 
velocity inlet BC. The peak volumetric flowrate was 
600ml/s and the period was 5s. The airway geometry 
was considered rigid, and no-slip wall BC was 
employed. Simulating RMM, one nostril was kept 
closed (wall) while the other had a total pressure BC. 
Three periods were simulated and the pressure 
difference between right and left nostril was recorded 
(Fig. 1).  
 
Results and Discussion 

Fine mesh, transient LES simulations produced RMM 
data similar to those obtained with the coarse mesh, 
steady-state laminar model (Fig. 2). The flow resistance 
reported from clinical RMM is approximately one order 
of magnitude higher than that obtained from CFD. The 
fine temporal and spatial resolution (CFL≲1, y+≲1) 
ensures that the LES is well within the recommended 
range for pipe-flow and is expected to represent the flow 

field accurately. It is concluded that the observed 
discrepancy between measured and computed RMM 
data is neither due to mesh resolution, transient effects 
nor inaccurate turbulence modelling. The airflow in the 
nasal cavity can be accurately predicted by a laminar 
flow-model on a relatively coarse computational mesh. 
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Figure 1: Transient flowrate and pressure difference 
between right and left nostril (Black: left nostril closed, 
right open. Red: left nostril open, right closed). 
 

Figure 2: Measured and modelled RMM data. 
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Introduction 

In the last decades, the design of anthropomorphic hands 

has become popular improving cosmesis and 

functionality. Experimentation, simulation, and 

combined approaches have been used with artificial 

hands in the literature to assess the effect of design 

alternatives (DAs) on its final performance. However, 

establishing standard benchmarks for grasping and 

manipulation is a need recognized among the research 

community. Experimental approaches allow assessing 

the grasping ability of artificial hands with realistic 

information about the final performance, but are costly, 

time-consuming, and inconvenient in early design 

stages. Alternatively, computer simulation can be useful 

in assessing and ranking DAs. 

This study presents a new approach based on grasping 

simulation and assessment within the framework of the 

OpenRAVE simulation tool [1]. The new methodology 

involves the use of human knowledge for the generation 

of efficient grasp hypotheses (GHs) and the definition of 

a new metric to assess human-likeness of the achievable 

grasps with the artificial hand. To this end, we propose 

to adapt to a simulation environment, the 

Anthropomorphic Hand Assessment Protocol (AHAP) 

[2], an experimental benchmark that quantifies the 

grasping ability of anthropomorphic artificial hands, 

including human-likeness and grasp stability, through 

grasping actions on several everyday objects. To 

exemplify the methodology, a comparison of 28 

different DAs for the IMMA hand, an anthropomorphic 

prosthetic hand developed by the authors [3], was 

performed.  

 

Methods 

Twenty-eight different combinations of the orientation 

angles of the carpometacarpal (CMC) and 

metacarpophalangeal (MCP) joints of the thumb of the 

IMMA hand [3] were analyzed in order to find the best 

combination to improve its performance. 

For the simulations, the objects used in the experimental 

AHAP were modelled in SolidWorks by the authors [4]. 

For the sake of simplicity, only the two most frequently 

used grasp types (GTs) were covered in this study: pulp 

pinch and cylindrical grip. 

For the new grasping simulation approach, the 

OpenRAVE Grasping Module was extended by the 

authors with phyton scripting. For each object, a set of 

GHs was automatically generated trying to simulate 

how the object is usually grasped with the intended GT. 

Then the grasp process was simulated to reach a 

grasping posture. Finally, each final grasping posture 

was automatically assessed according to the 

anthropomorphic criteria for GT correctness defined in 

the experimental AHAP [2]. In order to compare the 

human-like grasping and the stability of the grasps 

performed with the different hand DAs, a new index is 

proposed, named Simulated Grasping Ability Score 

(SGAS), adapted from the Grasping Ability Score (GAS) 

defined in the AHAP [2]. 

 

Results 

The best DA was found to be that with orientation angles 

CMC 30º and MCP 75º. Figure 1 shows, for this DA, 

one of the grasps accomplishing GT correctness for each 

of the six simulated objects. 

Figure 1: Correct grasps performed with the best IMMA 

hand design alternative. 

 

Discussion 

A new simulation benchmark has been proposed which 

follows an anthropomorphic approach for defining the 

GHs and for assessing prosthetic hand designs. The 

main contributions of this approach with respect to the 

existing methods in OpenRAVE are: 1) It reduces the 

computational cost taking profit of the human 

experience for limiting the number of GHs; 2) Its 

principles are adapted from the experimental benchmark 

AHAP; 3) It resulted in more anthropomorphic and 

realistic grasps; 4) The metric associated to the 

benchmark allows the comparison of different hand 

DAs in order to obtain optimal solutions. 
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Introduction 

Bioresorbable stents are a promising alternative to 

permanent metallic devices since they may provide 

vessel support only for the time require and are 

subsequently naturally degraded. However, there are 

still challenges with polymeric bioresorbable stents 

since they show lower mechanical properties compared 

to their metallic counterparts [1]. The use of finite 

element models (FEM) is now widespread, since it 

allows to obtain a wide understanding of the stent 

mechanical properties and performance in relative time 

and cost effective way. Each model however needs to be 

validated through appropriate comparison with in-vitro 

test results, which has rarely been carried out for 

bioresorbable braided stents [2]. The present work aims 

to build a verified computational model of different in-

house manufactured braided polymeric stents with the 

final goal to have a framework allowing the stent 

mechanical optimization.  

Methods 

Different stent geometries were reconstructed with the 

Matlab code by Zaccaria et. al [3] and imported into 

Abaqus/Explicit software as orphan meshes of 

Timoshenko beam elements (Fig 1a). All the stents 

featured a 5-mm internal diameter, a 100-µm wire 

diameter and a 20-mm length. Two different braiding 

patterns were reconstructed: 1:1-1 and 2:2-1 [4] (Fig 

1b). Also, different braiding angles were implemented, 

namely 30° and 20°. Both parallel plate and the radial 

compression tests were simulated. Two and ten rigid 

plates were modeled as rigid bodies to resemble 

respectively the two setups. In both tests, the stents were 

compressed/crimped to reach circa the 50% of their 

initial diameter. The poly-L-lactic acid (PLLA) was 

modelled as an elastoplastic material and its mechanical 

properties were determined from tensile testing of 

filaments. The wire-wire and stent-setup friction 

coefficients were assigned as a penalty after a fitting 

process. The computational outcomes were then verified 

by comparison with experimental curves derived from 

the in-house performed mechanical tests.  

Results 

From the friction coefficient analysis, it could be 

observed that the curve hysteresys mainly depends on 

friction between the stent and the plates, while internal 

friction between the stent wires has a minimal effect. It 

was found that for a stent-stent and a stent-setup friction 

coefficient of 0.3 and 0.25, respectively, the developed 

computational model accurately matched the 

mechanical behaviour of the PLLA braided stents for the 

parallel plate (Fig 1c). With the same coefficients, a 

satisfingly result was also reached for the crimping 

model in which the radial stiffness, the chronic outward 

force and the force at maximum compression are well 

represented while the radial resistive force is just 

slightly overhestimated (Fig 1d).  

 
Fig 1: (a) Representation of the braiding pattern 
reconstructed; (b) Parallel plate (top) and crimping test 
(bottom) schematics; (c) Example of the parallel plate 
test results; (d) Example of the crimping tests results. 
Discussion 

This study developed and experimentally-validated a 

computational model that could provide an additional 

insight on the mechanical properties and potentialities of 

PLLA bioresorbable braided stents. This could be also 

used as a framework for further mechanical properties 

optimization to decrease the performance gap between 

the current bioresorbable braided stents and their 

metallic counterparts. 
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Introduction 
Modelling of human soft tissue biomechanics is the 
basis for the development of new clinical applications 
that will improve diagnosis and treatment of some 
diseases, as well as the planning and guidance of some 
surgical interventions. The most popular technique used 
to predict the deformation of the human soft tissue is the 
finite element method (FEM) due to its high accuracy 
and robustness. However, FEM has a high 
computational cost, which makes it unfeasible to 
integrate in real-time computer-aided surgery systems. 
An alternative for simulating the mechanical behavior of 
human soft tissues in real time comes from the use of 
machine learning (ML) techniques, which can be trained 
to provide much faster simulations than FEM.  
 
Methods 
In this work, a relatively novel approach for developing 
a biomechanical model of the liver is presented. The 
model employs a neural network (NN) to provide real-
time inference. It was trained on tens of thousands of 
FEM simulations of the biomechanical behavior of the 
liver on more than 100 different liver geometries. 
Considering a target accuracy threshold of 3 mm for the 
Euclidean Error, four different scenarios were assessed: 
a single liver with an arbitrary force applied, a single 
liver with two simultaneous forces applied, a single liver 
with different material properties and an arbitrary force 
applied. Finally, a much more general model capable of 
modelling the behavior of any liver with an arbitrary 
force applied [1]. 
 
Results 
The results show that ML models perform extremely 
well on all the scenarios, being capable to keep the Mean 
Euclidean Error under 1 mm in all cases [1]. For a single 
liver with an arbitrary force applied, 99.96% of samples 
were within the accepted error range; for a single liver 
with two simultaneous forces applied, 99.84% of 
samples; for a single liver with different material 
properties and an arbitrary force applied, 98.46% if 
samples. Finally, for the model capable of modelling the 
behaviour of any liver with an arbitrary force applied, 
99.01% samples were within the accepted error range 
for the median liver [1]. 
 

Furthermore, the proposed model achieves working 
frequencies above 100Hz on modest hardware (with 
frequencies above 1000Hz being easily achievable on 
more powerful GPUs), which implies that they can work 
in real-time. These results constitute a remarkable 
improvement in this field and may help introduce them 
in clinical practice. 
 
Discussion  
The main objective of building a general model able to 
simulate the mechanical behavior of any liver, given an 
arbitrary force, with sufficient accuracy and in real time 
has been achieved. However, other options exist too. For 
instance, the model in the first scenario achieves higher 
levels of accuracy, as compared to any liver in the last 
scenario. In practice, for applications requiring such 
precision, it would be sensible to simulate a particular 
liver geometry under a few hundred forces and train a 
NN on top of it, as part of the pre-operative process.  
 
Furthermore, the capability of the method to generalize 
from situations where multiple forces or different 
material properties are at play has been shown. 
 
Finally, a novel geometry parametrization algorithm has 
been developed, which allows the NN model to 
generalize to unknown geometries. Moreover, a simple 
but effective modification to the coherent point drift 
algorithm has been employed, which enables this 
algorithm to achieve excellent registration results even 
when the registered geometries are drastically different. 
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Introduction 
The abdominal aortic aneurysm (AAA) is a pathological 
enlargement of the section of the aorta, between the renal and 
iliac arteries. When not surgically treated, the AAA may 
result in the rupture of the aneurysm sack, a condition that 
carries a high mortality rate. The clinically established 
criterion to undergo surgery is when the maximum diameter 
is above 5cm. However, this criterion does not ensure the rise 
of premature life-threatening development of the aneurysm 
before that threshold. In this setting, to correlate 
hemodynamics, mechanical and biological characteristics of 
the aneurysm, along with the geometry of the sack and the 
risk of rupture, is essential to provide reliable indicators of 
rupture potential. However, large datasets of aneurysms are 
needed to assess the reliability of a new risk indicator. We 
describe a data augmentation methodology to generate 
aneurysm shapes that are statistically relevant, starting from a 
dataset of  patients. 

Method 
A dataset of  CT-based models of AAA is segmented. 
Subsequently the 3D models are reconstructed using the 
software PRAEVAorta (https://www.nurea-soft.com). A 
suitable parametrisation is then devised. We identify a 
centreline , and  sections of the aortic wall, perpendicular 
to the centreline. The profile of each section  is 
approximated using a Fourier series, as in figure 1:  

 

Each aneurysm of the dataset is then be identified by the set 
o f pa ramete r s : , where 

.  

Figure 1: Left: Aneurysm from the dataset parametrised. 
Right: in red the Fourier approximation of the aortic wall, in 

blue. 

Then we introduce a reduced basis technique to build low-
dimensional spaces where each aneurysm of the initial 
dataset is projected. To take into account the heterogeneity 
and inherent variability, for each space an appropriate energy 
threshold is chosen, based on an in-sample and out-of-sample 
convergence analysis. Projecting onto the low-dimensional 
spaces, the following approximations holds:  

. 

See figure 2 for a progression of the aneurysm approximation 
in reduced spaces with increasing level of energy. 

Figure 2: Reconstruction of an aneurysm from the dataset. 
The parameters are projected onto the reduced dimensional 
spaces that capture 90%, 95%, 99% and 99.9% of energy.  

T h i s l o w - d i m e n s i o n a l s p a c e a l l o w s u s t o 
employ unsupervised learning approaches based on Gaussian 
mixture models. In particular, we first build multivariate 
normal distributions on the coefficients , and 
then draw samples of coefficients , that finally allow us to 
build new aneurysm’s parameters, namely:  

.  

Results 
To explore the AAA shape variability different energy 
thresholds are used to build the reduced spaces, and up to 
four gaussians are employed in the construction of the 
unsupervised learning model. Examples are shown in figure 
3. 

Figure 3: Aneurysms generated with unsupervised learning. 
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Introduction 

The process of cell proliferation is essential to maintain 

a balance between cell generation and cell death. This 

process is characterized by its complexity and leads to 

the growth and division of cells [1, 2]. Under some 

circumstances, abnormal proliferation can occur, for 

example, when tumour cells appear, and then, several 

tissues can be compromised [3]. Both healthy and 

tumour cell proliferation are dependent on, for example, 

oxygen, glucose, or growth factors and, if their supply is 

affected, the process can be compromised [4, 5]. 

To study biological phenomena like cell proliferation, it 

is possible to use several different computational 

models. With these, various hypotheses can be explored 

faster [6]. 

The objective of the present work is to analyze the 

influence of oxygen and glucose in the process of 

proliferation of a healthy and a tumorous cell. Thus, a 

previously created algorithm, combining the Radial 

Point Interpolation Method (RPIM) with a new 

phenomenological cell growth law, was used. 

Moreover, different normal and abnormal ranges of 

oxygen and glucose concentration were assumed. 

 

Methods 

The algorithm proposed in this work uses specific input 

data and the new cell growth law to establish and initiate 

the process of cell growth. This growth continues until 

the cell doubles its initial volume if the concentration of 

oxygen and glucose are adequate and then, the growth 

stops and the cell divides into two new cells. If not, the 

cell does not grow and might initiate the process of 

apoptosis and die. This algorithm is solved by the RPIM. 

The main steps of this method are the definition of the 

geometry of the problem, the solid domain, its limits, 

and of its boundary conditions, the discretization of the 

domain using a nodal set, the imposition of the nodal 

connectivity by overlapping influence-domains, and the 

creation of shape functions through the combination of 

radial basis and polynomial basis functions [7]. 

 

Results 

Twenty-five different curves representing the growth of 

the cells, in terms of volume, were obtained both for 

healthy and tumor cell, by combining the different 

defined states of oxygen (extreme hyperoxia, hyperoxia, 

normal oxygen concentration, hypoxia and extreme 

hypoxia) and glucose concentration (extreme 

hyperglycemia, hyperglycemia, normal glucose 

concentration, hypoglycemia and extreme 

hypoglycemia for glucose). Thus, normal, abnormal and 

extreme concentrations of glucose and oxygen were 

considered in order to study their influence in the two 

types of cells. For both cells, their growth occurs in 

almost all cases, with different velocity rates, with the 

extreme states of concentrations being the exceptions. In 

these last cases, the cells started the process of apoptosis. 

 

Discussion 

Under normal concentrations of oxygen and glucose, the 

healthy cell grew in 24 h and the tumor cell in 18 h, 

which correspond to the normal duration for a human 

cell cycle. When these concentrations are increased or 

decreased, the time of growth is affected, tending to be 

slower in all cases, mainly under hyperoxia, hypoxia, 

and hypoglycemia. In extreme states, the apoptosis 

process is initiated, as expected, since cells tend to 

protect themselves from the aggressiveness of the 

medium and die to avoid mutations. 

The main difference between healthy and tumor cells is 

the time of the process of proliferation and the effect of 

hyperglycemia. In tumor cells, this process is faster and, 

in healthy cells, hyperglycemia slows their proliferation. 
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Introduction 

Menisci suturing is a common surgical technique 

nowadays. Menisci have been modeled with different 

degrees of complexity in finite element models (FEM) 

of the human knee [1], but there are few works focused 

on simulating the meniscus subjected to traction loads in 

its longitudinal direction [2], such as those produced by 

sutures after repair. Moreover, there are no models that 

include the effect of the orifice for the suture. This study 

develops a material model of the meniscal horn when it 

is pulled by the thread used to reattach its root. 

 

Methods 

 For the experimental data, the anterior horn of a human 

medial meniscus pierced by a Nº2 suture was used. Its 

surface was marked with 4 ink dots, 2 at the thread 

insertion and 2 far from this area. A displacement-

controlled load-to-failure test was performed on a 

uniaxial testing bench, as shown in Figure 1a, with the 

traction load aligned with the meniscal fibers and with 

the suture. The displacements of the dots were recorded 

by a videogrammetric system synchronized with the 

machine load cell, which computed the distances 

between the ink marks as a function of the traction force 

until the beginning of the tissue cut-out. 

 

 
Figure 1: Specimen on the testing bench and its model. 
 

 A FEM of the meniscal horn reproducing the boundary 

and load conditions of the test was developed in Abaqus 

(Figure 1b). Hyperelastic incompressible Mooney- 

Rivlin models of 2 and 3 parameters [3] were used for 

the tissue. To identify the model parameters, a two-

phase genetic algorithm was developed. In the first 

phase, the engineering stress () was computed as a 

function of the experimental strain ratio () assuming 

homogenous isotropic material, thus disregarding the 

orifice, and uniaxial traction [3]:  
 𝜎𝑡ℎ𝑒𝑜 = 2𝐶10(𝜆 − 𝜆−1) + 2𝐶01(1 − 𝜆−3) +

6𝐶11(𝜆
2 − 𝜆 − 1 + 𝜆−2 + 𝜆−3 − 𝜆−4)   (1) 

While the experimental stress was estimated as: 

 𝜎𝑒𝑥𝑝 = 𝐹/𝐴 (2)  

F being the measure traction force and A the initial 

meniscal cross-section at the suture point. The 

parameter set, {C10, C01} for the 2-parameter model or 

{C10, C01, C11} for the 3-parameter model, were found 

minimizing the RMS between theo and exp searching in 

a wide domain (±106 MPa for all parameters). In the 

second phase, the model parameters were recomputed 

by minimizing the RMS between exp, the strain ratio 

experimentally measured in the orifice area, and theo, 

the value simulated for the same points by the FEM of 

the meniscus. For this phase, with a much higher 

computational cost, the parameters of the first phase 

acted as seeds narrowing the search domain around them 

(first phase results ±5 MPa for all parameters).   

 

Results and Discussion 

The model parameters found by each phase of the 

material optimization algorithm are shown in Table 1 for 

the 2- and 3- parameter Mooney-Rivlin models, 

respectively. The computational time and RMS in the 

orifice area achieved by each phase are also detailed. 

The 3-parameter model was more suitable to simulate 

the strain near the meniscal orifice. However, the RMS 

for the marks far from the orifice was greater than 0.01, 

suggesting that a different material model is needed for 

each tissue area. Not including the first optimization 

phase was checked with a relatively small initial domain 

(±500MPa for all parameters), but after 12 hours the 

RMS still made it unfeasible.  

 
Phase C01 C10 C11 RMS Time 

Mooney-Rivlin model of 2 parameters 

1 1.8450 -0.9801 - 0.00016 1.0s 

2 0.6131 -0.0948 - 0.0204 4.8h 

Mooney-Rivlin model of 3 parameters 

1 1.7468 -0.8775 0.0892 0.00018 0.8s 

2 2.2866 -18706 1.3968 0.00012 6.8h 

Table 1: Material optimization results. 
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Introduction 

Designing for variable stiffness within fracture fixation 

implants could be the key to providing the next 

generation of fracture healing. It is well established that 

modern fracture fixation devices can suffer from being 

over-stiff, which inhibits the bone healing process [1]. 

Small amounts of motion at fracture site stimulates 

callus formation, leading to quicker healing, stronger 

bone formation, increased bone density and stiffness [2]. 

Implementing time-dependent stiffness to biomedical 

implants to better suit the requirements of bone-healing 

could offer enhanced healing rates. 

Finite element analysis (FEA) on full lattice structures 

is very computationally expensive [3]. To predict the 

mechanical performance of an implant incorporating a 

bioresorbable lattice region such as the concept shown 

in Figure 1, at multiple points in time during the healing 

process, would be beyond the capability of industrial 

computation. In this study, homogenisation is 

investigated as a method of simplifying the model. 

 

Methods 

Homogenisation numerically calculates macroscopic 

mechanical properties from a meso-scale geometry 

input by applying predefined amounts of strain to a 

representative volume element and extracting resultant 

stresses. In this work a body centred cubic (BCC) lattice 

structure is investigated using Ti6Al4V material 

properties so that workflow can be experimentally 

validate in future work. A 5×5×5 mm3 BCC unit cell 

with 1 mm strut diameter is designed within ABAQUS 

and meshed with C3D8R elements. EasyPBC [4] and 

Micromechanics plugins are used for homogenisation, 

then homogenised mechanical properties are outputted 

and used to create an equivalent macroscopic material. 

A 25×25×25 mm3 lattice model and a solid model of 

same dimensions with homogenised material properties 

are tested in compression (Figure 2). 

 

Results 

Number of elements reduced by 80% in homogenised 

test model, reducing computational cost. Homogenised 

model performs within 7% of the lattice (Figure 3). 

 
Figure 1 – Concept implant design, incorporating 

lattice structure to TomoFixTM [5] implant 

 
Figure 2: Comparison of mesh and element number for 

full lattice and homogenised model 

 

 
Figure 3: Comparison of deflection in FEA compression 

tests for full lattice and homogenised model 

 

Discussion 

Lattice structures in conjunction with bioresorbable 

materials, such as zinc-magnesium alloys, could be used 

in fracture fixation devices to enable tailored and 

predictable variation in stiffness over time. To achieve 

this it is crucial to model the implant at different time 

points throughout the healing process, varying the 

implant and lattice geometry as a function of the 

degradation rate of the resorbable material. As the 

implant - namely the lattice structure - resorbs, its 

stiffness will reduce and therefore allow increased 

amounts of micromotion. Homogenisation successfully 

reduces the computational cost of this problem. 
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Introduction 
Collagen fibrils are the main building constituent of 
many human tissues, e.g. tendon, bone, skin and the 
cornea. Their specific building pattern with cross-links 
connecting collagen molecules to a fibril provides them 
with unique mechanical properties: high elasticity, large 
strength and a substantial energy dissipation during 
deformation. It has been observed that aging and the 
augmented glycation level in diabetic patients triggers 
an increased formation of non-enzymatic cross-links, 
so-called Advanced-Glycation-Endproducts (AGEs) 
between tropocollagen molecules in bone, but also in 
soft tissues with a long half-life of collagen. The 
increased occurrence of AGEs correlates with an 
increased fracture risk in diabetic bone and deterioration 
of mechanical properties in tissues. Since the shearing 
of collagen is responsible for plasticity and toughness, 
any restriction of this might make the material more 
brittle. However, it is unknown how AGE accumulation 
affects collagen sliding mechanisms and damage. We 
study the mechanisms leading to inferior material 
properties in diabetic patients, e.g. brittleness, reduced 
strength and toughness, using a computational bottom-
up approach. On the nano-scale level, we are able to 
investigate the influence of different parameters like 
cross-link type (enzymatic and non-enzymatic), cross-
link density, cross-link mechanical properties, cross-
link distribution, collagen molecule stiffness, fibril 
diameter etc., using a coarse-grained molecular 
dynamics model of a representative part of the collagen 
fibril. In this way, we can provide a comprehensive 
study of collagen fibrils and their mechanical behavior 
influenced by various factors. 
 
Methods 
We implemented a computational 3D model of a 
collagen fibril segment presenting five gap and overlap 
zones, the typical basic building unit of collagen fibrils. 
Velocity controlled tensile tests were performed until 
fracture and beyond, using steered molecular dynamics. 
Tropocollagen molecules are represented by particles 
arranged in a chain of “beads” and interacting according 
to multi-body potentials. This procedure is commonly 
referred to as coarse-grained modelling. The mechanical 
interactions between the particles are obtained from 
literature [2] [3] [4] and full-scale molecular dynamics 
simulations using a reactive force field and performing 
tensile tests on AGEs cross-links (glucosepane and 
pentosidine) until fracture. Parameters obtained from 
glucosepane modelling were used as representative 
parameters for AGEs cross-links, since its levels of 

occurrence have been found to be up to 1000 times 
higher than of any other non-enzymatic cross-link [5]. 
Enzymatic cross links were inserted at the respective 
ends of the tropocollagen molecules, whereas AGEs 
crosslinks are randomly distributed along their helical 
backbones. This approach allows to reach length scales 
of several hundred nanometers and time scales of 
microseconds, where tensile tests are performed with a 
constant velocity of 10m/s with a time step of Dt = 10fs. 
 
Results 

 
Figure 1: Stress versus strain of a collagen fibril: We 
vary the densities of enzymatic and AGEs cross-links. 
An increase in cross-link density leads to increased yield 
stresses and strains, as well as fracture stresses and 
strains. We also see that an increased number of cross-
links leads to a more brittle fracture behavior. Further, 
with higher AGEs cross-link content, enzymatic cross-
links have less influence on the increase of fracture 
stresses. For larger cross-link densities, a second 
regime (steeper curve) is activated. 
 
Discussion 
Our model is in good agreement with other data from 
the literature, but does not show the specific three phase 
behavior as observed in previous in-vitro studies [6]. 
Therefore, we will further implement the “hairpin” 
telopeptide-end as observed by Uzel et al. [7], which has 
been hypothesized to cause an additional “plateau” 
phase. We believe we can provide a comprehensive 
insight into collagen mechanics by investigating the 
influence of different parameters. 
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Introduction 

Intracranial aneurysms (ICA) are a structural and 

residual deformation of the arterial wall. The estimated 

prevalence of unruptured ICA is 2-5 % in the world 

population [1]. ICA rupture leading to subarachnoid 

haemorrhage has a fatality rate of 30-40 % [2]. None 

method currently exists to accurately predict the rupture 

risk. The aim of the MECANEV project is to quantify 

the in vivo mechanical behavior of unruptured ICA and 

provide a decision support tool to clinicians. This 

project encompasses the design of an experimental 

arterial wall deformation device and of a numerical tool 

to quantify the wall stress state by inverse analysis.  

This device is a guidance flux system that has been 

calibrated on an experimental bench with a polymeric 

phantom artery. We present in this study the associated 

numerical model and its use to estimate the best ratio 

thickness/stiffness wall linked to the issues of 3D 

printing or molding process in designing both thin and 

soft materials and evaluate the distance 

device/aneurysm wall effect. 

 

Materials and Methods 

 

The numerical model developed on COMSOL 

Multiphysics included solid mechanics elements 

considered as isotropic elastic linear materials: the 

artificial phantom artery (reconstructed 3D geometry) 

and the deformation device (PTFE). 2 parameters were 

studied: the thicknesses of the aneurysm wall and of the 

artery wall (600,1500 𝜇m for the artery and 400 𝜇m for 

the aneurysm,) with Young’s modulus between 0.2-3 

MPa. Several impact locations and several distances of 

the device to the wall (1-5 mm) were considered.  

The model included 2 laminar flows: one for the static 

artery outer environment, and one for the miscible artery 

flow and device pulsed flow (water for both flows for 

calibration purposes). The associated flow rates were 

500 mL/min and 150 mL/min respectively. The fluid-

structure interaction (FSI) between the aneurysm arterial 

wall and the artery/device flow was computed using the 

arbitrary Lagrangian-Eulerian technique (ALE) and 

considering the loading of the fluid on the surface [3].  

 

Results and Discussion 

The center of the impact location on the aneurysm wall 

was considered, the displacement and the strain tensor 

norms for the couples 600-400, 1500-400 𝜇m were 

compared for all the Young’s modulus between 0.2-3 

MPa. For the same aneurysm area wall thickness and a 

same Young modulus, the displacement norm was not 

comparable unlike the strain tensor norms differences 

which were between 2 % and 3 %. It has been observed 

for all the Young’s modulus (figure 1).  

 
Figure 1: Strain tensor and displacement norms in the 

center of impact location on aneurysm wall for 600-400 

𝜇m and 1500-400 𝜇m and E between 0.2 and 1 MPa. 

 

It was possible to quantify the device position influence 

on the displacement and strain norms. As it was difficult 

to target a specific position in the experimental bench, a 

range of value regarding the position was valuable.  

 

Conclusion 

The developed numerical model was useful for the 

calibration phase of the device with support in (1) 

designing the phantom artery: for a strain study, it is 

important to target the appropriate aneurysm thickness 

but we have flexibility in other part of the artery and (2) 

quantifying the uncertainties of the experimental bench 

to help the further numerical/experimental comparisons.  
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Introduction 

Trabecular bone microarchitecture is optimized for 

load-bearing capacity [1]. Computational modeling has 

been used extensively to investigate relationships 

between trabecular bone mechanics and its micro-

architectural features. Among these models, a range of 

idealized units cell geometries, such as open-cell foam 

[2] or hexagonal columnar structure [3] have been 

proposed. While these idealized structures may 

adequately represent certain features of bone micro-

architecture, they fail to capture more intricate 

morphological features. To produce biomimetic 

scaffolds of trabecular bone, this study proposes two 

separate mathematical algorithms producing 

computational models of trabecular bone based on 

spinodoid and dual-lattice based approaches.  

 

Methods 

The two algorithms were developed and implemented 

within the MATLAB-based Gibbon toolbox [4]; (i) a 

spinodoid [5] stochastic microstructure was derived 

from the phase-separation process using Gaussian 

random field; (ii) a dual-lattice structure was built on 

Delaunay triangulation of tetrahedron elements and 

thickening struts with desired thickness. As a 

comparison, the well-known gyroid-based structure was 

also included in the analysis, which was built using 

periodic unit-cells to create iso-surfaces boundaries for 

the solid/void sections.  Sensitivity analysis was 

performed to determine the representative volume 

element (RVE) size. Using image processing tools [6], 

morphometric and topological indices were evaluated, 

quantitatively describing structures, and compared to 

porcine bone, as the reference structures (Figure 1). 

Finally, finite element analysis on the optimized 

structures as well as bone samples was applied, and their 

mechanical responses were analysed. 

 

Results 

Comparison of studied morphometric and topological 

parameters, as well as elastic mechanical behaviour, is 

shown in Table 1. It was found that bone volume 

fraction (BV/TV), trabecular thickness (Tb.Th), 

trabecular separation (Tb.Sp), and degree of anisotropy 

(DA) are reproduced close to the reference values. 

Despite this, the predicted mechanical properties along 

the primary loading direction (E33) of the gyroid and 

spinodoid are lower than the reference bone. This arises 

from differences in other parameters, whereby higher 

connectivity density (Conn.D.) and ellipsoid factors 

(EF), and lower SMI values were found in the 

computational models. It was found that both the gyroid 

and dual-lattice performed better than the spinodoid in 

reproducing mechanical behavior besides morphomtric 

indices. 

 

 
Figure 1: Computationally generated structures, a) 

gyroid, b) spinodoid, c) dual-lattice and a d) realistic 

trabecular bone sample. 

 

  Bone Sample  Gyroid  Spinodoid  Dual-
Lattice  Parameter   (n=19)       (n=5)   

    Mean Std. dev.   Mean   Mean Std. dev.   Mean 
           
BV/TV  0.36 0.04  0.37  0.37 0.002  0.38 

BS/BV (mm
-1

)   19.83 2.15  24.06  25.86 0.130  22.03 

Tb.Th (mm)   0.16 0.02  0.17  0.16 0.003  0.17 

Tb.Sp (mm)   0.39 0.05  0.24  0.21 0.001  0.29 

DA  0.60 0.08  0.51  0.64 0.007  0.62 

Conn.D. (mm
-3

)   16.55 4.50  47.44  37.70 0.453  47.74 

SMI  0.10 0.27  1.43  1.77 0.022  1.32 

EF  -0.17 0.02  -0.06  -0.04 0.006  -0.02 

E11  599.41 246.61  527.79  172.39 19.50  485.61 

E22  740.06 182.46  526.23  204.50 22.90  465.33 

E33   1187.86 222.31   886.55   713.51 19.94   1312.69 

Table 1: Realistic bone, in comparison with the 

computationally generated structures. 

 

Discussion 

This work presents two new efficient computational 

techniques for producing trabecular bone-like structures 

using spinodoid and dual-lattice based algorithms. Both 

approaches algorithms are highly versatile and can 

capture many of the morphometric and topological 

parameters of trabecular bone tissue, as well as simulate 

their anisotropic elastic behaviour. These techniques 

have potential applications for as candidate biomimetic 

scaffolds for bone tissue engineering and to further our 

understanding of trabecular bone biomechanics.  
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Introduction 

Total hip arthroplasty (THA) is one of the most common 

surgeries that is done worldwide with an increasing 

trend. [1] Although it is a successful surgery in some 

cases it still requires a revision surgery mostly due to 

bone resorption caused by wear particles. [1] There are 

three hypotheses about the wear particle transportation 

into the bone i.e., high pressure theory, implant 

micromotion and the Brownian motion. [2-4] The 

intracapsular pressure for different activities was 

measured e.g., during walking, standing, climbing stairs 

[5] Alidousti et al. [6] performed a simulation including 

femur and implant with a micromotion definition and 

the study showed that the micromotion and high 

pressure affect the transport of the wear particles. 
The aim of this study is to show the influence of the hip 

joint position on the velocity flow field. Firstly, steady-

state simulations for three different femur-pelvis 

positions (FPP) were performed. Secondly, the position 

that showed the worst flow field conditions (highest 

velocity) was taken into a time-dependent simulation 

that included micromotion definition between implant 

and bone. 

Methods 

A 3D geometry of a hip joint was imported in the Space 

Claim software (ANSYS Inc., USA). Next, the implant 

(MATHYS Twinsys size 12, MATHYS Medical, 

Switzerland) with a femoral head diameter of 32 mm 

and the acetabular cup with a diameter of 60 mm was 

imported into the assembly and positioned in line with 

the positioning of implants using X-ray images. Finally, 

a 2D model of a THA was created by a plane cut, this 

geometry was transferred into the meshing software 

Pointwise V18 (Pointwise Inc., USA).  

The computational mesh was imported into the Ansys 

Fluent software (Ansys Inc., USA) and the flow field 

was obtained by solving the Navier-Stokes equations. 

During stair climbing the capsular pressure reaches up 

to 60 kPa [5], this value was assigned to the pressure 

inlets. The bones were defined as a porous zone with a 

permeability of 10-14 m2.[6] The gap interface between 

the implant and femur was set at 35 µm [7] and between 

the acetabulum and the femoral head was set at 95 µm 

[8]. The mesh convergence study was done according to 

Roache [9], by discretization of the maximal velocity in 

gap and interface locations. 

Three different FPP were defined neutral position (N) 

and 20° ab/adduction (AB/AD), although the hip is 

capable of greater motion [10]. The position showing 

the worst scenario was further analysed by adding 

periodical micromotion between the bone and implant. 

The micromotion was defined as rotational with a centre 

of rotation in the centre of the femoral head. 

Results 

The final computational mesh consisted of 460k 

elements and the computational time for the steady-state 

simulation was 2910 seconds on single CPU of 2.3 GHz. 

The pressure drop is noticeable in the bone areas, it is 

due to the bone definition as a porous zone (see 

Figure 1a). The micromotion behaves as a pump. 

Figure 1b shows the effect of implant position if closer 

to the gap-femur interface the pressure locally increases. 

  
Figure 1 Pressure field a) Steady-state b) Micromotion flow 

time of 0.14 seconds 

The greatest maximal velocity was reached for the 

abduction (see Table 1) at the gap entrance at the upper 

part of the acetabulum . 

Position AB N AD 

Velocity*10-10 [m/s] 7.02 0.88 4.87 
Table 1 Highest velocity value for different positions in the gap 

area between the acetabulum and femoral head 

Discussion 

Three different FPP were simulated. It has been shown 

that the greatest influence is in the femoral head area 

where the velocity increases. For the worst scenario of 

the flow field the micromotion was applied and the 

effect on the flow field was studied. Also it has been 

shown that micromotion affects the flow field inside the 

THA. This study can be further used as a better 

understanding of the effect of micromotion on the 

particle trajectories and the bone penetration. 
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Introduction 

Thoracic aortic aneurysm (TAA) can be a lethal 

cardiovascular disease, often consisting of a focal 

dilatation of the ascending aorta due to structural 

alteration of the wall. Surgical valve-sparing root 

replacement (VSRR) is a definitive therapy for TAA 

treatment, but the risk of post-surgical complications 

persists in the non-grafted area. The mechanisms 

leading to such events remain uncertain; it has been 

speculated that these problems stem from the 

compliance mismatch between the grafted region and 

the natural aorta, as grafts are significantly stiffer than 

native tissue [1]. To test this hypothesis, we quantified 

the hemodynamics in the descending aorta (DAo) after 

VSRR with differentially stiff grafts by means of an 

image-based, patient-specific fluid-structure interaction 

(FSI) model [2].  

 

Methods 

Pre- and postoperative magnetic resonance imaging 

(MRI) (3TGE SIGNA™) was segmented to reconstruct 

the aortic lumen, which was complemented by a 2 mm 

thick aortic wall. Two pre-op model variants were 

generated, characterized by an elastic modulus of the 

dilated ascending aorta of 1 or 5 MPa, respectively. Four 

post-op variants were generated, characterized by a graft 

elastic modulus ranging from 1 MPa (i.e., physiological 

aortic stiffness) to 12 MPa (i.e., the typical stiffness of 

an implanted graft). For each model variant, based on 

time-resolved phase contrast magnetic resonance 

imaging (4D flow), we defined a three-dimensional inlet 

velocity profile and tuned the three-element Windkessel 

models coupled to the model at the outlets [2]; 

intramural wall stress (IS) and the wall shear stress 

(WSS) were quantified in the DAo. FSI simulations 

were run in ANSYS 21.1 (ANSYS Inc, USA). 

 

Results 

FSI results in the DAo were verified against 4D flow 

data, finding a good matching (p>0.05) between 

velocity patterns. As compared to the post-op model 

with a hypothetical graft material with a pseudo-

physiological elastic modulus (E=1 MPa), the models 

with graft material elastic modulus equal to 5.25 and 9 

MPa showed no statistically meaningful difference in 

WSS in the DAo; when the graft material elastic 

modulus was set to the realistic value of 12 MPa, evident 

and statistically significant increments in DAo WSS 

were observed (Figure.2). IS was significantly higher 

vs. pre-op conditions for each tested graft stiffness. 

 
Figure.1. WSS map at systolic peak of: physiological aorta 

(a); pathological aorta with homogenous E=1 MPa (b) and 

stiffer aneurysm region E=5 MPa (c); post-VRSS aorta 

reconstructed with a graft with E equal to 5.25 MPa (d), 9 

MPa (e), 12 MPa (f). 

 

 
Figure 2. ANOVA of WSS distribution in DAo in cases 

(a), (c), (f) on the left and (a), (d), (e), (f) on the right. 

 

Discussion 

WSS and IS are potentially crucial parameters in the 

adverse remodeling mechanism [3]. Our results indicate 

that WSS and IS increase in DAo from physiological to 

pathological and post-grafting conditions. In the latter 

case, the stiffness of currently available grafts leads to 

increased WSS in the DAo; this effect may be mitigated 

by producing more deformable graft materials. 
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Introduction 
Understanding the mechanisms behind the initiation and 

progression of knee osteoarthritis (OA) would elucidate 

effective preventive treatments for this disease. In vitro 

and in silico research have studied how substantial 

mechanical stimuli yield cartilage damage, establishing 

relationships between the stimulus magnitude and tissue 

response (strains, stresses) [1,2]. For clinical purposes, 

the simulated response needs to correlate with common 

clinical measurements used to identify OA, like the 

Kellgren-Lawrence (KL) grading system. Via finite 

element (FE) modeling, Mononen et al. [3] found that 

the volume of simulated overstressed cartilage tissue 

correlates with the KL grade of the knee, i.e., the larger 

the volume, the higher the KL grade. Although, more 

subjects are needed to increase the reliability of the 

approach, and the authors focused on tissue tensile 

stresses to define weakening in cartilage collagen fibrils. 

Thus, in this study, we implemented the approach 

developed by Mononen et al. with numerous knees. We 

also tested the hypothesis that strain-based volumes 

correlate with KL grades since previous studies have 

defined strain-based damage mechanisms for the 

cartilage non-fibrillar matrix [1]. 
 

Methods 
We utilized a FE template-based approach [3] 

implemented in FEBio to simulate the biomechanics of 

knee articular cartilage in the medial compartment of 

248 knees under a simplified gait loading condition 

(Figure 1). All knees were healthy at baseline and with 

KL grades at 8-years of follow-up: KL0 N = 131, KL1 

N = 30, KL2 N = 56, KL 3 and 4 N = 31. FE models 

used the information of 126 subjects from the 

Osteoarthritis Initiative database and fibril-reinforced 

biphasic formulations for cartilage. We considered 

bones, ligaments, and menisci in the models through 

boundary conditions. We correlated knee KL grades 

with tissue volumes that overpassed thresholds for the 

maximum principal solid stress, defined in an age-

dependent function in [3], the maximum shear and 

deviatoric strains, in the range of 5%-30%, as well as a 

combination of both. We used Kruskal-Wallis and Dunn 

tests to evaluate the differences between volumes of KL 

groups and ROC curves and AUC values to quantify the 

classification capabilities of the approach. 
 

 
Figure 1: Workflow of the present study. 

Results 
Using the 248 knees and the maximum principal solid 

stress criterion, we observed statistically significant 

differences in volumes (p<0.05) between severely 

affected (KL3,4) and healthy knees (KL0). Furthermore, 

when we restricted the analysis to subjects younger than 

70 years, and weight loss below 10 kg during the 8-year 

follow-up (KL0 N = 88, KL1 N = 15, KL2 N = 36, 

KL3,4 N = 15), we observed significant differences and 

acceptable classification powers between KL3,4 and 

KL0 groups (AUC = 0.72) and KL3,4 and KL1 groups 

(AUC = 0.77) (Figure 2). 

 
Figure 2: Results from the best classification approach 

(using the maximum principal solid stress). a) predicted 

volumes according to the KL grade. b) ROC curves and 

AUC values. *p<0.05. 
 

On the other hand, results (not shown) suggested that 

none of the other approaches, using strain thresholds or 

stress/strain threshold combinations, overperformed the 

classification capabilities of using the maximum 

principal solid stress. 
 

Discussion 
The stress-based approach, which suggests volumes for 

possible damage of collagen fibrils, showed promising 

classification capabilities for further development. 

We only concentrated on the instantaneous response of 

a fibril-reinforced biphasic model of articular cartilage, 

further creep analyses under different loading conditions 

may result in larger effects of strains. The strain-based 

predictions explored in this study did not include an age-

dependent criterion, which has not yet been proposed 

and may influence current conclusions. 
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Introduction 
Micro finite element analysis (uFE) is a validated tool 
for non-invasively quantifying bone mechanics using 
high resolution computed tomography (CT) images. 
uFE solvers for Cartesian mesh (or voxel) models, such 
as ParOSol [1], can efficiently solve problems with 
billions of degrees of freedom. As yet, ParOSol avoids 
unrealistic stress-concentrations due to the jagged 
Cartesian mesh surface by employing bonded contact. 
However, this approach itself can lead to large errors. A 
previous study introduced the so-called simulated 
smoothed surface, sliding contact (SS-SC) formulation 
[2] where penalty contact interaction between jagged 
surfaces was defined by a smooth representation of the 
voxelized surface. It was shown that errors in predicting 
contact-induced stresses reduced from 42% (bonded-
contact) to 2% (SS-SC). The present study aims to 
implement the SS-SC contact formulation in ParOSol. 
 
Methods 
As a precursor to SS-SC implementation, a previous 
study [3] implemented the so-called staircase, sliding 
contact (SC-SC) formulation in ParOSol. There, an 
incremental solution strategy was adopted such that 
intermediate contact states leading to the final state of 
deformation were computed in successive increments. 
Within each increment, the inherently nonlinear contact 
boundary conditions were solved iteratively. In each 
iteration, the global stiffness matrix and the global load 
vector were updated by contributions from the tangent 
contact stiffness and the contact reaction forces. These 
contributions were based on a previous penalty contact 
formulation that considered slave nodes of a deformable 
body to be in contact with quadrilateral master facets on 
another deformable body [4]. In [3], hard, frictionless 
contact between two elastic blocks using this 
implementation was investigated. 
The present study extends the above implementation to 
the SS-SC formulation as follows. Slave nodes in any 
slave–master pair are projected onto a simulated smooth 
surface. Data structures are defined to store the locations 
of the projected “smooth nodes” in the ParOSol input 
file. Following [2], the “smooth nodes” are used to 
calculate the contact gap and the resulting contact 
reaction forces. The contact reaction forces are then 
applied to the original Cartesian mesh nodes, retaining 
all the computational advantages of the voxel-based 
approach. 
The implementation is used to analyse the problem of a 
linear elastic, homogeneous and isotropic hemisphere in 
contact with a rigid plane (Figure 1). The hemisphere is 

displaced downward towards the rigid plane to achieve 
1% apparent compressive strain, and restricted in the 
lateral directions to prevent rigid body translation and 
rotation. Coordinates of the smooth nodes are defined by 
projecting the surface nodes of the voxel mesh on the 
analytical (smooth) sphere. 
The SS-SC model predictions are compared to that of 
the SC-SC model (both implemented in ParOSol) and of 
a “benchmark” smooth mesh model implemented in the 
commercial solver Abaqus. 
 
Results 
Figure 1 shows von Mises stress contours, normalized 
to the homogenous elastic modulus of the sphere, on a 
plane passing through the hemisphere centre, as 
obtained using SC-SC and SS-SC models implemented 
in ParOSol and the Abaqus benchmark model. 
 

 

 
Figure 1: von Mises stresses – normalized to sphere 
elastic modulus – predicted using standard penalty 
contact on voxel meshes (left), the SS-SC formulation 
(middle) and the Abaqus benchmark (right). 
 
Discussion 
While the standard penalty contact implementation 
shows unrealistic stress concentrations due to the voxel 
geometry, the SS-SC formulation produced results 
comparable to the Abaqus benchmark. These results 
agree with those of [2] where the same problem was 
investigated using an in-house FEA solver which did not 
possess the excellent scalability of ParOSol. To 
conclude, the present study provides assurance of an 
implementation of SS-SC contact in ParOSol. 
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Introduction 

Most recent works in human biomechanical variable 

estimation are developing data-driven models, which 

are using motion capture, movement history data and 

motion dependent variables (e.g. GRFs, EMGs etc.) as 

input to predict joint position [1] and joint forces [2], or 

to synthesize [3] pose sequences of a virtual human 

character. By combining musculoskeletal estimation 

techniques like force prediction and motion modeling 

approaches, we are taking a step towards physics-based 

computer graphics’ character animation [4], as well as 

ergonomically-adjusted motion estimation (e.g. fatigue 

modeling) [5]. With the use of machine learning to 

produce surrogate models for human biomechanical 

function estimation, such methods provide more 

automated as well as real-time solutions.  

Inspired by the capability of artificial neural networks 

(ANNs) to estimate knee joint kinetics from kinematics 

variables [6], in this work we integrated a joint force 

estimation network into a deep auto-regressive 

algorithm for goal-driven motion synthesis, known as 

Neural State Machine (NSM) [7]. Our model predicts 

the medial and lateral knee contact forces of a 3D 

character in real-time, while the character moves and 

interacts with virtual scene objects.  

 

Methods 

Our force estimation model is based on an alternative 

version of the feed-forward ANN described in [6], with 

less neurons at each hidden layer (121 instead of 400) 

and modified network hyperparameters (activation 

functions, batch size etc.). The network was 

implemented in C++ for Unity [9] (NSM’s runtime 

virtual environment). However, training was carried out 

in Python Keras [8]. A visualization of the medial and 

lateral knee contact forces on the virtual character’s 

avatar while performing tasks in real-time was also 

developed in Unity as shown in Fig.1.  

Two models were trained using gait (of variable speed) 

[6] and sit-to-stand human motion capture datasets [10], 

respectively, and used (either one) according to the 

action label estimated by the NSM. Each model was 

evaluated with cross-validation across all subjects 

(n = 54 for the gait dataset and n = 19 for the sit-to-stand 

dataset). The sit-to-stand dataset was preprocessed 

following the pipeline described in [11], using the 

OpenSim software [12]. During training only joint angle 

measurements were used and no ground reaction forces. 

 

Results 

The Normalized Root Mean Square Error (NRMSE) for 

the gait and sit-to-stand dataset is shown in Table 1. The 

lateral force in the x-axis, is practically negligible, 

therefore it was not evaluated. The low NRMSE values 

indicate that our network performs well and produces 

valid predictions.  

 

NRMSE x y z 

  Gait  

Medial 2.07 6.31 4.28 

Lateral - 5.25 5.26 

  Sit-to-stand  

Medial 0.75 3.49 5.86 

Lateral - 3.02 3.48 

Table 1: The NRMSE values for x, y and z components 

of medial and lateral knee contact forces. 

 

 

Discussion 

The motivation behind our work is to optimize and apply 

an ANN model for knee contact force estimation in a 

real-time virtual environment and test its performance 

during different actions. As continuation to our work, 

we intend to extend our machine learning approach for 

prediction of knee contact forces for more than one 

action classes (running, jumping, dancing etc.), 

overcoming the limitation of the current model being 

action class-specific. In addition, future work may 

include the prediction of contact forces in more joints, 

other than the knee.  
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Figure 1: Visualization of the 

medial and lateral knee contact 

forces during running state. The 

sphere’s color indicates the 

magnitude of the force based on a 

cyan to red heatmap (minimum to 

maximum force). Green and red 

lines, which are parallel to the axis 

of the thigh, represent the direction 

of the force. 
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Introduction 

Markerless motion capture using open-source deep 

learning-based pose estimation, has recently produced 

reliable identification of 2D joint centre locations and 

angles (sagittal plane) from a single camera [1]. Such 

methods could facilitate fast and cost-effective 

biomechanical analysis in clinical and sports settings. 

Interestingly, open-source pose estimation algorithms 

have been trained to detect both visible and occluded 

joints [2], which if accurate, could enable identification 

of sagittal joint angles from both sides of the body, 

instead of just the side closest to the camera.  

 

Alternatively, frontal plane joint angles are yet to be 

assessed with 2D markerless methods. Movement in this 

plane during walking is minimal and therefore, methods 

with low measurement variability and high precision are 

required to detect meaningful changes. The aim of this 

study was to compare marker-based and markerless 

knee and hip joint angles in the frontal and sagittal 

planes during walking. 

 

Methods 

Fourteen healthy participants performed over-ground 

constant speed walking while motion capture data was 

recorded (200 Hz) from fifteen Qualisys cameras and 

two synchronised machine-vision cameras (sagittal and 

frontal plane). Image data from each machine-vision 

camera were processed using OpenPose [2]. Multi-

person tracking and smoothing of joint centre locations 

using Kalman filtering [3] was performed to reduce joint 

centre noise. We employed novel reprojection of 3D 

marker-based joint centre coordinates into each 2D 

machine-vision camera image plane to eliminate 

parallax error between machine-vision and marker-

based cameras. 2D marker-based and markerless joint 

centre locations for the right and left, ankle, knee, hip 

and shoulder were used to calculate knee and hip joint 

angles in the frontal and sagittal plane during one stride. 

Knee and hip angles between systems were compared 

using Bland-Altman analysis. In the sagittal plane, left 

joints were on the occluded-side and right joints were on 

the camera-side. 

 

Results 

In the sagittal plane, camera-side joint angle variability 

(STD of bias) was lower than all occluded-side joints, 

with the occluded hip producing the highest variability 

(Table 1). Sagittal plane joint angle range of motion 

(RoM) from marker-based methods were 45.3 ± 5.7˚ and 

65.8 ± 5.02˚, thus markerless variability accounted for 

less than 6.5% of camera-side joint RoM and over 10% 

of occluded-side joint RoM. Markerless frontal plane 

joint angles had relatively consistent variability across 

all joints (Table 1). Joint RoM from the marker-based 

data of the knee was 11.5 ± 5.31˚ while the hip was 8.39 

± 2.70˚. Thus, markerless variability accounted for ~22-

24% of the total RoM of the hip and knee. 

 

Joint Bias (˚) STD of Bias (˚) 

S
ag

it
ta

l 

Camera-side Knee -1.5 2.6 

Occluded-side Knee -1.8 4.7 

Camera-side Hip -3.6 2.7 

Occluded-side Hip -4.8 6.0 
F

ro
n

ta
l 

Right Knee 0.7 2.5 

Left Knee 2.5 2.1 

Right Hip 4.7 3.1 

Left Hip 3.9 2.4 

Table 1: Sagittal and frontal plane bias and STD of bias 

(variability) for markerless hip and the knee joint 

angles, relative to marker-based results. 

 

Discussion 

This is the first study to employ reprojected marker-

based data to compare aligned markerless and marker-

based 2D joint angles. Markerless sagittal plane knee 

and hip joint angle bias and variability (STD of bias) 

were worse for the occluded-side compared to the 

camera-side joints. Thus, while markerless methods can 

calculate joint centres of occluded joints, variability was 

almost double camera-side joints. Markerless variability 

in the frontal plane accounts for over 20% of the total 

marker-based RoM at the knee and the hip, indicating 

that the signal-to-noise ratio in the frontal plane may be 

too high to extract meaningful joint angle data. Current 

open-source 2D markerless motion capture methods 

have not been trained on biomechanically informed data 

sets and therefore do not have sufficient accuracy and 

reliability to detect occluded joints in the sagittal plane, 

or any joints angles in the frontal plane. 
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Introduction 
All high-fidelity cardiac simulations require a 
comprehensive image-based finite element modeling 
pipeline [1]. While quite accurate, such traditional 
approaches cannot be used in practical for time-sensitive 
clinical evaluations. In this work we developed a neural 
network surrogate modeling method to generate fast 
online predictions while frontload the computational 
cost to model training. Due to the complex geometry of 
the cardiac models, the finite element discretization is 
used and integrated with the neural network. To train the 
neural network model without the need to generate finite 
element solutions, we developed a physics-based 
training scheme using differentiable finite elements to 
backpropagate the gradients from residuals of partial 
differential equations (PDEs) to the neural network. We 
considered active contraction and spatially varying fiber 
structures, all incorporated into a prolate spheroidal 
model of the left ventricle (LV) as a first step scenario. 
 
Methods 
The neural network surrogate model [2] generate trial a 
solution for given input parameters, active contraction 
parameters and pressure level. To train the neural 
network model we employed a physics-based approach. 
The active stress generally cannot be derived from a 
potential, so we cannot use the potential formulation as 
the passive behavior. To address this challenge, we 
develop the training algorithm that drives the PDE 
residuals to zeros. The variations of the virtual work δW 
with respect to the nodal values of the test function yield 
the residual force vector R. Our aim is to drive the 
residual to zero for all instances of the input parameter 
M. We sample N realization of the input parameter M. 
This means solving the nonlinear equations 
corresponding to the stationary equations for the 
variational problem. Evaluation of the Jacobian of the 
residual becomes intractable, so that we solve the 
stationary conditions using a matrix-free approach. We 
then implemented a differentiable finite element library 
using Jax to streamline the computational pipelines with 
neural network surrogate model. 
 
RESULTS 
We consider a prolate spheroidal model of the left 
ventricle (Figure 1). The domain is discretized using 
unstructured tetrahedron elements. The fiber geometry 
was based on a rules-based approach to approximagte 
the -60 to 60 degree transmural gradient, and a Fung-
type material model with constants taken from the ovine 
heart used.  The entire pipeline was then trained against 
a represented pressure-volume loop (Figure 1). To 
verify our differentiable implementation of finite 

elements, we utilized the same boundary conditions and 
use FEniCS [3] for verification. The relative error of the 
gradients is 3.9154565×10–7 for a given random 
initialized displacement field (Figure 1). 

  
Figure 1: The prolate spheroidal LV model using a   
Fung-based constitutive model showing the deformed 
configurations: NNFE mdoel (blue wire frame) against 
the FENICS (DOLFINx) solution (red points), showing 
very close accuracy.  Also shown is the matched P-V 
loop used to train the NNFE LV model. 
 
Discussion 
In this work, we have developed a novel differentiable 
finite elements which is ready to integrate with neural 
network surrogate model for the organ-level model of 
the heart. We verified our implementation with widely 
used finite element library and obtained good matches. 
We also developed a physics-based training algorithm 
based on weak form to train the neural network 
surrogate model. The present surrogate modeling 
method is extensible to incorporate advanced material 
model of myocardium and complex geometry and 
boundary conditions. The current studies include 
investigation of the neural network architecture to 
faithfully reproduce the responses of the left ventricles 
and the mathematical analysis to guide the performance 
improvement of the neural network surrogate model. 
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Introduction 

Osteoporotic fractures are a primary cause for concern 

in our aging population. In 2018, osteoporotic fracture 

costs were estimated to be $57 billion and is projected 

to be $95 billion in 2040. The current gold-standard for 

identifying at-risk individuals relies on measurements of 

bone mineral density. However, bone mineral density 

only accounts for 30% of fracture incidence indicating 

its poor predictive capabilities. New fracture risk 

paradigms are required to improve these bleak statistics. 

Over the last two decades, significant progress has been 

made in understanding bone strength and the factors that 

influence its resistance to fracture. Of these factors, bone 

microarchitecture has been identified as a significant 

predictor of fracture risk. However, this information has 

not been clinically accessible on a large scale. Certain 

techniques exist, such as high-resolution peripheral 

quantitative computed tomography, to assess 

microarchitecture, but this technique is limited in scope 

and can only assess a few millimeters of bone length at 

specific locations. To address this limitation and expand 

microarchitectural measures to whole-bone scales, we 

propose the use of deep learning to take whole-bone 

clinical CT images (250-750 micron) as input and output 

a predicted set of microCT-level (60 micron) resolution 

images in a process called Super-Resolution (SR). 

 

Methods 

Twelve cadaveric femurs were imaged via two different 

computed tomography (CT) methods: 1) an ultrahigh-

resolution CT (UHRCT) scan using the Aquilion 

Precision (250/350 micron in-plane/out-of-plane 

resolution), and 2) a MicroCT (NorthStar Imaging) (60 

micron). For each femur, the two scans were registered 

to each other, and the UHRCT data was upsampled to 

the same voxel spacing as the microCT to create image-

to-image correspondence (~3000 images per bone in the 

axial plane). The microCT image data was segmented 

via deep learning (UNET). Nine of the femurs were used 

to train a neural network for super-resolution image 

processing with the UHRCT as input and the segmented 

MicroCT data as output. We used a pretrained Super 

Resolution Generative Adversarial Network [1,2] and 

trained for 20 epochs with a batch size of 16. We saved 

the model weights with the highest PSNR (Peak Signal-

to-noise ratio) and applied them on the remaining three 

femurs. Average trabecular thickness, trabecular 

spacing, cortical thickness, and bone volume fraction 

were reported as comparative metrics between the SR 

image data and microCT. 

 

Results 

Average trabecular thickness was 0.38 mm for microCT 

and 0.4 mm for SR. Average trabecular spacing was 

0.75 mm for microCT and 0.73 mm for SR. Cortical 

thickness was 1.66 mm for microCT and 1.70 mm for 

SR. Bone volume fraction was 0.36 for microCT and 

0.38 for SR. 

 
Figure 1: Top row: comparative frontal plane slices of 

the original, unseen clinical CT, the ground truth 

microCT, and the super-resolution image data. Bottom 

row: 5x5 mm of image data in the femoral head. Left: 

unseen clinical CT image data. Middle: clinical CT 

processed with our Super-Resolution algorithm. Right: 

SR image data with microCT ground-truth overlay in 

red. 

 

Discussion 

We have successfully demonstrated the capability of 

predicting microCT-level quality image data from 

lower-resolution clinical CT image data at the whole 

bone level. This ability enables a wider breadth of 

fracture-risk prediction approaches, as well as greater 

fidelity of image-based finite element models. Future 

work will involve implementing physics-based 

constraints to the neural network and apply the 

technique to lower resolution image data. 

 

References 
1. Wang et al, ECCV, Proceedings, 2018. 

2. https://github.com/idealo/image-super-resolution 

 

Acknowledgements 
This work was supported by Canon Medical Systems USA. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

TEMPORALLY OPTIMIZED INVERSE KINEMATICS FOR 6DOF HUMAN 
POSE ESTIMATION 

 
Kevin Gildea (1), Clara Mercadal-Baudart (1), Richard Blythman (1) , Ciaran Simms (1) 

1. Department of Mechanical, Manufacturing & Biomedical Engineering, Trinity College Dublin, Ireland 
 

Introduction 

The recent emergence of deep learning and computer 

vision-based 3D human pose estimation presents 

opportunities for a form of markerless motion-capture. 

State-of-the-art approaches have achieved remarkable 

accuracy in predicting global and relative joint positions 

[1], however, many potential applications require 

information on joint orientations, e.g., in the fields of 

biomechanics. Furthermore, methods that do include 

joint orientations are incompatible for applications with 

predefined incongruent kinematic chains, i.e., chains 

with differing limb lengths and proportions. Therefore, 

we propose a temporal inverse kinematics (IK) 

optimization technique to infer joint orientations in a 

user customizable kinematic chain from a position-

based 3D pose input. This technique may be particularly 

useful for sports/injury biomechanics, and telehealth 

applications.  
 

Methods  

Due to the ambiguous joint ‘twist’ angle around links, 

the problem of mapping a kinematic chain to a 

hierarchical 3D position set ([𝑃]) is indeterminate. 

Therefore, optimization is needed. A sequential least 

squares programming procedure [2] is developed to 

solve the minimization problem for a 16-joint kinematic 

chain (𝐺)  expressed using the Denavit-Hartenberg 

convention [3] as a hierarchical set of 4 × 4 

transformation matrices ({𝑇𝑗}
𝑒𝑗𝑝𝑎𝑟𝑒𝑛𝑡) with parent-relative 

positions ({𝑟𝑎𝑗
}

𝑒𝑗𝑝𝑎𝑟𝑒𝑛𝑡
) and orientations ([𝐴

𝑒𝑗,𝑒𝑗𝑝𝑎𝑟𝑒𝑛𝑡 ]) for each 

joint (𝑗) (Eqn.s 1&2), with sequential Cardan angle 

rotation parameterization bounded joint ranges of 

motion (ROMs).  

{𝑇𝑗}
𝑒𝑗𝑝𝑎𝑟𝑒𝑛𝑡 = [[𝐴

𝑒𝑗,𝑒𝑗𝑝𝑎𝑟𝑒𝑛𝑡 ] {𝑟𝑎𝑗
}

𝑒𝑗𝑝𝑎𝑟𝑒𝑛𝑡

0 0 0 1
]  (1) 

𝐺 = {{𝑇1}𝑒𝑗𝑝𝑎𝑟𝑒𝑛𝑡 , ⋯ , {𝑇16}𝑒𝑗𝑝𝑎𝑟𝑒𝑛𝑡 }  (2) 

Two IK algorithms are developed, 1) a frame-by-frame 

approach with local and global losses for pose (Eqn. 3), 

and 2) a 5-frame batch temporal approach including 

weighted losses for joint angular difference and 

positional difference (for links with missing joints) 

across frames (25-frame) (Eqn. 4).  

𝐿𝑓𝑟𝑎𝑚𝑒 =  𝐸∠(�̂�,�̂�) + λ1𝐸∠(�̂�𝑎,�̂�𝑏)   (3) 

𝐿𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 = 𝐸∠(�̂�,�̂�) + λ1𝐸∠(�̂�𝑎,�̂�𝑏) + λ2𝐸∆�⃗⃗⃗� + λ3𝐸∆𝑠 (4) 

For assessment, we generate a series of motion 

sequences for the kinematic chain with 1) congruent, 

and 2) incongruent configurations, and applied both IK 

algorithms to the resulting joint pose sequences, i.e., 

with joint orientations hidden (see Fig. 1). Agreement 

was assessed using a 10-joint Mean Per Joint Angular 

Separation (MPJAS11) between inferred and ground 

truth joint orientations. Randomly drawn rotations 

within joint ROMs average approximately 1.18 radians 

MPJAS11 error (68 degrees/joint).  

 
Figure 1: IK approach for 6-Degree of Freedom (DOF) pose 

from 3DOF pose. 
 

Results 

Table 1 shows a comparison of average angular errors. 

Where algorithm 1 is initialized with random weights 

for each frame (1rand_w) or fed weights from previous 

frames (1prev_w). 
  Skeleton 

Algorithm  congruent  incongruent 

  e b tot  e b tot 

1rand_w  1.2x10-1 0 4.0x10-2  2.5x10-1 3.5x10-2 9.8x10-2 

1prev_w  6.0x10-2 0 1.8x10-2  1.9x10-2 3.4x10-2 8.2x10-2 

2 5-frame  1.7x10-2 0 5.0x10-3  1.7x10-2 3.5x10-2 7.5x10-2 

Table 1: Accuracy of IK algorithms 1 and 2. MPJAS11 (radians) per 
frame for e: frames with extended/straight limbs, and b: frames with 

bent limbs, for both congruent and incongruent skeleton types. 
 

Discussion 

With frame-by-frame IK and congruent skeletons 

(1rand_w, 1prev_w) we obtain uniquely optimal solutions in 

the case of bent elbows and knees, however, for 

extended/straight limbs the solution space is non-

unique. With our temporal approach (25-frame) we reduce 

ambiguity for these poses, resulting in lower overall 

errors for both congruent and incongruent skeletons, 

with negligible errors associated with the former (0.3 

degrees/joint), and low errors for the latter (4.3 

degrees/joint). This technique allows for accurate 

prediction of joint orientations, for convenient post-

processing of 3D pose estimates (e.g., Fig.2).  

 
Figure 2: Example application using 3D predictions from [4]. 
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Introduction 

Total shoulder arthroplasty (TSA) is a common surgical 

procedure to relieve pain and disability associated with 

glenohumeral osteoarthritis. Despite satisfactory results 

and a relatively good long-term survival rate, there is a 

lack of indicators to predict the long-term success and 

revision risk of TSA [1]. The biomechanical 

configuration of the glenohumeral joint could influence 

the implant survival rate and explain possible causes of 

the observed complications, such as the preoperative 

condition of the rotator cuff muscles or the shape and 

orientation of the acromion. Manual quantification of 

these parameters is a repetitive and time-consuming 

process that depends on the subjective assessment and 

expertise of the rater. Therefore, this study aims to 

develop image analysis and deep learning-based 

approaches to automatically quantify multiple potential 

preoperative morphologic markers and to provide an 

objective assessment of the patient’s shoulder anatomy. 

 

Methods 

The first step was to segment the scapula and humerus 

from shoulder CT scans using a Convolutional Neural 

Network (nnU-Net) [2]. The network was trained on 3D 

patches of 60 healthy and 56 pathological shoulder CTs. 

Landmarks identified on the scapula were used to 

quantify its 3D anatomy (Fig. 1). These landmarks 

allow, for example, quantification of glenoid version, 

inclination, or measurement of the position of the 

glenoid relative to the acromion. We developed an 

algorithm for the automatic positioning of the 

predefined landmarks based on a U-Net architecture. 

Training was performed on the same dataset as the one 

used for bone segmentation, which was manually 

annotated by 4 different raters.  

 

 
Figure 1: Positions of the landmarks on the scapula. 

Results  

The 5-fold cross validation showed excellent 

segmentation accuracy for both the scapula and 

humerus. For the scapula, the Dice coefficient of 

segmentation exceeded 0.97 for both healthy and 

pathological cases, whereas for the humerus it was 

approximately 0.99. 

For landmark detection, validation showed that the error 

is at a desired level. It can be observed that the 

prediction error is similar and comparable to the inter-

rater error (Fig. 2). When the error was compared 

between healthy and pathological subjects, it was 

observed that the error was slightly higher for 

pathological cases. 

 

 
Figure 2: Comparison of the error in the position of the 

landmarks for the human raters and automatic method. 

 

Discussion 

In this work, we proposed deep learning-based 

algorithms for segmenting scapula and humerus, and 

predicting specific landmarks of interest for computing 

morphological markers associated with TSA outcome. 

Our validation showed high segmentation accuracy of 

the scapula and humerus. In addition, validation of the 

automatic landmark detection yielded a low error, 

comparable to that of human raters. In the future, we will 

combine this information to automatically determine 

morphological markers, which will allow retrospective 

analysis of a large cohort of patients and correlation of 

the morphometric measurements with clinical 

outcomes.  
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Introduction 

High-resolution peripheral quantitative computed 

tomography (HR-pQCT) can provide important 

information about age-related changes in bone 

microstructure and strength [1]. However, in elderly 

patients, uncontrollable tremors often induce motion 

artefacts that affect the accuracy of HR-pQCT 

measurements [2]. Repeat acquisition protocols are 

commonly used to address this issue; nevertheless, they 

are ineffective in these patients, resulting in motion-

blurred and streaked images. Deblurring these scans 

computationally is a severely ill-posed inverse problem. 

Therefore, we present a deep learning approach to 

suppress motion-induced artefacts in HR-pQCT scans. 

 

Methods 

HR-pQCT scans of 13 patients scanned biweekly for 

five weeks (XtremeCT II, Scanco Medical, 60.7 μm, 68 

kV, 1470 μA, 43 ms) were obtained from a previous 

study [3]. Motion scores of all scans were assessed on a 

scale of 1 (no visible motion artefacts) to 5 (major 

streaks) [1]. Scans with a score of 1 were classified as 

high-quality (HQ), while those with a score 2 or less 

were classified as low-quality (LQ). 15 LQ-HQ scan 

pairs were 3D registered and divided patient-wise into 

80% train, 10% test, and 10% validation datasets. Our 

filtering approach used a generative adversarial network 

(cycle-GAN) as the building block [4]. It enforced the 

cycle consistency using the least absolute deviation (L1) 

to establish a nonlinear end-to-end mapping from LQ 

input images to denoised and deblurred HQ outputs. To 

quantify the signal recovery after motion-filtering, we 

calculated a signal-to-noise ratio (SNR) by fitting two 

Gaussian distributions to values corresponding to bone 

(signal) and soft-tissue (noise). Further, a peak-SNR and 

structural similarity index were calculated between LQ, 

HQ and filtered LQ pairs to assess degradations of 

structures within the image. Finally, three blinded 

operators evaluated motion scores of the validation 

dataset in random order. Fleiss' kappa (κ) was used to 

assess inter-rater reliability between operators before 

and after filtering. 

 

Results 

We found structural similarity index (0.67±0.03) and 

peak-SNR (21.43±1.03) were not significantly different 

between LQ and HQ images. However, the mean SNR 

was significantly higher in HQ (15.83±1.10) compared 

to LQ (13.49±0.91, p<0.01), promoting SNR as an 

evaluation target. Our motion-filtering approach 

consistently improved the SNR of LQ images to 

15.39±0.92 (p<0.01, Fig. 1A), comparable to that of HQ 

(15.83±1.10). Visually, images were denoised and 

deblurred; yet, the network failed to resolve severe 

artefacts (cortical breaks). Finally, operators graded LQ 

images better (Fig. 1B) and more consistently after 

motion-filtering, with κ increasing from 0.162 to 0.237.  

 
Fig. 1: SNR (A), motion score (B), and visual (C) 

improvement of validation data after motion-filtering. 

 

Discussion 

Using paired in vivo scan-rescan data, the proposed 

cycle-GAN method produced promising results in 

preserving anatomical information and suppressing 

moderate motion artefacts in HR-pQCT images after 

acquisition. Severe degradations, causing breaks in the 

cortex, were not fully resolved, but visual evaluations 

confirmed that our proposed method improves image 

quality. Future studies should assess how this method 

impacts the diagnostic quality of density and 

morphology measures. Overall, this work offers 

stakeholders a realistic methodology for improving 

current HR-pQCT datasets such that tools for analysing 

trabecular structure can be used more effectively. 
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Introduction 

Breakover is the phase of the gait cycle from the heel 

being lifted off the ground (onset of breakover) to the 

toe leaving the ground (hoof-off). During breakover, the 

hoof experiences maximum ground reaction forces [1]. 

Lameness is widely regarded as the most prevalent 

problem affecting equines globally and refers to the 

adjustment of a horse’s posture to relieve loading from 

a painful limb. While little is known on the topic, it can 

be hypothesised that lameness influences the duration of 

breakover. The aim of this research was to verify this 

hypothesis. 

 

Methods 

A varied cohort of sixteen horses (ages 13(6)years, 

heights 163(9)cm; five sound, five with acute lameness 

and six with chronic lameness) were included in the 

study. Shimmer3 IMUs (Dublin, Ireland) were firmly 
attached to the lateral aspect of the hooves and collected 

data using triaxial gyroscopes (range ±2000deg/s, 

200Hz). Horses were led at walk along a 20m stretch of 

hard ground for 3 passes. The instants of onset of 

breakover (bover) and hoof-off (hoff) were detected from 

the resultant of angular velocity (Fig 1) [2,3].  

Figure 1: illustration of methods to detect onset of 

breakover and hoof-off 

Breakover durations (TBO, ms) were calculated as the 

time from bover to the subsequent hoff (Eq 1).  

TBO = hoff - bover (1) 

The differences (ΔBO, ms) in breakover duration of the 

left (TBOL) and right (TBOR) limbs of each contralateral 

limb pair were calculated (Eq 2) and Student’s t-tests 

were used to determine whether differences were 

statistically significant. 

ΔBO = TBOR - TBOL (2) 

 

Results 

The absolute mean ΔBO of sound limb pairs was small 

and comparable to that of opposite pairs (Fig 2). Both 

were substantially smaller than ΔBO of lame pairs. No 

differences were seen in any other temporal features of 

gait (such as stride, step and stance durations). This 

suggests that the breakover duration alone is affected by 

lameness.  

Figure 2: absolute mean values of ΔBO for limb pairs 

with no lame limbs (sound), one lame limb (lame) and 

those which were opposite to a lame limb pair (opposite) 

 

Discussion 

The small ΔBO of sound limb pairs (Fig 2) indicates a 

high degree of symmetry in TBO of sound horses. The 

high ΔBO of lame pairs confirms that lameness affects the 

contralateral symmetry of TBO while the value for 

opposite pairs suggests that it does not induce a 

compensatory effect in the unaffected limb pair. A 

prolonged TBO in a lame limb may reduce the jerk, 

increasing comfort, while the reduced TBO of the 

contralateral enables the horse to maintain the overall 

gait symmetry [4]. In summary, lameness has been 

proven to impair the contralateral symmetry of 

breakover and, hence, the methods promise to be a 

valuable tool for detecting and assessing lameness in 

horses. 
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Introduction 

In recent years, a rising interest has involved the use of 

zebrafish due to its human-like physiology, showing 

similar spontaneous heart rate, a heart rate dependent 

QT-interval, similar action potential (AP) shape and 

duration, and the presence of orthologues of human 

genes leading to a functional similarity in cardiac ion 

channels. Thus, the zebrafish has been suggested as a 

potential model for genetic and pharmacological 

screenings for all factors affecting heart functions. 

Although the growing interest, few studies have been 

dedicated to the development of a computational model 

of the zebrafish heart. This work aims to create a reliable 

computational model of the electrophysiology of the 

zebrafish embryo heart. This work represents the first 

step towards the development of a digital twin of the 

zebrafish’s heart. 

 

Methods 

A full-electrophysiological model of a 3 days post 

fertilization (dpf) zebrafish was developed. The 

geometry is composed of the body, heart chambers, and 

heart myocardium [1]. The latter is, in turn, divided into 

four regions: the sinoatrial region (SAR), atrial wall, 

atrio-ventricular band (AV band), and ventricular wall. 

Other parts were created to assign different conductance 

values to reproduce the experimental activation pattern 

of the 3 dpf zebrafish [2]. The Bueno-Orovio four 

variables minimal model [3] has been adjusted to fit 

zebrafish’s atrial and ventricular experimental APs at a 

basic cycle length of 500 ms. Then, the extended 

monodomain equations were solved using a semi-

implicit numerical scheme with a fixed time step of 0.02 

ms in the multiphysics finite element solver LS-DYNA 

(ANSYS, Canonsburg, PA, USA) to determine the 

propagation of the electric signal in the tissue.   

 

Results 

The results were analyzed in terms of: i) the activation 

times at different instants during a single heart beat, ii) 

AP morphology, and iii) the in silico ECG signals as 

compared with the corresponding experimental results 

[1,2,4,5,6].  

The atrium was activated in 36 ms starting from the SAR 

where the stimulus is delivered. A delay of 25 ms 

occurred at the AV band, and finally, the ventricle 

activated with an apex-to-base pattern in 73 ms. These 

activation times compared well with the 35 ms, 25 ms, 

and 75 ms respectively reported in [2]. We also found 

good agreement with the activation sequence reported in 

the same study. Regarding the AP morphology, the 

APD90 was found to be 111.70 ms for the atrium and 

183.82 for the ventricle, the AP amplitude was 86.42 

mV and 102.24 mV, and maximum and minimum 

upstroke were 6.67 V/s and -2.38 V/s for the atrium and 

6.36 V/s and -1.94 V/s for the ventricle, which were 

found to be in good agreement with results from [1,4]. 

Monopolar ECGs (Figure 1) have been assessed by 

selecting two electrodes located in the AV band and 

ventricular regions coincident with the electrode 

location in [1]. Both signals have been found to be in 

line with the in vivo recordings [1].  

 
Figure 1: Monopolar ECGs with their respective 

activation sequence frames. 

A bipolar ECG computed between two electrodes 

located in correspondence with the ventricular base (+) 

and apex (-) is in good agreement with similar records 

reported in literature [5] (Figure 2). 

 
Figure 2: Bipolar ECG computed between electrodes 

located at the ventricular base (+) and apex (-). 

 

Discussion 

This study developed a full-electrophysiological in-

silico model of the zebrafish’s heart and body, allowing 

the evaluation of the main electrophysiological 

parameters and involving a significant improvement 

with respect to the previous model developed in [1] in 

terms of activation sequence and resulting ECG. In 

general, in comparison with the experimental data 

[1,2,4,5,6], we can consider the results as encouraging. 
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Introduction 
The mechanical properties of bone are determined by its 
size and by structural elements – such as the cortical 
thickness or the number of trabeculae – within the bone. 
Like humans, animals can suffer from bone fractures 
due to existing structural changes. We therefore 
performed a histomorphometric analysis to determine 
structural alterations in bones. 
Bone histomorphometry is an essential technique for 
examining the processes of bone disease [1]. 
Osteoporosis is the most common bone disease and is 
associated with an increased risk of fractures [2]. This 
analysis may provide valuable information regarding 
bone structure.  
The purpose of this research was to examine the lumbar 
vertebrae of dogs using histomorphometric analysis and 
to compare findings with previously published human 
histomorphometry data. 
 
Methods 

 
Figure 1: Experiment protocol 
 
In our investigation, we examined the lumbar vertebrae 
(L1 and L2) of five castrated females without 
musculoskeletal disorders. All necessary bioethical 
permissions were received. The protocol for the 
experiment is included in Figure 1. Following 
preparation work, we used OsteoidHisto software to 
conduct this research [3]. You can see how the 
calculations were done in Figure 2. We measured and 
calculated the following structural parameters: bone 
volume/tissue volume (BV/TV); trabecular number 
(Tb.N); and trabecular width (Tb.Wi) [4]. Following our 
calculations, we compared our values with findings 
from other research using human osteoporotic vertebrae.  

Results 

 
Figure 2: OsteoidHisto software BV/TV calculation 
 
Following analysis, we determined that BV/TV (%) was 
16.12 ± 3.06 and 16.08 ± 2.1 in L1 and L2, respectively, 
while Tb.Th was 25.49 ± 2.93 μm and 25.04 ± 2.28 μm 
in L1 and L2, respectively. We estimated Tb.N of 6.3 
and 6.4 in L1 and L2 vertebrae, respectively. The widths 
of L1 and L2 were nearly identical at 2.55 μm and 2.50 
μm, respectively. 
 
Discussion 
The term osteopenia is used more frequently than the 
word osteoporosis in the animal literature [5]. However, 
since decreasing bone density increases the risk of 
fractures, it is critical to assess structural bone 
alterations. A study of the human medical literature 
suggests that while risk factors for osteoporotic fractures 
such as hypoestrogenism or an unbalanced diet are 
relevant, risk factors vary in animals [6]. 
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Introduction 

Vascular stent-grafts are frequently used to treat aortic 

pathologies by replacing the function of the vessel wall. 

For surgical treatment planning and long-term success, 

detailed understanding of the aortic geometry and blood 

flow regime is essential. With computational fluid 

dynamics (CFD), versatile models can be created to 

investigate aortic haemodynamics in-silico. This study 

introduces a pipeline for patient-specific CFD model 

generation in healthy, diseased, and post-surgical cases, 

integrating 4D flow-magnetic resonance imaging (4D 

Flow-MRI) and computed tomography (CT) for 

geometry reconstruction and boundary condition (BC) 

optimization. 

 

Methods 

Three-dimensional (3D) aortae were reconstructed from 

CT and 4D Flow-MRI images. For healthy and stented 

cases, a novel approach was utilized generate a dataset 

from 4D Flow-MRI images for model reconstruction 

(Figure 1). Here, a temporal composite image at each 

axial slice was created from multiple cardiac time-steps, 

where luminal signal intensity, and therefore contrast, 

was proportional to blood velocity magnitude. To 

generate patient-specific BCs, a zero-dimensional (0D) 

three-element Windkessel model (3EWM) was coupled 

to each terminal branch in a reduced order, one-

dimensional (1D) model. In this coupled 0D-1D 

numerical framework, the 3EWM parameters were 

optimized with respect to in-vivo blood flow waveforms 

extracted from 4D Flow-MRI. Thereafter, these 3EWM 

BCs were coupled to the terminal branches of the CT 

and 4D Flow-MRI-derived 3D models. The MRI-

obtained velocity profile at the ascending aorta was then 

prescribed at the inlet, thereby generating a fully patient 

specific, coupled, 0D-3D CFD model. 

 

Results 

4D Flow-MRI derived composite images yielded high 

contrast within the vessel lumen of the aorta and main 

branches. From the reconstructed models, vessel radius, 

curvature, and tortuosity were successfully validated 

(p<0.05) against the corresponding CT gold standard. 

CT based reconstruction was required for regions of 

complex dissection. Reduced order modelling permitted 

rapid optimization of the 3EWM parameters, thus 

generating BCs which yielded a perfusion distribution 

throughout the aortae which was comparable with in-

vivo data. Quantification of clinically relevant near-wall 

hemodynamic parameters including time-averaged wall 

shear stress (TAWSS) and oscillatory shear index (OSI) 

was possible from the 0D-3D coupled models [1].  

 

Discussion 

The multi-modality, multi-dimensional combination of 

4D Flow-MRI, CT, and CFD granted unparalleled 

visualization and quantification of blood flow in 

healthy, diseased, and stented cases. These CFD models 

may be used to generate healthy reference data, enhance 

diagnostic capabilities, and predict the post-surgical 

blood flow regime and haemodynamics following stent-

graft deployment. Further, the outlined pipeline for CFD 

model creation may be utilised in cases where CT is not 

available, not possible, or avoided where feasible, for 

example when screening for aortic disease, pregnant 

women, or children. 

 
 

Figure 1: 4D Flow-MRI based CFD model generation 

pipeline, illustrating A) Acquisition, B) Velocity 

streamline visualization, C) DICOM image extraction at 

multiple cardiac time-steps, D) Temporal composite 

image creation from systolic acceleration, peak systole, 

and systolic deceleration, E) 3D model reconstruction. 
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Introduction 

Extracorporeal membrane oxygenation (ECMO) is a 

life-saving therapy for the critically ill providing heart 

and/or lung support. The circuit is comprised of a blood 

pump, membrane oxygenator with heat exchanger, 

cannulae for drainage and reinfusion of blood from/to 

the patient, and tubing with connectors. However, its use 

is associated with risk of both hemolysis and 

mechanically driven platelet activation[1]. Thus, a 

detailed knowledge of the flow structures developing in 

the various components and their sensitivity to boundary 

conditions, fluid modelling and geometrical features is 

required to improve treatment and clinical outcomes. In 

this work, the influence of positioning of the return 

cannula is investigated. 

 

Methods 

The geometry consisted of an external tube representing 

the blood vessel and a lighthouse tip (single stage) rigid 

cannula placed in a tilted position towards the vessel 

wall to simulate a non-centered cannula. Computational 

Fluid Dynamics (CFD) using Large Eddy Simulation 

(LES) was applied to investigate the flow structures 

developing in the domain, especially in the near-wall 

region. The simulations were carried out using both 

water and a Newtonian blood analog with different 

boundary conditions, as shown in Table 1. 

Table 1: Investigated flow cases 

 

Results 

A time-averaged flow field is shown in Figure 1. The 

results showed that a large recirculation zone developed 

downstream of the cannula (red arrow), on the opposite 

side from the jet. Moreover, small recirculation cells 

were visible between the side holes and the vessel wall 

(red circles), creating counter-rotating vortices. The 

amount of volume flow reinfused through the side holes 

was small compared to the end hole. Similar levels of 

shear were achieved as for a centered cannula case. 

When tilted, a force in the crossflow direction was 

created (black arrow), indicating that if allowing the 

cannula to move with the flow-imposed stresses, this 

force can act to bring the cannula back to a more central 

position. 

 

Discussion 

The results showed that levels of shear rate compatible 

with platelet activation were reached in parts of the 

domain. In both the centered and tilted case, the amount 

of fluid reinfused through the side holes was minor 

compared to the end hole. However, the presence of the 

side holes is hypothesized to provide a beneficial effect, 

inducing a normal force preventing the cannula from 

attaching to the wall. The small recirculation zones 

between the side holes and the vessel wall may lead to 

prolonged residence times of particles caught in that 

motion. A strong backflow was observed downstream of 

the cannula in the opposite direction with respect to the 

jet. Platelets caught in such flow structures are at higher 

risk of activation due to the prolonged exposure to shear 

stresses. 

Figure 1: Time averaged flow field of a case using 

water. The red arrow highlights the backflow region 

downstream of the cannula, whereas the red circles 

show the small recirculation zones at the side holes. The 

black arrow shows the direction of the stabilizing force; 

the blue arrows indicate the incoming flow direction. 
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Fluid Cannula flow 

(L/min) 

Co-flow 

(L/min) 

Water 2.6 1.3 

Blood analog 3.9 3.9 

Blood analog 6.0 3.9 

Blood analog 7.8 3.9 
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Introduction 

Doppler Ultrasound (DUS) provides two-dimensional 

cross-sectional real time images of an observed two-

dimensional flow field. It is used to measure blood 

velocity inside umbilical cords (UC) to diagnose 

abnormalities in terms of blood flow and vessel's 

morphology. However, a professional reading of DUS 

screening is highly relying on physician skills and 

experience. A dynamic simulator for practicing DUS 

monitoring has been conducted with varied vessel 

models. The objective of this study was to examine the 

feasibility of using machine learning methods to classify 

DUS signals derived from normal and abnormal UC 

models to its appropriate morphology. 

 

Methods 

Flow signals obtained within a dynamic simulator, a 

system which produces controlled pulsatile flow within 

different vessel models for DUS. The flow was 

measured at four locations inside normal and abnormal 

UC models: A-straight, B-coiled, C-inside a knot and D-

at an exit of a knotted UC (Figure 1).  

 

 
Figure 1: A dynamic Doppler ultrasound simulator that 
capture the flow field within an UC model applied by 
controlled pulsatile pump with a circular flow in a pipe 
connected to a vessel model placed inside a water tank. 
 

DUS images were acquired followed by image 

processing to extract flow signals which were then 

segmented into full cycles (Figure 2). A dataset of 250 
flow waveform segments for each case was collected. 

Three feature spaces were tested, the raw signal, its 

calculated frequency domain, and a set of 12 extracted 

features per segment.  

Dimensionality reduction by principle analysis 

component (PCA) of the dataset (Figure 3) followed by 

three classifiers K Nearest Neighbours (KNN), Support 

Vector Machine (SVM) and Logistic Regression 

classifiers were conducted. All classification models 

were 10-fold cross-validated. For each iteration, the test 

set was composed of 10% of dataset. Two forms of 

classification were investigated, binary between pairs 

and multi between all four cases. 

  

 
Figure 2: An example of Doppler flow with its average 
signal and the cleaned extracted average signal after 
signal processing. 
 

 
Figure 3: An example of feature mapping before (left) 
and after (right) PCA. 
 

Results 

High classification rates range (93% to 100%) obtained 

when classifying between case C and other cases, 

individually. Low (65%-81%) and mild (70%-82%) 

classification rates found between B and D, and between 

A and D, respectively. In the multi classification, high 

results were obtained for C (92%-97%), while low 

classification rates were obtained for D (32%-68%). 

Cases A and B achieved mild results of 70%-81% and 

52%-69%, correspondingly. 

 

Discussion 

DUS signatures can be used to identify UC models to 

their appropriate morphologies. High classification rates 

were found when comparing inside knot case to the 

other cases. Features associated with signal's amplitude 

were found to have a significant effect on classification. 

The dynamic simulator may be used to generate data 

base of flow signals for varies abnormal UC models. 

The resulted classification accuracy is such that the 

proposed method shows promise as a decision support 

system. 
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Introduction 
Damages affecting bone structures are frequent in 
modern societies, caused by trauma, diseases or 
prolonged physical activities. Bones can heal by itself as 
long as the defects are small [1]. In case of more severe 
bone damage, scaffolds can be used to provide a 
template that supports seeded cells to get an optimal 
environment for their proliferation [2] to re-build the 
structure. The geometry of the pore network of the 
scaffold has to provide an appropriate pore size, 
sufficient permeability and suitable mechanical 
properties [2,3]. The evaluation of biocompatible 
properties, such as permeability and wall shear stress 
(WSS), is challenging because of their influence on cell 
bioactivity within scaffolds and the micro-size of the 
scaffold [4]. Therefore, in this work, computational fluid 
dynamics (CFD) simulations were used to investigate 
the WSS and to analyse the flow field at different 
velocities along the scaffold model surface. The 
numerical results were experimentally validated with 
µ-particle image velocimetry (PIV) measurements.  
 
Methods 
Scaffold geometries, which have a 6 mm long sinusoidal 
channel with a characteristic length of 0.5 mm, an 
amplitude of 0.1 mm and different frequencies 
(f=3.5 mm-1, f=7 mm-1), were designed using CATIA®. 
The CFD simulations were performed using the 
software OpenFOAM®. The scaffolds were meshed 
using snappyHexMesh. A steady laminar fluid flow was 
simulated using the solver icoFoam with different inlet 
velocities, zero pressure outlet and non-slip wall 
condition. An incompressible Newtonian fluid with a 
viscosity of 0.000001 m2/s was assumed. The fluid flow 
is described by the three-dimensional Navier-Stokes 
equation. For the µ-PIV experiments, scaffolds were 
printed by using the Two-Photon polymerisation 
technique (2PP) based on cross-linking of 
photosensitive polymers induced by femtosecond laser 
pulses. The scaffolds were composed of ethoylated 
trimethylolpropane triacrylate, trimethylolpropane 
triacrylate (ETA:TTA) and 5 mM of M2CMK 
photoinitiator.  
 
Results 
Two meshes were used to evaluate the mesh dependence 
of the solution. The surface cell size was reduced by a 
factor of four in the finer mesh compared to the coarser 

one. The comparison of the meshes shows a difference 
in the transition of the velocity profile as depicted in Fig. 
1. Changing the frequency also changes the flow field as 
shown in Fig. 2. The printed 2PP scaffold was used for 
the µ-PIV experiments to validate the results of the CFD 
simulations as shown in Fig. 3. A backflow on the top 
of the cavity with a higher velocity than in the numerical 
result (Fig. 2b) was observed.  

 
Discussion 
The results illustrate the use of CFD to characterise 
scaffold design and get valuable information on the fluid 
dynamics for different geometric variations. This is 
important because changes in the flow field, especially 
in the regions near the wall, can directly affect the cell 
behaviour [5]. 
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Figure 1: Result of (a) coarse and (b) fine mesh. 
 

Figure 3: Result of (a) µ-PIV measurement (b) scaffold 
model surface.  

50 µm 

Figure 2: Velocity vector field for an inlet flow of 5 mm/s 
with a frequency of (a) f=3.5 mm-1 (b) f=7 mm-1. 
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Introduction 
Excessive thrombus formation, thrombosis, is a serious 
clinical condition due to the obstruction of blood flow in 
a vessel. The prediction of thrombus characteristics 
under elevated shear rates are important in identifying 
risks related to thrombus formation [1]. The aim of this 
study is to introduce a novel coupled scheme using a 
continuum model of thrombus formation together with 
the rheological changes of the blood clot as a 
viscoelastic material model.  
Methods 
A schematic of the biochemical model [2] which is used 
in the current study is shown in Figure 1. 

 
Figure 1: Coagulation cascade used in the model 

The transport of fibrinogen and its cleavage to fibrin due 
to thrombin generation are included in this model. The 
biochemical model can be described by the convection 
diffusion and reaction of biochemical agonists into a 
series of a coupled equations.  
𝜕𝜕[𝐶𝐶𝑖𝑖]
𝜕𝜕𝜕𝜕

+ (𝑣𝑣.∇)𝐶𝐶𝑖𝑖 = 𝐷𝐷𝑖𝑖∆𝐶𝐶𝑖𝑖 + 𝑆𝑆𝑖𝑖(𝐶𝐶𝑗𝑗), (1) 

Where [𝐶𝐶𝐶𝐶]  is the concentration of species i, 𝑣𝑣 is the 
velocity vector, 𝐷𝐷𝑖𝑖 is the diffusivity of species, and 
𝑆𝑆𝑖𝑖(𝐶𝐶𝑗𝑗), are the source terms, production/consumption, 
for the i species. The concentration of prothrombin, 
thrombin, antithrombin, the total concentration of factor 
IX and X and their activated form, protein C and its 
activated form, fibrinogen, fibrin and fibrin polymer are 
solved. The model is implemented into FLUENT 2021 
R1 (ANSYS Inc. PA) Computational fluid dynamics 
(CFD) software. The computational domain consists of 
a 2D channel with a height of 40 μm, length of 480 μm 
and two semi-ellipses which represents stenosis. The 
stenotic walls (top and bottom) serve as a surface flux 
boundary condition representing tissue factor coated 
surface.  The Robin boundary condition is applied for 
adhesion or release of each species on entire the wall. 
Model parameters, initial concentrations, diffusion 
coefficients and descriptions can be found in [2]. A 

physiologic inflow at the inlet and three-element 
Windkessel model are prescribed as boundary 
conditions. The CFD is used to calculate the velocity 
and pressure fields. The blood is considered as a 
Newtonian fluid, and fibrin polymer is considered as a 
viscoelastic material using Oldroyd-B model [3]. Four 
additional scalar transport equations are used to 
represents polymer contribution in the Oldroyd-B 
equation. The value of Deborah number is selected such 
that the elasticity dominates the stress field. The extra 
polymeric stresses are introduced as the momentum 
source terms in the momentum equations. 
Results  
Thrombus development at t=50s and t=200s colored 
with velocity magnitude are given in Figure 2. The 
agonists concentrations and scalar transport of 𝜏𝜏𝑥𝑥𝑥𝑥 are 
demonstrated in Figure 3. 

 
Figure 2: Spatial and temporal evolution of thrombus 

at (a) t=50s and (b) t=200s. 

 
Figure 3: Visualization of (a) thrombin concentration, 
(b) fibrinogen and  (c) Scalar 𝜏𝜏𝑥𝑥𝑥𝑥 of Oldroyd-B model. 

 
Discussion 
A novel coupled continuum biochemical model to 
simulate fibrin rich clot has been developed. The 
kinetics of fibrin formation is shown to be highly related 
to hemodynamic and Deborah number.    
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Introduction 

Microfluidic Trap Arrays (MTAs) appear as very 

promising tools for the understanding of complex 

biological phenomena at the single cell scale like cancer 

development and treatment or immune synapse 

formation. The MTAs principle is the following: micro-

sized objects are diluted inside a fluid going through a 

microfluidic chamber composed of an array of many 

traps. While following the fluid flow, objects can 

encounter traps that isolate them each other. However, 

it often appears that many traps stay empty even after a 

long time which can drastically reduce the number of 

exploitable samples. In this study we built a 

Computational Fluid Dynamic (CFD) model to optimize 

MTA’s geometry for trapping efficiency.  

.  

Method 

The MTA’s nominal geometry is built from 

parametrized geometric primitives. In the fluid domain, 

we define the Stokes and continuity equations with the 

shallow channel approximation. We quantify trapping 

efficiency (E) by the ratio between the number of traps 

crossed by at least one streamline and the total number 

of traps considering 200 streamlines uniformly located 

on the inlet. 

The geometric optimization is performed on 6 

parameters: the 5 first parameters modify the chamber’s 

and/or the trap network’s geometry keeping regular 

distances between traps as usual in experimental MTAs. 

The last parameter modifies trap’s relative positions 

with randomized translations of them. Three studies are 

conducted: (i) single parametric optimization, (ii) 

multiparametric optimization and (iii) single 

optimization with randomized translations on traps 

positions. 

 

Results  

Single parametric studies reveal that every parameter 

has a strong influence on E (30% variation) but 

combining the single parameters optimized values 

leads to a very inefficient geometry. 

Multi-parametric optimization results are exposed 

Figure 1 in terms of stagnation points and streamlines . 

E is 46% for the non-optimized geometry versus 81% 

for the optimized geometry. 

Randomized translation study  results are shown Figure 

2. Trapping efficiency is about  81% too. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: streamlines and stagnation points in the MTA 

A:  before optimization, and B:  after optimization. 

 

    

 

             

      

 

 

 

Figure 2: streamlines and stagnation points in the 

MTA’s geometry optimized with randomized trap 

translations only. 

 

Discussions 
Single parametric results suggest that a strong 

interdependence between parameters exists that justifies 

the need of a multi-parametric approach.  

The multi-parametric optimization geometry creates a 

thick oblique  beam of streamlines that deviates them 

from their upstream-downstream pattern between traps 

(Figure 1) that corresponds to an improved version of 

classique oblique chamber we described previously [2].  

We earlier explained that breaking symmetry of the 

chamber helps trapping [2], this result is here 

extrapolated by breaking symmetry of the trap network 

which helps streamlines to invade the chamber (Figure 

2) and drastically increases trapping efficiency. 
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Introduction 

Magnesium (Mg) based implants are very promising 

degradable and osteopromotive materials for 

regenerative treatment of critical-sized bone defects. 

Additionally, they must exhibit sufficient mechanical 

and morphological resemblance to the native bone to 

provide adequate support and enable initial bone 

bridging. Digital volume correlation (DVC) combined 

with high-resolution X-ray computed tomography 

(XCT) offers a powerful tool to assess the 3D full-field 

strain [1]. DVC has been used to investigate the 

initiation and progression of microdamage in bone 

tissue and Mg scaffolds under compression [2]. 

However, the relationship between microdamage, 

residual strain accumulation and corrosion has yet to be 

investigated. This study aims at employing XCT-based 

mechanics coupled with DVC to provide insight into the 

deformation and damage mechanisms under cyclic 

loading conditions applied to corroded Mg scaffolds.  

 

Methods 

Cylindrical fluoride-coated Mg implants (n = 10) 

dynamically corroded in Hank’s balanced solution (0.3 

mL/min, 37°C and 5% CO2) for 2, 8 and 14 days and 

bovine femoral trabecular bone specimens (n = 2) (Ø6 

mm x H6 mm) were prepared and enclosed into brass 

endcaps. Ten preconditioning cycles were applied at 1-

1.5Hz and 0.2% apparent compression. σ/E0 was 

calculated where σ is the maximum peak stress and E0 

is the secant modulus at the tenth cycle. The specimens 

were then cyclically loaded at 0.5Hz for 50, 100 and 200 

cycles. The test was performed in situ with a loading 

stage (CT500, 500N, Deben) placed into an XCT system 

(20µm voxel size, XT H 225, Nikon). Two tomograms 

were taken after each cyclic step with the specimen 

loaded and unloaded. 3D full-field strain was computed 

using DVC (DaVis10, LaVision), with a multipass 

scheme (110 to 20) and 0% overlap (SDER always < 

200µԑ [3]). 

 

Results 

Accumulation of corrosion products was clearly visible 

after 2 days and more pronounced after 14 days (Fig 1). 

The residual shear strain accumulated was higher after 2 

days of corrosion ( 5000 µԑ maximum; Fig 2) 

compared to non-corroded scaffolds ( 500 µԑ 

maximum), however, a decrease was observed after 14 

days ( 1000 µԑ maximum). 

 

Figure 1: 2D XCT images of the Mg-based scaffolds 

before and after 2 and 14 days of in vitro corrosion. 

Scale bar 500 µm. 

 

 
Figure 2: Full-field residual shear strain distribution 

after 50 (top) and 200 cycles (bottom). 

 

Discussion 

The fluoride coating displayed corrosion protection 

abilities leading to lower in vitro corrosion rate (0.6 ± 

0.1 mm/year at 14 days) close to the range reported in 

vivo [4]. The corrosion induced mass loss mainly 

localized at the periphery of the scaffolds. However, no 

global failure was observed, and the mass loss appeared 

to be partially counterbalanced by the accumulation of 

corrosion products trapped in the inner pores at 14 days 

(Fig 1) which strengthened the global structure (Fig 2). 

Additionally, hard callus tends to form after 14 days 

which will further contribute to maintain the mechanical 

integrity and fatigue resistance of the injured site [5]. 
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Introduction 

Silicon nitride (SiN, [Si3N4]) is a promising bioceramic 

for use in a wide variety of orthopedic applications. 

Over the past decades, it has been mainly used in 

industrial applications such as the space shuttle engines, 

but not in the medical field due to scarce data on the 

biological effect of SiN. More recently it has been 

increasingly identified as an emerging material for 

dental and orthopaedic implant applications. Although a 

few reports about antibacterial properties and 

osteoconductivity of SiN have been published, to date, 

there have been limited studies of SiN-based scaffolds 

for bone tissue engineering. Here, we developed a 

silicon nitride reinforced gelatin/chitosan cryogel 

system (SiN-GC) by loading silicon nitride 

microparticles into a gelatin/chitosan cryogel (GC), with 

the aim to produce a biomimetic scaffold with 

antibacterial and osteogenic properties. In this scaffold 

system, the GC component provides a hydrophilic and 

macroporous environment for cells while the SiN 

component not only provides antibacterial properties 

and osteoconductivity, but also increases the mechanical 

strength of the scaffold, to provide enhanced mechanical 

support for the defect area and a better osteogenic 

environment. 

 

Methods 

First, we analyzed characteristics of SiN-GC groups 

with different SiN concentrations such as interconnected 

porosity, mechanical properties and swelling ratio, then 

we checked apatite forming capacity in simulated body 

fluid (SBF), protein adsorption capacity and hemolysis 

rate. Next, we started in vitro experiments and 

investigated an antibacterial effect of SiN-GC against 

Escherichia coli (E. coli) and Staphylococcus aureus (S. 

aureus) by checking bacterial proliferation rate and 

attachment to the scaffold. Then, we seeded MC3T3-E1 

pre-osteoblast cells to study the cellular activity by 

examining viability, cell proliferation and morphology. 

Also, we seeded cells on SiN-GC to investigate 

mineralization and osteogenic gene expression (ALP, 

COL1, RUNX2 and OCN) by Alizarin Red S (ARS) 

staining and RT-qPCR. Finally, we developed a 

bioreactor to culture cell-laden scaffolds under cyclic 

loading (1 hour/day of cyclic compression with 1 Hz of 

frequency and 10% of strain) to mimic physiological 

conditions and analyze the osteogenic effect of SiN-GC 

with ARS staining and RT-qPCR. 

 

Results and Discussions 

Incorporation of SiN in the scaffold led to higher elastic 

modulus, apatite formation in SBF and protein 

adsorption capacity while keeping the similar level of 

highly interconnected porosity as GC has, which allows 

easier cell migration and nutrient flow. We confirmed 

that all SiN-GC groups showed significantly reduced 

bacterial proliferation and attachment compared to GC 

and an increase of SiN concentration in SiN-GC groups 

led to improved anti-bacterial effect. In addition, for the 

in vitro experiment with MC3T3-E1, the groups with 

higher SiN concentrations exhibited improved cell 

proliferation and enhanced morphology. Finally, results 

from ARS staining and RT-qPCR showed the improved 

mineralization and upregulated osteogenic gene 

expressions from SiN-GC compared to GC under both 

static and cyclic loading conditions in the bioreactor. 

Furthermore, we confirmed that scaffolds with higher 

SiN concentrations resulted in higher mineralization and 

enhanced osteogenesis.  

 

Conclusions 

Overall, we confirmed the antibacterial and osteogenic 

effect of a silicon nitride reinforced cryogel system and 

the results indicate that silicon nitride has a promising 

potential to be developed further for bone tissue 

engineering applications. 
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Introduction 

Collagen is a ubiquitous structural protein and by that 

the most abundant protein in human bodies. At the 

nanoscale, collagen forms the collagen fibrils (CF) with 

diameters between 50-500 nm. Collagen fibrils show 

time-dependent material behavior, which suggests that 

they are viscoelastic. Current available tools and 

methods are not able to measure the viscoelastic 

material properties in a reproducible manner. With this 

study, we present a new method to perform force-

controlled dynamic nano-mechanical analysis (DMA) in 

tension. The method is applied to both individual CFs, 

as well as, electrospun PLLA nanofibers (PLLA). 

Electrospinning is an emerging technique for fabrication 

of nanofibrous biomaterials similar to CFs of 

musculoskeletal tissues [1, 2]. 

Methods 

Fig. 1: Schematics of the NanoTens [3] in closed-loop 

configuration. A CF or another nanofiber is tethered 

between the cantilever of the force probe and a 

microscope slide. The piezo position is controlled by a 

PI controller to maintain a force setpoint.    

 

Tensile tests were conducted with the NanoTens (Fig.1) 

[3]. Two types of nanofibers, mouse tail tendon collagen 

fibrils and electrospun PLLA nanofibers (16% (w/v) 

dissolved in DCM:DMF=65:35 (v/v), spun on a high-

speed rotating drum collector [4]), were deposited on 

microscope slides, glued on one end to the slide and a 

magnetic bead was attached to the other end. After 

immersion in PBS, the magnetic bead was lifted 

together with the fiber by magnetic force and picked up 

by a microgripper attached to a force probe. Force-

control was achieved by controlling the piezo position 

with a PI controller such that a setpoint force was 

reached and maintained. NanoDMA was conducted 

applying a sinusoidal force with 1 µN and 2 µN mean, 

200 nN amplitude at 0.1 Hz and 1 Hz. After nanoDMA, 

all fibers were tested at 5% strain/s until failure or 

reaching a maximum force of 10 µN.   

Results 

 
Fig. 2: a) and b) depict the loss tangent of CFs and 

PLLAs. The loading frequency affected the loss tangent 

in CFs and was significantly lower for CFs than for 

PLLA. The elastic response (storage modulus) was 

similar as seen in c) and d). Monotonic tensile tests 

result in a qualitatively similar behavior (e)) and no 

significant differences of the tensile modulus at 1 µN 

and 2 µN load (f)).  

 

We observe similar elastic behavior in monotonic 

tensile tests and elastic response in nanoDMA for CFs 

and PLLAs. However, the loss modulus and tangent of 

PLLAs is significantly higher compared to CFs (Fig. 2).      

Discussion 

Differences in dynamic material behavior may arise due 

to the molecular structure and arrangement. In PLLA, 

organization of the molecules is rather amorphous in 

contrast to highly organized structure in CFs. The PLLA 

organization may result in elevated molecular friction 

and thus energy dissipation in the force regime 

investigated here.  
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Introduction 

Modern respiratory support devices such as 

extracorporeal membrane oxygenators use state-of-the-

art technology to provide the best possible support for 

the weakened human lungs of patients suffering from 

severe forms of respiratory disease. However, the 

survival rate after ECMO treatment is still low at 60-70 

% [1]. Part of this mortality rate can be attributed to 

hemodynamic complications caused by the blood prime 

volume, which is a critical limiting factor for the design 

and size of oxygenators [2]. 

A promising approach to making such devices more 

efficient is demonstrated by nature using the example of 

fish. Micro-ridges in gills increase the respiratory 

surface area and lead to transverse flows, promoting 

oxygen diffusion, resulting in a decreased mass transfer 

resistance [3]. Recent CFD simulations utilize this 

biomimetic approach and show that micro-structuring 

hollow fiber membranes is a viable way to increase the 

volume to gas exchange area ratio but may also carry the 

risk of increased thrombus formation [4]. 

This work presents the production of micro-structured 

hollow fiber membranes via the non-solvent induced 

phase separation (NIPS) technique and evaluation of 

separation performance and flow characteristics. 

 

Methods 

Spinnerets with differently designed outlet openings 

were integrated into our self-developed hollow fiber 

membrane spinning plant at TU Wien. The plant’s 

design allows for varying all crucial parameters of the 

NIPS manufacturing process, which ensures that the 

spun membrane's geometrical structure and 

consequently the gas separation properties can be 

influenced. Light and scanning electron microscopy 

provided a first impression of the geometrical properties 

of the hollow fiber membranes (Fig. 1).  

To quantify the increase in separation performance of 

the micro-structured fiber, bundles of fibers are 

assembled into modules and compared with modules 

prepared from cylindrical fibers with respect to their gas 

permeance properties. The flow of the deoxygenated 

blood around the micro-structured shell side of the fiber 

in the module bundle is investigated using micro-

particle measurement technology. For this purpose, an 

optically accessible, 3D printed flow channel with 

staggered fiber arrangement is used (Fig. 2), which 

reveals possible areas of increased thrombus formation.  

 

Results  

Fibers were fabricated at room temperature from a 

16.6% PES, 4.9% PVP K30, 4.9% PVP K90, 7.2% H2O 

polymer blend, dissolved in 66.4% NMP. Deionized 

water was used as internal bore fluid and external 

coagulation bath. A spinneret with four flanks arranged 

as a cross-slot shape served as the contouring structure 

of the hollow fiber membrane. Fig. 1 shows the most 

pronounced microstructure observed at 1.8 ml/min flow 

rate for dope and bore fluid and an air gap length of 5 

mm. All flanks are uniformly shaped. 

 
Figure 1: Micro-structured PES-PVP hollow fiber 

membrane spun with a self-developed spinning plant. 

 
Figure 2: Staggered arrangement of 3D-printed micro-

structured fibers in a flow channel. 

 

Discussion 

Preliminary spinning trials with micro-structured 

hollow fiber membranes show that geometry 

optimization of the outer surface is a promising 

approach to increase mass transfer in membranes and 

thus to increase the efficiency of blood oxygenators. 

Further spinning experiments and variations of 

parameter settings are required for the manufacturing 

process. 
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Introduction 

Articular surfaces, such as cartilage or the acetabular 

labrum, act to distribute contact pressure and provide 

low friction gliding surfaces. Several studies have 

revealed a strong similarity of the structure of articular 

surfaces, a network of fine collagen fibrils organized 

parallel to the joint surfaces [1], overlaid on a distinct 

deeper structure. Melt Electrowriting (MEW) and 

Solution Electrospinning (SES) are established methods 

in the field of tissue engineering to fabricate micro- and 

nanofibrous constructs [2]. This study aims to recreate 

the typical characteristics of the structure of articulating 

surfaces, by creating well defined micro-grid structures 

using MEW, covered with a fine SES nanofiber mesh, 

and to evaluate relevant functional parameters.  

Methods 

Melt Electrowriting. A custom-built MEW device was 

used to fabricate MEW constructs consisting of 

microfibres between 15 and 20 µm in diameter and with 

interfibre distances of 1mm, 500µm and 250µm. 

Briefly, PCL (PC12, Corbion, NED) was melted at 80°C 

and extruded using pressurized air at 1bar through a 22G 

blunt needle. A total of 5.3kV was applied to stabilize 

and guide the molten polymer towards a glass-covered 

translating aluminum collector 

Sample Preparation. By directly electrospinning a 

12% PCL polymer solution onto the prefabricated melt 

electrowritten scaffold, a thin layer of nanofibers was 

deposited on top of the well-defined grid. The hybrid 

scaffolds were cut to rectangular shapes for testing. 

Adhesion Force. In a T-peel test adapted from ASTM 

D1876, two open ends of the hybrid structures were 

pulled apart at a peel rate of 0.5mm/s, while the required 

peel force was measured.  

Mechanical Properties. A uniaxial tensile test was 

performed under quasi-static displacement at (0.1mm/s) 

until a strain of 100% was reached. 

Friction. 6 mm discs were mounted in sample holders 

and loaded against a rotating stainless steel pin with an 

applied pressure of 0.6 MPa and a rotational speed of 

135 RPM. The COF was derived from the recorded 

normal force and torque using Eq. 1, with µ being the 

COF, τ the torque and FN the normal force acting on the 

tissue surface. 
 

μ =
3 × τ

2 × FN × r
 (1) 

 

Results & Discussion 

The adhesion force between the SES and the MEW 

structures was 3.5±0.75N/m. No significant differences 

were found between the different underlying structures. 

Visual post-peeling inspection revealed remaining 

nanofibers on the MEW-construct, suggesting internal 

failure of the nanofiber membranes being the main 

contributor to the delamination mechanism.  
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Figure 1: Left: Adhesion force between the electrospun 

nanofibre and the underlying MEW construct with three 

different fibre densities. Right: Remnants of nanofibers on 

the MEW structure after T-peel testing. 
 

Capping MEW structures with a thin layer of nanofibers 

resulted in a significant increase of the E-Modulus. In 

addition, nanofibre capped constructs exhibited a 

significantly reduced coefficient of friction, from 0.203 

± 0.005 to 0.115 ± 0.003, in range with values found for 

similarly prepared and tested specimens of cartilage, 

meniscus and the acetabular labrum (work in progress).  
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Figure 2: Left: E-Moduli of combined structures as well as 

MEW and SES samples. Right: Coefficient of friction over 

120s for combined and MEW structures. 
 

In summary, this study provides further insight into 

potential benefits of combining well established 

methods in tissue engineering in terms of interlayer 

adhesion, tensile properties and the influence of the 

surface structure on tribological properties. 
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Introduction 
Tendons and ligaments (T/L) are connective tissues with 
a complex multiscale structure and mechanical 
properties [1]. Electrospinning can replicate T/L from 
the fibrillar-level up to the whole tissue [2]. Electrospun 
nylon6,6 (NY) and polyurethane (PU) are suitable 
polymers for the musculoskeletal tissue replacement [3, 
4]. In this study, we produced electrospun NY fascicle-
inspired bundles, grouping them with electrospun 
membranes of NY or PU (simulating the collagen sheath 
covering the natural tissues) in different T/L levels of 
hierarchical complexity. The aim of the study was to 
identify the relationship between the structure and 
mechanics of these devices when their hierarchical 
complexity was increased, and the materials of 
membranes was changed.   
Methods 
Two solutions were electrospun: a) 15% (w/v) of NY 
dissolved in TFA:AC=50:50 (v/v); b) 25% (w/v) of PU 
dissolved in THF:DMF=70:30 (v/v). Mats of aligned 
NY nanofibers were electrospun on a drum collector and 
wrapped up on the drum to obtain ring-shaped bundles 
(RB). To mimic the different levels of aggregation of 
T/L (i.e. fascicles, tertiary fiber bundles and whole 
tissue), the NY bundles were grouped with electrospun 
membranes of NY or PU (replicating the 
endotenon/endoligament and epitenon/epiligament) 
using a custom-made machine. This made it possible to 
obtain: i) Tertiary Structures (TS); ii) 1-Level Structures 
(1LS); iii) 2-Level Structures (2LS). The orientation of 
nanofibers (bundles and membranes) was investigated 
using ImageJ on SEM images, and the morphology of 
the structures were investigated using SEM and 
microCT (voxel size = 9 µm) (Fig.1). The mechanical 
properties were investigated (bundles: n=10; TS, 1LS, 
2LS: n=3) with a monotonic tensile test to failure 
(strain-rate of 0.33%s-1). The strains of membranes (ε) 
(axial and transversal) were manually calculated on 
high-resolution images (at 0%, 25%, 50%, 75% and 
100% of the failure force of each specimen) using a 
camera synchronised with the testing machine.  
Results & Discussion 
The nanofibers (diameters = 250-150 nm), bundles 
(diameters = 650-550 µm) and hierarchical structures 
(diameters: TS @ 1.5 mm; 1LS @ 3 mm; 2LS @ 4 mm) 
showed a morphology similar to the T/L counterpart. 
The nanofibers were preferentially axially aligned in the 
bundles (range 0°-15° @ 64%) and showed an 
incremental degree of circumferential orientation in the 
membranes, depending on the material used and the 
hierarchical complexity of the structures (Fig.1).  

 
Figure 1: A) MicroCT of a 2LS-NY; B) SEM image of a 2LS-
NY; C) Nylon6.6 aligned nanofibers of bundles. 
The mechanical properties of the structures showed 
nonlinear biomimetic behavior with strong dependence 
on the material used for the membranes (Fig.2). PU 
membranes, being more deformable than NY 
membranes, allowed a reduction of stress 
concentrations, increasing failure force. Moreover, the 
stresses and elastic moduli calculated using volume 
fraction (σnet, Enet) were significantly higher than those 
calculated using cross-sectional area (σapp, Eapp), the 
latter not considering the contribution of material 
porosity (Table 1).  

 
Figure 2: Mechanical behavior of structures: A) force-strain 
curves; B) net stress-strain curves; C) transversal-axial strain 
of the membranes. 

 RB TS 
NY 

TS 
PU 

1LS
NY 

1LS
PU 

2LS
NY 

2LS 
PU 

FF 
(N) 
σFapp 
(MPa) 
σFnet 
(MPa) 

13.9
±2.8 
23.9 
±5.9 
82.6
±6.7 

21.4 
±3.7 
13.4 
±2.6 
54.2 
±9.1 

32.1 
±5.2 
12.6 
±2.3 
39.6 
±1.5 

94.7 
±7.6 
13.9 
±1.2 
62.1 

±17.4 

127 
±6 

22.1 
±5.0 
66 

±16 

82.7
±12 
5.9 

±0.4 
25 

±4.7 

111 
±6 
8.7 

±2.4 
35.1 

±10.8 
εF 

(%) 
Eapp 

(MPa) 
Enet 

(MPa) 

6.7 
±0.7 
475 
±90 
1773
±112 

7.7 
±0.7 
256 
±45 
1018
±127 

9.3 
±0.4 
208 
±40 
635
±45 

10.3 
±1.2 
226 
±18 
976 

±184 

16.1 
±1.1 
272 
±78 
782
±204 

10.4
±0.5 
104
±7 
400
±93 

12.9 
±1.6 
122 
±47 
452 

±110 
Table 1: Mechanical properties of the electrospun structures. 
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Introduction 

In cortical bone, collagen is organised into a lamellar 

structure, with highly aligned collagen sheets packed 

into a “twisted plywood” configuration, contributing to 

its strength and toughness. However, reproducing this 

structural anisotropy in laboratory-grown bone-like 

matrices is highly challenging. In a previous 

unpublished study within our laboratory, it was seen that 

when mature late-osteoblast-like cells, MLO-A5, were 

cultured on aligned polyurethane fibres, collagen grew 

initially along the direction of the fibres. Above the 

scaffold, collagen was deposited in a direction offset to 

the initial substrate layer, and continued in subsequent 

layers, creating a lamellae-like twisted-plywood 

structure. In this study we aimed to test whether human 

cells at an early stage of osteogenic differentiation 

would deposit collagen exhibiting a twisted plywood 

deposition behaviour and therefore be able to provide a 

model system of laboratory-grown lamellae for use as a 

3D model system of bone formation.   

 

Methods 

Aligned and non-aligned polycaprolactone (PCL) 

nanofibers were fabricated by electrospinning and 

resulting fibres treated with air plasma. hTERT Y201 

immortalised human MSCs [1] were seeded directly 

onto the scaffolds and after 3 days of culture were 

supplemented with osteogenic induction media and 

cultured for a further 28 days. On days 14, 21 and 28 

samples were stained for calcium deposition using 

Alizarin Red stain (ARS) and collagen deposition using 

Sirius Red stain (SRS). Collagen was also imaged using 

second harmonic generation (SHG) to obtain z-stack 

images of each sample. Z-stacks were segmented into 

5µM sub-sections and the directionality of fibres in each 

section was analysed using the ImageJ “Directionality'' 

Plug-in.  

 

Results 

As expected, collagen deposition was initially shown to 

orientate along the direction of the aligned PCL fibres. 

At D21, however, a new orientation could be observed, 

with collagen layers having a twist in the anti-clockwise 

direction compared with their substrate layer with an 

average change in orientation of 16.53° ± 13.22. By 

D28, the change in orientation had further progressed 

from the initial direction of the PCL fibres by 53.1 ° ± 

15.6.  For non-aligned scaffolds there was no noticeable 

collagen directionality within the scaffolds at any time 

point.  

Mineral and collagen stains showed that there were no 

significant differences in quantities of matrix produced 

within either scaffold type.  

Figure 1: 3D histograms highlighting shifts in the peak 

orientation of collagen fibres in relation to depth for 

each 5µm stack of SHG slices. Each histogram is of a 

single Z-stack that is deemed representative of 4 fields 

of view and 6 scaffolds examined for each condition. 

 

Discussion 

Within this work, we demonstrated a change in collagen 

direction comparable to that seen within in vivo human 

lamellae, which shows a gradual change in fibril 

direction between 10-60° from the initial orientation of 

the fibrils closest to the osteon’s centre. However, 

lamellae are generally shown to have a periodicity of 

about 5-7µm, which is much more compact than the 

depth of 35-45µm which was observed within this study. 

Further work is needed to explore the mechanisms 

behind this, as this may provide an insight into how 

collagen organizes into tissue-specific structures. A 

method to produce a more cortical bone like structure 

may be valuable for a variety of applications, including 

the development of more accurate models of bone for 

high throughput drug testing, bone graft substitutes and 

barrier membranes. 
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1. Introduction 

The selection of a suited scaffold geometry requires the 

definition of a scaffold with adapted morphology and 

properties, since these factors condition cell 

colonization and bone tissue generation [1]. Triply 

Periodic Minimal Surfaces (TPMS) have gained a 

growing interest due to their high surface-to-volume 

ratio and easy structural modulation [2]. However, they 

are often associated with isotropic mechanical 

properties while native bone tissue is far from being 

isotropic [3,4] and they are limitedly compatible with 

large pore sizes gradient suited for new tissue growth 

[5]. In a recent study [6], we have presented an original 

framework to design graded cylindrical scaffold cross-

sections by mapping a perfectly periodic reference 

domain in 2D onto a circular domain. In the current 

contribution, we explore the design of a 3D open-cell 

scaffold from 2D cross-sections issued from the quasi-

periodic mapping of a hexachiral unit cell (UC). This 

UC was selected based on a previous study [6], due to 

its associated low radial properties suitable for mini-

invasive positioning. We test the assumption that a 

periodic repetition of these cross-sections in the 

longitudinal direction allows to create versatile 

reachable apparent anisotropic mechanical properties 

matching the native bone properties. 

 

2. Methods 

The generation of 3D scaffolds is done in two successive 

steps. First, a conformal circular transformation is 

applied to a given periodic UC to create a porous cross-

section (x-y) with graded pore size from the core to the 

periphery of the macrostructure, as illustrated in Fig. 1.a. 

The second step is to create a sequence of Connecting 

Elements (CE) in the (z) direction that will link the 

cross-sections together towards an open-cell structure. 

As an illustration in Fig. 1.a, we present three scaffolds 

based on a hexachiral UC called HCN-PT (Periodic 

transformation in x-y direction with vertical CE), HCN-

CT (Circular transformation in x-y direction with 

vertical CE) and HCN-HCT (Circular transformation in 

x-y direction with helicoidal CE) respectively. These 

three selected designs exhibit the same porosity of 74%. 

The mechanical apparent properties are computed from 

a FE method, by deriving the internal energy associated 

with elementary virtual strain fields as described in [7]. 

 

3. Results and discussion 

In Fig. 1.b, we show the range of radial bulk modulus K, 

axial elastic modulus Ez and apparent Poisson’s ratio of 

the three geometries selected as a particular illustration 

of this type of scaffolds. As Fig 1.c shows, the 

configuration HCN-CT offering the pore size gradient 

results in the same axial properties as the periodic unit 

cell HCN-PT, with an axial modulus Ez=250MPa, while 

the helicoidal configuration has an axial modulus 

reduced to Ez=65MPa (PLA is selected as the base 

material). This methodology offers a tunable parameters 

to be added to the large versatility of reachable cross-

sectional properties. 

 
Figure 1: Design of 3D open-cell scaffolds, a) HCN-PT, 

HCN-CT and HCN-HCT configurations, b) Apparent 

mechanical properties 

 

4. Conclusion 

The present work reports a general framework to 

generate tunable open-cell graded scaffold geometries 

from the mapping of a periodic reference UC, and to 

calculate the apparent properties in the quasi-periodic 

domain. Configurations based on a hexachiral UC are 

explored as an illustration, and results emphasize the 

versatility of the reachable apparent mechanical 

properties that may be tuned independently in the cross-

sectional and longitudinal directions. 
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Introduction 

A novel biomimetic artificial intervertebral disc 

(bioAID) for the cervical spine was developed 

containing a hydrogel core representing the nucleus 

pulposus, an ultra-high molecular weight polyethylene 

(UHMWPE) fiber jacket as annulus fibrosis and 

titanium endplates with pins for mechanical fixation 

(Fig. 1). Osseointegration of the UHMWPE fibers to 

adjacent boney structures is required to achieve proper 

biomimetic behavior and to provide long-term stability 

[1]. Therefore, the aim of this study was to assess the 

effect of plasma treatment and hydroxy apatite (HA) 

particle embedment on the osteoconductivity of fabrics 

made of UHMWPE yarns.  

Figure 1: Schematic representation of bioAID design. 

 

Materials and Methods 

2D weft-knitted UHMWPE fabric groups were: non-

treated (N), plasma-treated (PT), 10% HA loaded-fibers 

(10%HA), plasma-treated 10% HA fibers (PT-10%HA), 

15% HA loaded-fibers (15%HA) and plasma-treated 

15%HA fibers (PT-15%HA) [2]. A ‘2.5D’ culture using 

mesenchymal stromal cells for 14 days was performed. 

After 2, 7 and 14 days, cell adherence on the surface was 

assessed using scanning electron microscopy (SEM), 

quantifying DNA content and cell viability with 

PrestoBlue assay. After 14 days, osteoblast 

differentiation was verified using alkaline phosphatase 

activity assay. Mineralization was assessed with SEM 

images and EDX analysis. 

 

Results 

On day 2, both metabolic activity and DNA content was 

increased for groups that were plasma treated (PT, PT-

10%HA and PT-15%HA) compared to the same 

surfaces without treatment (Fig. 2AB). This was verified 

by SEM on day 2 for all groups (not shown). However, 

at day 7 and 14, the difference in metabolic activity and 

DNA content became non-significant (data not shown). 

At day 14, ALP activity of HA loaded and PT groups 

(PT-10%HA, PT-15%HA) were highest (Fig. 2C). 

SEM/EDX analysis at day 14 also demonstrated the 

presence of mineralization nodules for all groups (Fig. 

2D).  

Figure 2: A: Metabolic activity (fluorescence, mean 

±SD) on day 2. B: DNA content (ng) on day 2. C: ALP 

normalized to DNA on day 14. D: representative 

SEM/EDX result of PT-15%HA group.  

 

Discussion 

Plasma treated samples showed increased initial cell 

adherence, indicating importance of hydrophilicity for 

cell attachment [3]. However, only the groups that 

contained HA loaded fibers and were plasma treated 

resulted in both an increased cell adherence and 

increased ALP activity. This indicates a combined effect 

of applying plasma treatment on the HA containing 

fabrics resulting in increased hydrophilicity, more HA 

particles being exposed at the surface and therefore also 

increased surface roughness which are known factors to 

increase osteoconductivity [4]. Based on these results, 

combination of HA loaded UHMWPE fibers and plasma 

treatment provide the most promising fabric surface for 

facilitating bony ingrowth. 
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Introduction 

Cartilage diseases, such as osteoarthritis, rheumatoid 

arthritis and posttraumatic arthritis after intra-articular 

fractures and osteochondral defects have an important 

impact on the patient's quality of life and are a heavy 

burden for the healthcare system [1]. Better 

understanding, early detection and proper follow-up 

could improve quality of life and reduce healthcare 

related costs. Imaging is a valuable tool for detecting 

and monitoring these cartilage-related diseases and how 
they progress. Therefore, the aim of this study was to 

evaluate the potential of improved imaging techniques 

of these medical conditions by quantifying cartilage and 

subchondral bone. 

 

Materials & Methods 

Two osteoarthritic (OA) (n = 2, mean age = 88.3 years) 

and three non-OA (n = 3, mean age = 51.0 years) human 

cadaveric knees were scanned three times (Figure 1). A 

high-resolution peripheral quantitative computed 

tomography (HR-pQCT) scan (XtremeCT, Scanco 

Medical AG, Switzerland) was performed to visualize 
the bone microstructure. A contrast-enhanced clinical 

CT scan (GE Revolution Evo, GE Healthcare, USA) 

was made to visualize the cartilage. A microCT scan 

(VivaCT40, Scanco Medical AG, Switzerland) served 

for validation. Visipaque 320 (60 ml) was used as 

contrast media for the contrast-enhanced clinical CT 

scan and a layer of BaSo4 was added on the joint to 

visualize the cartilage with microCT scans. Afterwards, 

the regions of interest (ROI) were identified 

automatically. Finally, these ROI were segmented using 

adaptive thresholding [2]. Bone microstructural 
parameters, namely bone volume fraction (BV/TV), 

trabecular thickness (Tb.Th), trabecular separation 

(Tb.Sp), trabecular number (Tb.N) and  cartilage 

thickness were quantified. 

 

Results 

The microCT results highly correlated with the 

XtremeCT and clinical CT results. For all 

microstructural parameters, the accuracy range (𝑅2) was 

between 0.79 and 0.95. Differences in bone 

microstructure and cartilage thickness were observed on 

the XtremeCT and clinical CT scans between the OA 

and non-OA knees. 
 

Discussion 

Bone microstructural parameters and cartilage thickness 

of knees were quantified with high accuracy on in vivo 

available scanners and apparent differences between the 

OA and non-OA knees were detected. Those results may 

improve OA follow-up and detection and lead to a better 

understanding of OA. However, further in vivo studies 

are needed to test these findings in clinical practice. 
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Introduction 
Research on bone remodelling after total hip 
arthroplasty (THA) is a key element to (i) improve THA 
design by locating where the changes in bone mineral 
density (BMD) occur, and (ii) investigate the 
mechanisms of bone remodelling in the long term-[1]. 
Existing studies use DXA scans and look at the density 
in two dimensions, which can lose some pivotal features 
of how bone remodels since it is a 3D mechanism-[2,3].  
The aim of this work was to develop a method to 
quantitatively assess femur’s BMD evolution in the 
long-term after THA based on CT scans, localising the 
changes in the seven standard Gruen zones (GZs). 
 
Methods 
Spiral CT scans of THA patients were taken 24 hours, 1 
year and 6 years post-operatively. Scans were calibrated 
using a phantom to convert the Hounsfield unit (HU) to 
BMD. A segmentation (Mimics) with threshold [300-
2999]-HU was performed to isolate the region of 
interest, creating a mask from the greater trochanter to 2 
cm below the implant. In order to assess the inter-
operator variability in the segmentation, ten operators 
were recruited. The error in the volume of the mask was 
calculated as: 
 

											𝐸𝑟𝑟	% 	=
|	$%&'$(|)|$('$%&|

$(
	 ∙ 100,          (1) 

 
where Vop and Vr are respectively the volume of the mask 
of each operator and the volume of the mask of the 
author set as the reference mask. To identify the GZs, 
each mask was set to the frontal view and the planes 
identified as per protocol-[4]. The average value of 
BMD was calculated in each GZ, for each subject at the 
three timepoints, to assess the gain/loss in BMD over 
time. To better assess any change from the previous 
dataset, post-1y data were normalised by post-24h; post-
6y data by post-1y ones. To test the method, twelve 
subjects (six males, six females), five with a cemented 
implant, seven with an uncemented one, were analysed.  
 
Results 
The Err% between operators was on average 1.75%. The 
mean time spent to create the mask was 1 hour. Changes 
in BMD [%] grouped and averaged according to the type 
of fixation are reported in Table 1. No statistically 
significant changes over time were observed in the 
cemented group. For the uncemented one, variations 

were statistically significant only in few regions (GZs 4-
6 after one year, GZs 1 and 4 after six years).  
 

 
 
Table 1: Average BMD gain/loss [%] in each GZ for the 
cemented and uncemented groups. Negative values state 
for an average loss, positive values for an average gain. 
*statistically different from previous dataset (p<0.05). 
 
Discussion 
The in silico method presented in this study can be easily 
employed as a tool to evaluate long-term bone 
remodelling in the femur. The protocol showed good 
results in terms of reproducibility (Err%) and efficiency 
(time) [5].  
While the BMD changes for the cemented group were 
not statistically relevant, our findings for the 
uncemented one in GZs 4-6 one year post-op are in line 
with other prospective studies, which reported a bone 
loss of BMD in the medial part of the femur, more 
pronounced in the proximal area [6]. The significant 
changes in GZs 1 and 4 after six years are likely caused 
by load transfer being shifted from the proximal part of 
the femur, through the rigid implant to the distal area.  
These results may depend on the small number of 
subjects analysed. Future analyses on more data will be 
performed to assess (i) the potential statistical 
significance of other areas, and (ii) the relationship 
between BMD gain/loss and several features (e.g. age, 
sex, pathologies). 
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Introduction 
Bone is a hierarchical tissue with mechanobiological 
processes spanning several temporal and spatial scales. 
Likewise, new correlative multimodal imaging (CMI) 
approaches enable holistic analyses of complex 
multiscale biological systems [1]. However, few CMI 
approaches have been proposed to study bone and are 
often limited in their throughput and the samples that 
can be analysed. This work introduces a CMI approach 
to correlate time-lapsed in vivo 3D micro-computed 
tomography (micro-CT) images with ex vivo 2D 
histological sections from the same sample at the study 
endpoint, quantitatively characterising the Local in vivo 
Environment (LivE) of embedded bone cells with 
unprecedented detail. The results will focus on bone 
regeneration in a mouse femur defect model, and we 
expect this tool to be generalisable to other preclinical 
models used in bone research. 
 
Methods 
The data used in this work was collected in a previous 
study [2]. In short, 20-week-old C57BL/6J mice 
underwent femur defect surgery and were imaged 
weekly with in vivo micro-CT (10.5μm, 55kV, 145μA, 
350ms; vivaCT 40) over seven weeks. Images were 
Gauss-filtered (sigma 1.2), binarised at 395 mgHA/cm3, 
and the greatest connected component was isolated. Ex 
vivo histological sections (10µm thick) were collected 
from one paraffin-embedded femur from day 49 and 
stained for Safranin-O (Saf-O) and Sclerostin (Sost), 
and the bone was segmented using QuPath [3]. A 
graphical user interface was designed in Python to 
visualise and perform an interactive affine registration 
of both modalities and included an iterative optimizer 
(based on Powell’s method and Bayesian optimization 
with Gaussian processes) to identify the best registration 
parameters in the neighbourhood of the current 
transformation, according to a score function. 
Additional features allow pre-processing the images and 
exporting the output efficiently. The result was assessed 
visually and by computing Dice scores (DSC), average 
(ASD) and Hausdorff (DH) surface distance metrics. 
 
Results 
Six histological sections (interval of 100 µm) were 
aligned with high DSC values under 1h, highlighting the 
accuracy and throughput of the tool (Table 1). Figure 1 
shows how artifacts in histological sections can affect 
registration quality and prevent better alignment. 
 
Figure 1: Representative A) Saf-O and B) Sost stained 
sections; C-D) Overlay (yellow) of binarised micro-CT 

(green) and histological sections (red). E) Bone 
remodelling regions and F) micro-FE analysis from 
time-lapsed micro-CT. Scale bar: 400µm. 
 

Type Time (min) DSC ASD (µm) DH (µm) 
Saf-O 18 0.833 63.2 62.1 
Sost 11 0.805 50.0 64.7 
Sost 5 0.819 44.7 63.0 
Sost 6 0.806 37.8 62.1 
Sost 4 0.842 28.0 65.6 
Sost 11 0.894 24.1 59.4 

Table 1: DSC, ASD and DH scores for six histological 
sections aligned to the corresponding micro-CT image. 
 
Discussion 
Since the registration step is based on binary images, 
histological sections stained for different markers can be 
analysed if the mineralised bone can be identified 
reliably. Furthermore, we greatly improved the 
throughput and achieved functional registration 
accuracy over existing approaches by designing a novel 
iterative semi-automated registration method, making it 
an efficient tool for LivE charactisation in multiple 
sections and larger regions of interest. Also, this 
correlative approach is complemented by pipelines to 
process histological sections and micro-finite element 
analysis (Fig. 1F) of the micro-CT images, effectively 
integrating tissue-level strains and morphometry (Fig. 
1E) with cellular activity data. Ongoing work is 
focusing on validating the registration step and 
techniques to compensate for deformations in 
histological sections. We expect this tool to enable 
uncovering multiscale mechanobiological pathways 
ruling bone regeneration and adaptation. 
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Introduction 

Osteoarthritis (OA) is one of the most common diseases 

of the musculoskeletal system and mouse models are 

used to investigate it. Destabilization of the medial 

meniscus (DMM) is one of the most used models of  

post-traumatic OA (PTOA) [1]. Most commonly, ex 

vivo micro-Computed Tomography (microCT) is used 

for high resolution characterization of the subchondral 

bone micro architecture. However, a longitudinal design 

with in vivo microCT would provide better insight into 

the early stages of the disease and its progression, as 

well as reduce the number of animals used [2,3].  

The aim of this study was to use in vivo microCT to 

analyse spatio-temporal changes in the subchondral 

bone in a mouse model of PTOA.  

 

Materials and methods 

Sixteen male C57BL/6J mice received DMM surgery or 

sham operation at 14 weeks of age (N=8 per group). The 

right knee of each mouse was microCT scanned in vivo 

(VivaCT80, Scanco Medical; 55kVp, 145μA, 10.4μm 

voxel size) every 4 weeks until the age of 26 weeks, 

when mice were sacrificed. The microCT grey levels 

were converted into tissue mineral density using a 

densitometric calibration phantom. 

Each image of the proximal tibia was aligned to a 

reference image using rigid registration (Amira). The 

subchondral trabecular bone was manually contoured 

and segmented using single level threshold. Standard 

morphometric parameters were measured including 

trabecular bone volume fraction (BV/TV), thickness 

(Tb.Th), separation (Tb.Sp) and number (Tb.N).  

A region of interest including the cortical and trabecular 

bone between the growth plate and the articular surface 

was selected. This region was divided into eight 

quadrants (Fig1A) and the bone mineral content (BMC) 

was calculated in each compartment. 

 

Results 

Increased trabecular thickness (Fig1B) and decreased 

trabecular number were observed in DMM mice 

compared to SHAM. Interestingly, the largest variation 

in Tb.Th (+11%) was observed 4 weeks after surgery, 

while at subsequent time points the change rate was 

comparable to the SHAM group. Similarly, the largest 

variations in local BMC (up to +35% in the postero-

medial compartment) were observed at week4 (Fig1C). 

At early stages of the induced disease, a local increase 

in BMC was observed at the medial side. 

At later time points, the effect partially extended to the 

lateral side with smaller differences between DMM and 

SHAM groups (Fig1C).  

 

 
Figure 1: (A) Cross-section of subchondral bone of the 

tibia. (B) Temporal changes in trabecular thickness 

(Tb.Th) normalized by baseline values. (C) Spatial 

changes in bone mineral content (BMC) at week 4 and 

12 with respect to baseline (week 14 of age). 

 

Discussion 

In this study longitudinal microstructural assessment of 

subchondral bone and subregional analyses of BMC 

have identified early effects of PTOA in a mouse model.  

The observed heterogeneity of spatio-temporal bone 

changes in OA is important to gain insight on the disease 

onset and progression, and for future assessment of 

treatments for PTOA. Future analyses will be performed 

to identify the relationship between these changes and 

biomechanical properties of the knee joint in PTOA. 
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Introduction 

The biomechanical properties of the interphase between 

an implant and the host bone determine long-term 

stability of the implant. The compositional, structural 

and mechanical properties of the bone-implant 

interphase (BII) evolve during healing and vary at 

different length scales due to the hierarchical 

arrangement of bone tissue [1]. In particular, bone nano- 

and microstructure orientation and arrangement are 

important predicators of key mechanical properties such 

as bone strength [2]. However, these structural features 
at the BII are not fully understood [3], especially the 

spatio-temporal evolution during healing, and the 

impact on the resulting BII strength. This study aims at 

investigating the microstructure of the BII using 

electron microscopy techniques.  

 

Methods 

Specimen. A standardized coin-shaped implant 

(TiAl6V4, Ø5mm, H3mm, Fig. 1A) was osseointegrated 

for 7 weeks in the cortical bone of a rabbit tibia. The 

extracted specimen was embedded into PMMA, cut 

transversely into a 2×5×2mm3 cube and polished to 
expose the mineralized tissue at the BII (Fig 1B).  

Imaging. A FIB-SEM (FEI Helios NanoLab 660) in 

back-scattered electron (BSE) mode was used to image 

a 20×30×30µm3 region close to the implant (Fig 1B). 3D 

images were obtained using the “Slice and View” mode 

(Fig 1C) with 20nm distance between two slices. Image 

analysis was done using ImageJ (v.1.53f51). 

 

Results  

Ellipsoidal osteocyte lacunae (~10µm long axis, ~5µm 

short axis) were observed and appeared aligned parallel 

with the implant surface (Fig 1D). Multiple canaliculi 
(Ø 100-300nm) were seen connected to the lacunae, 

permeating the bone matrix. Collagen fibrils were found 

to alternate in orientation within 2-3µm thick lamellae, 

also aligned parallel with the implant surface (Fig 1D). 

 

Discussion 

The utilised implant model allows access to a bone-

implant interphase where the tissue is certain to be 

newly formed. This enables investigation of the lacuna-

canalicular network (LCN) in young bone close to an 

implant, and comparison to mature bone. Alternating 

orientation in collagen fibrils within lamellar structures 

was found to be consistent with previous observations in 

mature bone [4] and osteocyte lacunae were observed to 

align along the implant as seen previously for screw-

type implants [5]. Further work will focus on extending 

the image analysis to investigate porosity distribution 

and alignment of the collagen fibrils within the LCN. 

Structural specificities of the newly formed tissue will 

be compared to a mature region in the same specimen. 
 

 
Figure 1: Standardized implant (A), specimen with bone 
tissue stained red with Picrofushin (B), FIB-SEM “slice 
and view” (C); osteocyte cavity and lacuna-canalicular 
network in immature bone tissue (D, left) and changes 
in collagen fibrils orientation (D, right). 
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Introduction 
Identification of muscle volume and geometry from 
Magnetic Resonance (MR) images is useful in the 
assessment of muscle health metrics, estimation of 
muscle strength, and building of image-based 
musculoskeletal models [1]. Typically, muscle 
segmentation is performed either manually or semi-
automatically, incurring both operator variability issues 
and interaction time. The aim of this study was to assess 
the accuracy of an automatic segmentation method 
based on automatic image preprocessing and 
deformable image registration.  
 
Methods 
Lower limb T1-weighted MR images were acquired 
from five women (Age: 67 – 83 y.o., Height: 156 – 164 
cm, BMI: 21.2-32.1) after gaining informed consent. 
The Sheffield Image Registration Toolkit [2] was 
employed as a segmentation tool for 25 lower limb 
muscles which were compared to the outputs of semi-
automatic segmentation using Mimics (Materialise), 
considered as gold standard after manual corrections [3]. 
Two tests were performed: 1) registration of left and 
right limbs of the same subjects, to find the optimal 
registration parameters; 2) registration of the right limb 
from different subjects to evaluate the accuracy of the 
approach. To homogenize the appearance of the subjects 
within the images automatic morphological processes 
were used to remove the skin and homogenize the fat 
layer (Figure 1). 

Figure 1: Stages of segmentation with (2) and without 
(1) pre-processing. The reference data (A) was 
registered to the target data (B) (pre- and post-
registration in C and D respectively), giving 
segmentation results (E), semi-automatic and automatic 
shown in red and blue respectively.   
 
The resulting 25 automatically generated segmentations 
(Mauto) were compared to the corresponding semi-
automatic segmentation (Mref). The Dice similarity 
score (Equation 1) [4] was measured to account for the  

differences in shape and volume of the segmentation. 
Muscle volumes were also computed and compared. 
 

 𝐷 = 100 ×	!"#!"#$	∩	#%&'&
|#!"#$|	(	)#%&')

 (1) 

 
Results 
The left-right test resulted in a high Dice similarity score 
and low relative volume error across the 25 muscles 
considered and with all subjects (Table 1). The among-
subjects test resulted in a significantly lower Dice 
similarity score and higher relative volume, error with a 
wide large range in the accuracies of segmentation.  
 

Table 1: Quantification of segmentation accuracy.  
 
Discussion 
The variability of the muscle architecture between the 
subjects is far greater than that between the left and right 
limb of one subject [3], causing the expected disparity 
in the accuracy of segmentation between the two tests. 
Further, this shows that through image registration the 
variability in muscle geometry between subjects cannot 
be captured for every muscle to a level comparable to 
the confidence level of the semi-automatic process [3].  
In conclusion we have shown the limitations of an 
automatic deformable image registration approach to 
segment muscles from MRI. Nonetheless, this approach 
can be used to computationally generate new sets of 
credible images. These are currently being added to our 
datasets to enable alternative methods based on deep 
learning. 
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Dice similarity score 
 

mean ± standard dev. 
[range] 

Relative volume error 
(absolute %) 

mean ± standard dev. 
[range] 

Test 1 Test 2 Test 1 Test 2 
 

87.4±6.3 
[69.7, 96.0] 

 

64.5±15.4 
 

6.0±3.8 
 

14.3±11.4 
[25.1, 87.5] [0.3, 15.1] [2.5, 44.3] 
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Introduction 

Adult spinal deformity (ASD) is a spectrum of three-

dimensional (3D) spinal abnormalities, often resulting 

in pain and disability [1]. Currently, ASD surgical care 

primarily relies on static two-dimensional radiographic 

parameters to assess spinal alignment, neglecting 

associated changes in muscle structure and function. 

Post-operative complication (42.6%) and revision rates 

(35%) are high [2,3], showing the limitations of the 

current approach towards clinical decision-making. 

Evaluation of the impact of ASD on musculoskeletal 

dynamics, using subject-specific musculoskeletal 

models (MSM) and simulations, has the potential to 

improve ASD care by quantifying functional 

impairment [4]. Obtaining subject-specific muscle paths 

in the MSM, currently requires slice-by-slice manual 

muscle segmentation from 3D medical images. This 

procedure is time-consuming and error-prone, and can 

greatly benefit from automation. To our knowledge, no 

automated magnetic resonance imaging (MRI)-based 

muscle segmentation methods have been developed for 

ASD patients. This work aims to automate MRI-based 

spinal muscle segmentation in ASD patients and define 

muscle paths for future integration in a MSM (Fig. 1). 

 
Figure 1: Schematic of the segmentation process. (A) 

Automatic segmentation. (B) Segmented muscle volume 

reduction to muscle path (red lines). (C) Muscle paths 

(red lines indicated by arrows) in a MSM (future work). 

 

Methods 

MRI images of 3 control and 13 ASD subjects (different 

degree of deformation) were used. Ground truth (GT) 

segmentation of the spine, erector spinae, multifidus, 

and psoas muscles was manually annotated by two 

operators. An automatic and semi-automatic atlas-based 

segmentation workflow were developed (Mimics v22 

with python interface, Materialise, Leuven), Fig. 2. The 

segmented muscle volumes were automatically reduced 

to their muscle paths (i.e., the line through the centroids 

of each axial muscle area). Mask and muscle path 

accuracy were evaluated against GT segmentations and 

their associated muscle paths. The segmented mask 

accuracy was evaluated in a leave-one-out experiment 

using the Dice Similarity Coefficient (DSC), a measure 

for overlap of segmented volumes [5]. Since muscle 

path accuracy affects simulation results of forces and 

loads in a MSM, it was additionally evaluated with the 

axial in-plane moment arms, defined as distances 

between muscle path and the spine centerline,  using the 

root-mean-squared-error (RMSE) against GT. 

 
Figure 2: Schematic of the automatic (blue path) and 

semi-automatic (green path) segmentation workflows. 

 

Results 

Manual segmentation required on average 2h52min, 

compared to 30min (83% reduction) and 1h3min (63% 

reduction) for the automatic and semi-automatic 

workflows, respectively. The median  DSC of the spinal 

structures varied between 0.44-0.62, and 0.82-1.00 for 

the automatic and semi-automatic workflows, 

respectively. The median RMSE of the in-plane moment 

arms of the muscle paths varied between 4.53-6.89 mm 

and 0.344-3.82 mm for the automatic and semi-

automatic workflows, respectively.  

 

Discussion 

Both workflows notably reduced the segmentation time 

compared to manual segmentation. The semi-automatic 

workflow outperformed the automatic and other state-

of-the-art methods [6,7], even considering that the latter 

were evaluated in a less challenging, healthy population. 

The muscle path accuracy was well within defined 

acceptable criteria, even at muscle attachment sites. The 

automatic workflow favored automation over accuracy, 

and can benefit from further improvement. Thus, the 

developed workflows contribute to the automation of 

spinal muscle segmentation, reduce segmentation time, 

and show potential to implement the resulting muscle 

paths in a MSM to quantify functional impairment. 
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Introduction
Cardiovascular diseases (CVDs) are accounted for 45%
of all deaths in Europe [1]. Among these
casualties, ascending Thoracic Aortic Aneurysm
(aTAA) is the 19th common cause of human death
[2]. In this work we present a novel non rigid
registration algorithm specifically designed for
vessel-like structures. The application of this algorithm
to the human thoracic aorta allowed us to build a
surface-based Statistical Shape Model (SSM) of the
ascending and descending aorta, together with the arch
and supra aortic vessels. Computational Fluid Dynamic
(CFD) features are computed and a correlation study is
performed with respect to the anatomical features
extracted through the SSM.

Methods
Non rigid registration algorithms for shape alignment
are usually based on a point cloud correspondence
procedure together with a deformation method.
However, due to the complexity of the vessel tree, the
point correspondence can represent a difficult problem.
To overcome this limitation the vessel tree
correspondence is ensured by optimizing an objective
function of the distance between the surfaces of the
two shapes, plus some domain specific constraints. A
preconditioned gradient descent-based optimization
procedure [3] is implemented in python, using Pytorch
and pyvista libraries. 80 patient specific aortas, affected
mainly by aTAA, are manually segmented and the
obtained surface meshes are aligned using the
developed algorithm. The segmentation starts from the
aortic root and includes 18 mm of each supra aortic
vessel and 140 mm of the descending aorta (see Figure
1). The aligned surfaces are used to build a SSM via
Generalized Procrustes analysis (GPa) and Principal
Component Analysis (PCA). Transient CFD
simulations (with lumped parameter models for
pressure boundary conditions) are performed on each
patient specific model and clinically relevant
biomarkers for aTAA are extracted and correlated with
PCA modes (i.e. with anatomical features).

Figure 1: Representation of non rigid registration
between a source aorta (mean shape) and a target one.

Results
A dataset of 80 patient specific aortas was successfully
aligned to a mean shape determined through GPa (see
Figure 1). A final Chamfer distance under 0.5 mm was
achieved between each aorta and the deformed mean
shape. A SSM of the aligned dataset has been built and
98% of its variance is captured by the first 40 modes of
the PCA. A correlation study is carried out between
PCA modes values and clinically relevant CFD-based
Biomarkers for aTAA.

Discussion
Statistical Shape models are a powerful tool to analyze
and model the geometric variability of anatomical
structures. The main difficulty of SSM is the non rigid
registration required to build an aligned dataset of
shapes. While with relatively simple anatomical
structures the problem can be easily solved, with
complex geometries (e.g. vessel trees with many
branches) the solution is often to simplify the shape
either by modifying it or by removing secondary
structures. To our knowledge, this is the first surface
based SSM of the whole thoracic aorta.
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Introduction 

3D muscle morphological parameters, such as fascicle 
length (FL) and pennation angle (PA) are important 
characteristics to muscle-force production capacity [1]. 
To reconstruct in-vivo muscle fascicles, methods based 
on Diffusion Tensor Imaging (DTI) were proposed [2]. 
In recent years, 3D freehand ultrasound (3DfUS), which 
is combination of 2D ultrasound and 3D motion capture 
system, has become another tool to study in-vivo muscle 
structures [3]. However, whether 3DfUS can accurately 
measure 3D muscle FL or PA remains unknown. The 
objectives of this study were: (1) to evaluate the 3DfUS 
measurement accuracy of FL, PA, and muscle volume 
in tibialis anterior (TA) and gastrocnemius medialis 
(GM) compared to DTI measurement; (2) to evaluate the 
inter-session and sensitivity performance of 3DfUS 
measurement. 
 
Methods 

Seven healthy subjects (3M/4F, 54.9 ± 5.9 years, 70.8 ± 
9.2 kg, 170.8 ± 11.0 cm) were recruited in this study. 
Randomized side of the legs were scanned using a 
diagnostic ultrasonography system with a 38 mm wide 
linear transducer. A 10-camera optical motion capture 
system was used to record the position of four reflective 
markers rigidly fixed on the transducer. Three-
dimensional ultrasound images of TA and GM were 
reconstructed based on a previously published method 
[3]. The muscle volume was calculated according to 
manual muscle segmentation. Three fascicles were 
manually picked in an image section where the fascicles 
were clear (Figure 1). Mean FL and PA of these fascicles 
were calculated. Inter-session analysis was performed 
by repeating the FL and PA identification procedures at 
two different occasions. Sensitivity analysis was 
performed by evaluating the effect of choosing three or 
five fascicles in the selected image section. Intraclass 
correlation coefficient (ICC) was used to evaluate the 
agreement of inter-session and sensitivity analysis.  

 
Figure 1: Illustration of FL and PA measurement. The 
fascicles were clear and intact in this section. Fascicles 
in muscle belly region were selected. 

Subjects were scanned using a 3.0-Tesla MR scanner in 
the same alignment as the 3DfUS measurement. T1-
weighted and DTI images were acquired. The 
reconstruction of muscle fascicles and identification of 
the FL and PA were based on a previous report [4]. 
Mean differences of muscle FL, PA, and volume 
measured by 3DfUS and DTI were calculated. 
 
Results 

Compared to DTI measurement, 3DfUS measurement 
overestimated the FL of TA and GM for 2.2 mm and 0.7 
mm. Regarding PA, 3DfUS measurement overestimated 
PA of TA for 1.5 degree, and underestimated PA of GM 
for 0.3 degree. Also, 3DfUS measurement 
underestimated the muscle volume of TA and GM for 
3.7 cm3 and 5.7 cm3. Both inter-session and sensitivity 
analysis showed excellent agreement of 3DfUS 
measurement (Table 1).  

  FL PA 
Inter-session 

Measurement in two 
different days 

TA 0.999 0.956 

GM 0.994 0.978 
Sensitivity 

Choosing 3 fascicles 
vs 5 fascicles 

TA 0.996 0.958 

GM 0.994 0.977 
Table 1: ICC of the inter-session and sensitivity analysis 
(excellent agreement, ICC above 0.9). 

 
Discussion 

In this study, the FL and PA of GM measured by 3DfUS 
had errors within 1 mm or 1 degree compared to DTI 
measurement. Errors in TA structure were higher than 
GM. The reason maybe that TA is longer than GM, thus 
making the TA morphological parameters had a bigger 
distribution. Also, 3DfUS measurement had good inter-
session reliability and sensitivity.  
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Introduction 

Respiratory patients frequently have poor inhaler 

technique which impacts their disease management. 

Treatment efficacy could be improved using predictive 

models for drug deposition based on airway shape and 

patient inhalation technique [1]. Widely applying 

personalised models requires a rapid and cost-effective 

image processing approach. Segmentation of airways 

and lungs from volumetric computed tomography (CT) 

has been well-developed [2,3]. Chest X-rays have not 

previously been used to extract patient-specific 

respiratory systems for deposition models, although 

statistical shape and appearance models (SSAMs) have 

been used to reconstruct 3D bones from 2D X-rays [4]. 

Here, we present our image processing pipeline for 

generating patient-specific respiratory systems from 2D 

or 3D images. We assess its performance by comparing 

morphometric properties and deposition results. 

        

Methods 

For SSAM training data, we used 50 CT scans from the 

LUNA16 dataset with radiologist-verified lung and 

airway segmentations. We generated digitally 

reconstructed radiographs with ray-tracing, which were 

used to train appearance in our SSAM and test the model 

accuracy. We performed principal component analysis 

on the landmark position and gray-value to parameterise 

the SSAM. To reconstruct lungs and airways from X-

rays, we optimised the SSAM parameters by minimising 

differences between the X-ray and SSAM outline and 

gray-value. To segment lungs from CT, we used a U-

Net which was pre-trained on CT slices 231 patients 

(mean DICE 0.97) [3]. We trained a U-Net which 

segmented the airways [2]. We generated complete 

conducting airway trees [5] using diameter and length 

from the central airways. We implemented our imaging 

framework in Python 3.7. Computational fluid dynamics 

(CFD) simulations were performed in OpenFOAM with 

particle tracking to compare deposition [1]. 

 

Results and discussion 

Our airway U-Net yielded a DICE value of 0.93 on the 

LUNA16 scans set aside for model validation (10 out of 

50). We found our SSAM to reconstruct the lung volume 

to a median error of 7% (maximum error 24%). 

Additionally, the SSAM could reconstruct the trachea 

and main bronchi diameter to a median error of 7% (95th 

percentile 22%). In the segmental bronchi, the airway 

diameter error increased to 12% (95th percentile 34%). 

This is as the airways lower than the main bronchi are 

not visible on an X-ray. Preliminary CFD simulations 

showed upper airway deposition hotspots were similar 

in all imaging methods. 

To understand error propagation to the generated distal 

airways, we compared diameter for the U-Net and the 

SSAM X-ray reconstruction with the ground truth (Fig. 

1). We see the SSAM and U-Net lie within the ground 

truth airway diameter range. Mean SSAM diameter 

error grew from ~20% in the first 3 bifurcations grew to 

a factor of 2 at generation 10. The maximum U-Net 

mean diameter error was 20% at generation 7. 

Our results show that imaging, morphological and 

deposition metrics in airways using SSAMs or U-Nets 

are consistent with ground truth. Our future study will 
compare deposition models to experimental deposition 

data. Validation of such models will provide clinicians 

with trust that our framework is suitable to trial various 

treatments in silico to optimise patient treatment. 

 
Fig. 1: Airway diameter with generation, comparing image 

processing techniques, shown for the patient where SSAM 

diameter error was 22% (population’s 95th percentile). 

Points show mean with minimum to maximum range.                                                                   
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Introduction 

Studies have shown that meniscal pathologies, including 

meniscal tears and degenerative changes, contribute to 

the evolution of osteoarthritis (OA) in the knee joint [1]. 

It seems that degeneration-related mechanical changes 

are probably first detectable in the menisci before the 

articular cartilage is affected [2]. Thus, identifying 

mechanical changes in the meniscus associated with 

progressive degeneration is of particular interest for OA 

research. Hence, the aim of this in-vivo study was to 

identify material parameters in different anatomical 

regions of the lateral meniscus of healthy subjects and 

OA patients based on magnetic resonance imaging 

(MRI) and inverse finite element analysis (FEA). 

 

Methods 

After IRB approval and written informed consent 12 

healthy volunteers and 12 osteoarthritic patients were 

placed in a customized MRI compatible loading device 

at approximately 5° knee flexion. Each individual was 

MRI-scanned both in unloaded condition and under 

simulation of 25% subject-specific body weight. 

According to the method described in [3,4], patient-

specific finite element (FE) models and 3D 

displacement fields of the lateral menisci were assessed 

(Fig 1).  The FE models were divided into 5 anatomical  

Fig 1: Schematic illustration of the parameter optimization procedure. 

regions: anterior and posterior root attachment (ARA, 

PRA); anterior horn (AH); pars intermedia (PI); 

posterior horn (PH). To model the anisotropic and 

viscoelastic properties of the meniscus, the strain energy 

density function proposed by Holzapfel [5] was utilized 

in a poroelastic model. The superficial displacements, 

estimated by non-rigid registration were applied as 

boundary conditions. By running a FE simulation, the 

femoral reaction force that is needed to cause the applied 

displacement was calculated. During a particle swarm 

optimization, the difference between the numerically 

calculated reaction force and the experimentally applied 

force was minimized by varying four sensitive material 

parameters in a physiologically range for each region 

(Fig 1). The varied parameters described the stiffness 

(C10) and compressibility (D) of the matrix as well as 

the nonlinear fiber stress (k1) and the permeability (k).  

 

Results 

The optimized parameters showed a significant increase 

in the compressibility of the meniscus matrix (D, p ≤ 

0.05) in all regions. Further, the stiffness of the meniscus 

matrix (C10) tended to decrease, while the permeability 

(k) tended to increase with progressive degeneration. 

 
Fig 2: Box-Plots of the four optimized global parameter sets. 

 

Discussion 

In summary, the feasibility of our previously presented 

in-vitro approach [3,4] for applications in the clinic has 

been demonstrated. The most important finding of the 

study indicates that progressing knee joint degeneration 

leads to a softening of the meniscus matrix. This is in 

accordance with the findings of Fischenich et al. [6], 

who found in their in-vitro investigations a significant 

decrease in the compressive properties of the meniscus 

with progressing degeneration. In addition, Warnecke et 

al [7] reported that the permeability increases with 

progressive meniscus degeneration, which was also 

observed as a trend in our results. In conclusion, local 

material parameters of lateral menisci of both, healthy 

subjects and OA patients were successfully determined 

based on MRI loading experiments and inverse FEA. 
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Introduction 
The elastic and viscoelastic properties of degenerated 
menisci seem to change before alterations are detectable 
in the adjacent articular cartilage [1]. However, despite 
its high clinical relevance, the age-related degeneration 
process of the meniscus is not yet fully understood, 
especially with regard to the structure-function 
relationship. Therefore, the goal of this work was to 
identify changes in the structure-function relationship of 
lateral and medial menisci during ageing/degeneration.  
 
Methods 
Based on Kellgren-Lawrence (KL) classification, 12 
mild (KL: 1-2; donor age: 47±11 years) and 12 severely 
(KL: 3-4; donor age: 82±9 years) degenerated human 
knee joints were investigated [1,2]. Stress-relaxation 
tests were performed on axial explants from lateral and 
medial menisci to assess the permeability (k) and the 
equilibrium modulus (Eeq) [3], whereas tensile tests 
were performed on circumferential explants to 
determine the Young’s modulus (E) and the failure load 
(Fmax). Sulphated glycosaminoglycan (sGAG) content 
was determined after tissue enzymatic digestion using a 
biochemical assay and the collagen tissue area was 
determined by histological analysis of meniscus sections 
stained with picrosirius red [4]. Mann-Whitney U and 
Kruskal-Wallis tests were used for statistical analysis, 
while p<0.05 was generally considered significant. 
 
Results 
The compression-relaxation tests showed an increase of 
Eeq with degeneration, particularly for the lateral 
meniscus (p<0.05, Fig. 1A), without affecting k (Fig. 
1B). The tensile properties (Fig. 1C,D) of the menisci 
were not altered with degeneration (p>0.16). 

 
Moreover, while the sGAG content increased with 
degeneration (Fig. 2A,B), the percentage of collagen 
area decreased (Fig. 2C,D), both in the lateral (p<0.05) 
and medial (p=0.06) menisci. Qualitative histological 
evaluations showed a progressive destruction of the 

otherwise hierarchically arranged fibrous collagen 
structure, increasing tissue microcracks, calcium 
deposits, blood vessel infiltration and hypertrophic 
chondrocytes with progressing degeneration. 

 
 

Discussion 
In order to gain a more detailed insight into the etiology 
of gonarthrosis, the biomechanical behavior, as well as 
tissue composition and cellularity were investigated for 
the same menisci. On a structural level, the increase in 
Eeq can be explained by a disturbed relationship in the 
biphasic meniscus structure which may be resulting 
from changes in matrix composition, namely an increase 
in sGAG accompanied by tissue calcification, 
particularly observed in lateral menisci. This indicates 
that structural changes in the matrix composition may be 
detectable at protein level, before changes can be 
observed in biomechanical investigations. In 
conclusion, our data contributes to a better 
understanding of the structure-function relationship 
during age-related meniscus degeneration. It can be used 
to validate in silico determination of meniscus material 
parameters, with special focus on the early detection of 
osteoarthritis [2,5].   
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Introduction
People worldwide are living longer, and the incidenceof hip fracture risk increases exponentially with age.Loss of bone mass and falls are the primary causes ofhip fractures, but bone mechanical integrity at themicroscale was also reported to increase withmineralisation and decline with age. Macroscopic testsof the proximal part of the femur are prone to errors,and corresponding μFE models become exceedinglylarge. In contrast, compressive testing of bone sectionswas shown to be accurate. Therefore, we performedcompressive tests of femoral neck sections andsimulated the same tests with non-linear μFE [1]. Wehypothesised that the micromechanical parameters ofthe μFE models must decrease with age in order tomatch the macroscopic experimental response.
Methods
Eighty-four fresh-frozen human femurs were obtainedwith the consent of the donors and cut plane-parallel atthe neck to obtain 10 mm thick sections. The sampleswere compressively loaded with a servo-hydraulictesting machine [Figure 1] with a displacement in theelastic range of 0.5 mm/min for stiffness calculation,followed by a monotonic loading until failure. Anoptical extensometer (d, lighting) recorded deformationswhile a load cell (c) recorded forces. The sections werescanned at 16 μm resolution with μCT, and the imagessubjected to standard morphological analysis, includingBMC, BMD, and TMD. The grayscale images weredownscaled to 32 μm and 65 μm for the linear and non-linear analysis respectively and segmented. The μFEsolver ParOSolNL [2] was finally used with the samematerial properties for all samples to compute stiffness,ultimate force and the corresponding intrinsic variables,elastic modulus and strength.

Figure 1: 1) experimental setup, a) sample, b) ball-joint,c) load cell, d) extensometer 2) μFE voxel-based mesh.
Results
As expected, the femoral neck's BMD decreased withage (p=0.006). The μFE outperformed BMC for both

ultimate force prediction (R²=0.68 vs R²=0.19) andstiffness prediction (R²=0.83 vs R²=0.66) [Figure 2].Strength was also well correlated with μFE (R²=0.85)but less with BMD (R²=0.51). The gap was smaller withthe elastic modulus (μFE: R²=0.78, BMD: R²=0.72).TMD was constant with age (p = 0.068). The strengthand elastic modulus errors between μFE and experimentwere neither TMD- (p=0.57, p=0.13, resp.) nor age-dependent (p=0.75, p=0.8, resp.).

Figure 2: μFE stiffness correlates highly with stiffnessmeasured in the experiment. However, the remainingvariations correlate neither with TMD nor age.
Discussions
The μFE was the better predictor for both extensive(ultimate force, stiffness) and intensive (strength, elasticmodulus) variables. The resolution of the μFE mesh,both linear and non-linear (32μm and 65μm, resp.), isexpected to cover most morphological changes inducedby ageing. The errors between the simulation and theexperiment for both strength and elastic modulus wereneither TMD- nor age-dependent, suggesting that thetissue material parameters can be assumed constant.The evaluation of further aspects of bone quality onthese proximal femora is ongoing.
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Introduction 

Muscle activation dynamics causes a delay between 

neuromuscular control signals and the generation of 

muscle force. This delay must be accounted for by the 

motor control system to achieve desired movement. The 

time scale of the activation dynamics, hereafter called 

activation speed, depends on the fiber type composition 

of the muscle, which may change due to, for example, 

exercise, disease, or ageing. Our aim is to investigate 

how changes in the activation speed affect reaching 

performance. 

 

Methods 

An anatomically simplified planar model with four links 

and three hinge joints is used [1]. The arm moves in the 

horizontal plane, and its movement is controlled via 

excitation of three antagonistic muscle pairs, each pair 

crossing one joint. A Hill-type model with third-order 

activation dynamics [2] and nonlinear force-length-

velocity properties represents each muscle. 

 

For the reaching tasks, four targets at different directions 

and an equal distance from a fixed initial position are 

used. Muscle excitations are computed using a 

predictive PD controller to track a pre-planned straight, 

minimum-jerk [3] trajectory from initial to target 

position. Prediction time and PD gains are optimized 

numerically to minimize the average error in the final 

position over the four targets.  

 

The three time constants of the activation dynamics are 

scaled to achieve five different activation speeds. The 

resulting muscle twitch responses have time-to-peak 

(TTP) values in the range 54-86 ms, and they are also 

characterized by half-relaxation times that increase with 

TTP and peak amplitude that decrease with TTP.  

 

Results 

Simulation results indicate that slow muscle activation 

dynamics leads to less accurate reaching, both in terms 

of average tracking error and average final position error 

(Figure 1, top). However, while the errors vary by over 

50%, the reaching movements remain so accurate that 

the deterioration in performance makes little difference 

for most applications.  

 

High performance can only be maintained when the 

control parameters are re-tuned for each activation 

speed. With slow muscle activation dynamics, the 

prediction time of the controller must be increased and 

the positional gains generally decreased (Figure 1, 

middle) while velocity gains remain roughly unchanged. 

Co-contraction of the antagonistic muscle pairs in the 

model tracks, to some extent, the changes in the 

positional gains, but without a clear decreasing trend for 

slower activation speeds (Figure 1, bottom). 

  

 
Figure 1: Average tracking and final position errors 

(top), positional PD gains and prediction time (middle), 

and joint-wise co-contraction (bottom) vs activation 

speed characterized by TTP. 

 

Discussion 

The observed deterioration in reaching performance 

with slower muscle activation speed can mainly be 

attributed to diminished accuracy of the longer 

predictions (to account for the longer delays between 

muscle excitation and contraction). To increase the 

robustness of the system, positional gains decrease for 

slower activation muscles, consequently decreasing the 

controller’s sensitivity to predicted deviation from the 

planned trajectory. Given the apparent absence of other 

stabilization mechanisms, such as co-contraction, the 

compensation mechanism that relies on the re-tuning of 

the PD gains appears to be sufficient for achieving 

dynamical stability in reaching.  
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Introduction 

Parkinson’s Disease (PD) is a progressive disease that 

mainly affects the movement causing impairments in 

both the upper and lower limbs. Upper limbs (UL) 

functional disorders may cause loss of dexterity, 

accuracy, speed, and smoothness in PD subjects [1]. 

Impairments in the UL kinematics highly affect 

patients’ quality of life. Physicians usually employ 

clinical scales and timed tests in order to assess 

impairments at the UL. However, these evaluations 

might not be sufficient to provide precise information on 

spatial and temporal features of UL tasks [2]. The aim 

of the present preliminary study is to quantitatively 

explore the potential benefits of a complementary 

therapy based on experimental artistic interventions on 

PD’s UL functionality through an ad hoc designed 

reaching test.  

 

Methods 

Eight PD subjects (age = 70.0±4.4 years old, BMI = 

25.5±4.5 kg/m2) were enrolled in the present study. Data 

collection took place before and after the therapy. 

Nineteen retroreflective markers were applied on UL 

and trunk anatomical landmarks to track their trajectory 

in space [3] with an 8-camera optoelectronic system 

(Vicon Motion System, Oxford, UK, 120Hz). 

Participants were comfortably seated in front of a white 

blank board and were asked to point firstly at the self-

jugular incision, then at the board center with the 

forefinger of the dominant hand. Each task was 

performed 5 times. From the acquired data, jerk was 

computed for the index finger trajectory (marker 

positioned in the tip of the finger) in the mediolateral 

(x), anteroposterior (y) and vertical (z) directions. Jerk 

was considered as a measure of task smoothness and 

defined as the third derivative of the displacement in the 

three directions. Finally, normalized jerk (NJ) was 

extracted [4] in order to compare results across task 

length and treatment time frames: 

𝑁𝐽 =  √
1

2
 ∫ 𝑗𝑒𝑟𝑘(𝑡)2 × (

𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛5

𝑙𝑒𝑛𝑔𝑡ℎ2
) 𝑑𝑡 

where duration was defined as the movement duration 

in seconds and length as the difference between the 

maximum and the minimum position of the marker 

along the considered direction. 

 

Results 

Figure 1 reports the obtained results for the NJ before 

and after the therapy. Lower values of NJ indicate 

increased smoothness in the considered task.  

 

 

Figure 1: Normalized jerk before (green) and after 
(blue) the therapy for the index finger trajectory in the 
mediolateral (x), anteroposterior (y) and vertical (z) 
directions. Data are reported as mean ± standard 
deviation. 

 

Discussion 

Although preliminary, the obtained results might 

suggest an influence of the complementary artistic 

experience over UL functional abilities. Indeed, after the 

treatment, lower values of NJ were revealed, which are 

associated with an increased smoothness of the UL 

movement. Further studies should focus on the 

correlation of the obtained results with the clinical 

scales. 
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Introduction 

Upper limb musculoskeletal disorders (MSDs) are a 

major public health issue [1]. The main biomechanical 

risk factors for MSDs are forceful exertions, 

repetitiveness and awkward joint angles [1]. Current 

treatments often remain unsatisfactory [2,3]. Empirical 

treatments based on spine curvature modifications [4] 

are used for shoulder, elbow and wrist MSDs. The 

impact of spinal curvatures on upper limb kinematics 

has been assessed only at the shoulder level: scapula 

position and humerus axial rotation were modified [5]. 

The goal of this study is to assess the impact of two 

spinal postures (erect and slouched when seated) on the 

wrist, elbow and shoulder joint angles, in relation to the 

risk thresholds defined by international standards [6]. 

 

Methods 

Twenty-two healthy participants (14 women, 23.6 ± 4.4 

years) were recruited after ethical endorsement (CPP 

N°2020-A00573-36). Spinal curvatures were modified 

using oral instructions and light touch, to reach erect and 

slouched sitting postures, in a random order. 

Participants performed 3 times 3 MSD risk-related 

tasks [1]: moving a box as far forward as possible, 

screwing against resistance, painting above the shoulder 

level. Instructions were standardized. Tasks were 

personalized according to participants’ anthropometry 

and wrist isometric maximal voluntary force. Cutaneous 

marker trajectories were recorded using a Vicon motion 

capture system at 100 Hz, then filtered using a 4th order 

low-pass Butterworth filter with a cutoff frequency of 

10 Hz. Angles for the shoulder, elbow and wrist were 

computed according to ISB definitions of local 

coordinate systems and rotation sequences [7], except at 

shoulder level, where the rotation sequence was Z-X-Y 

[8]. Maximal angles were computed during two task 

stages (TS) of each trial, the reaching and the task 

completion, then plotted along with risk thresholds [6]. 

After visually checking for normality, mixed effect 

models were computed using R lmer function [9], the 

participant effect being modeled as a random intercept.  

 

Results 

Maximal angle levels were modified by spinal posture 

during at least one TS for shoulder forward flexion (6 

TS, p<0.001), retropulsion (6 TS, p<0.001) and 

abduction (4 TS, p<0.05 to 0.001) (Fig 1), elbow flexion 

(1 TS, p<0.01), extension (1 TS, p<0.001), pronation (1 

TS, p<0.01) and supination (3 TS, p<0.05 to 0.01), wrist 

flexion (1 TS, p<0.001) and extension (1 TS, p<0.01). 

Wrist abduction and adduction were not. Shoulder 

forward flexion and elbow extension reached the risk 

threshold [6] during 2 and 4 TS, respectively.  

 

 
Figure 1. Thoraco-humeral maximal angles for each 

task and spinal posture (Ere-Slo): mean, SE. In red: risk 

threshold [6]. *** p <0.001, ** p <0.01, *p <0.05. 

 

Discussion 

Spinal postures affect upper limb kinematics, mostly at 

the shoulder level but also at the elbow and wrist. As 

tasks and outcomes were chosen to be relevant in terms 

of MSD risk, spinal posture may modify this risk, 

including remotely for some tasks. The main limitation 

of the study is the differences of angles computation 

methods used in the ergonomic standards [6] and in 

biomechanics [7]: threshold values must be considered 

with caution. As the risk of MSD increases with joint 

angle levels and also depend on the time of exposure [1], 

SPM statistics could complement these results.  
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Introduction 

Several pathologies can affect the relationship between 

breathing function, rib cage morphology and 

kinematics, and spinopelvic alignment. For instance, 

chronic respiratory pathologies and trunk deformities, 

such as scoliosis. Rib movements have previously been 

quantified experimentally, usually by acquiring sagittal 

radiographic images or CT scans of the chest at different 

lung volumes [1,2]. However informative, these 

techniques are either limited to 2D (radiography) or to 

the lying position, and induce high radiation dose (CT). 

The aim of this work was to determine the feasibility of 

functional analysis of the rib cage and the spine at rest 

and at minimal and maximal lung volumes using 

biplanar radiography. 

 

Methods 

Forty-seven healthy adults with normal respiratory 

function were included prospectively. Subjects were 21 

female and 26 males, aged between 20 and 83 years (33 

[25; 48] years old, median [1st, 3rd quartile]). Median 

height was 1.72 [1.65; 1.76] m, and median weight 71 

[61; 78] kg. Subjects underwent low-dose biplanar 

radiographs and 3D reconstructions of the spine and rib 

cage using validated methods [3]. Acquisitions were 

performed at rest (functional residual capacity, FRC), 

and in apnea at total lung capacity (TLC) and full 

expiration (residual volume, RV). T1-T12 kyphosis was 

computed from the 3D model, as well as the orientation 

of each pair of ribs in the subject’s anatomical sagittal 

plane (“pump-handle angle”). The ribs absolute 

orientation was measured relative to the horizontal. 

Results are reported as median [1st, 3rd quartile]. 

 

Results 

T1-T12 kyphosis increased significantly on expiration 

(from 51° at FRC to 63° at RV, p<0.001) and decreased 

on inspiration (from 51° to 47° at TLC, p<0.001). Figure 

1 shows the sagittal absolute angle at the three lung 

volumes. Significant differences were present at all rib 

levels and between all three lung volumes (p < 0.05). 

The median change between FRC and TLC (inspiration) 

was -16° while the change from FRC to TLC 

(expiration) was only -5°. Uncertainty of sagittal 

absolute angles was lower than 3.5° at all rib levels. 

 

Discussion 

In this work, pseudo-kinematics of the rib cage was 

acquired using biplanar radiography, giving an insight 

into rib cage function. Results were consistent with 

Wilson et al. [4], who measured sagittal angles in 2D, 

from rib 2 to 9, between 40 and 50° at FRC and 25° to 

40 at TLC. The main limitation of this work is the 

pseudo-kinematic character of the acquisition, which 

might not reflect the rib cage conformation during 

continuous breathing. Nevertheless, results confirm that 

both the spine and the rib cage are largely involved in 

maximal inspiration and expiration, but also that their 

action is asymmetrical: inspiration mostly mobilized the 

ribs and costo-vertebral junction, while expiration was 

driven more by the spine. Further studies should apply 

the method to compare healthy subject and patients, to 

determine how the pattern of breathing function can be 

altered by the pathology. 

 
Figure 1: Sagittal angle of the ribs in RV, FRC and TLC. 
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Introduction 

Falls are the leading cause of unintentional injuries in 
older adults [1]. People who self-report multiple 
stumbles (i.e., balance losses without falls) are more 
likely to report a fall [2]. The possibility of stumbling 
over an obstacle during gait (i.e., tripping) may be 
greatest when the swing foot is at its' lowest point [3], 
defined as minimum toe clearance (MTC). While lower, 
more variable  MTC  may theoretically increase the risk 
of stumbling [4], prospective studies linking these 
measures and stumbles in community-dwelling older 
adults do not exist. In addition, metrics related to MTC 
distribution may also be relevant to predicting stumbles 
[4,5]. The purpose of this study was to provide initial 
evidence regarding the extent to which MTC, MTC 
variability and distribution, based on laboratory 
assessment, may serve as measures to predict the risk of 
community-based trip-related stumbles in healthy older 
adults. Identifying people at increased risk of stumbling, 
and in turn falling, may provide a means to reduce fall 
risk through targeted interventions to improve MTC [5]. 
 
Methods 

We analyzed data from 50 older adults with BMI of 
18.5-24.9 kg/m2 or BMI ≥ 30 kg/m2 recruited as part of 
a larger study on obesity and falls. Participants self-
reported the number of falls in the prior year. They then 
walked across an 8 m walkway at a comfortable pace 
while the motion of a marker on the second metatarsal 
head ("toe marker") was tracked using motion capture. 
We normalized the vertical trajectory of the toe marker 
during swing phase to its value at the prior midstance, 
and MTC was identified in each swing phase as a local 
minimum in the trajectory. We calculated median MTC 
(MED), interquartile range (IQR), skewness, and 
kurtosis from each participant.  
Participants reported their stumbles, including causes of 
stumbles, biweekly for one year following the collection 
of MTC data. We categorized participants as 
"stumblers" if they reported two or more trip-related 
stumbles during the year (N=14); otherwise, we defined 
them as "non-stumblers" (N=36). We used a 
multivariate analysis of covariance (MANCOVA) to 
compare group differences in the set of five variables, 
covarying for any demographics found to differ between 
groups. 
 
Results and Discussion 

The only demographic difference between groups was 
fall history, where "stumblers" were more than twice as 
likely to report a fall in the prior year (Table 1). A total 

of 107 trip-related stumbles were reported by stumblers 
(8.2 ± 9.4 per stumbler; maximum of 29). 
 
 Non-Stumblers 

(n=36) 
Stumblers 

(n=15) 
p 

Sex (F/M) 19/17 9/6 .870 
Fall History (%) 33.3 71.4 .034 
Age (years) 70.5(9) 69.0(6) .468 
Mass (kg) 79.3 ± 21.7 80.2 ± 15.5 .880 
Height (cm) 168.9(17.8) 165.1(14.6) .450 
BMI (kg/m2) 24.5(10.9) 30.3(10.9) .577 
Walking Speed (m/s) 1.03 ± 0.16 1.02 ± 0.19 .963 
Table 1 Demographics and anthropometrics of participants Note. 
Normally distributed data are presented M ± SD, otherwise presented 
as MED (IQR). 
 
Although group differences failed to reach significance 
in the MANCOVA, the stumbler group showed 
decreased median MTC with a platykurtic and less 
skewed MTC distribution. MTC-IQR was similar 
between groups (Table 2). 
 
 Non-Stumblers 

(n=36) 
Stumblers 

(n=14) 
p 

Median MTC (cm) 1.58 ± 0.62 1.44 ± 0.46 0.493 
MTC-IQR (cm) 0.79 ± 0.27 0.77 ± 0.23 0.888 
Skewness 0.53 ± 0.44 0.32 ± 0.32 0.213 
Kurtosis 0.29 ± 0.93 -0.20 ± 0.70 0.107 
Table 2 Summary of average outcomes of the stumble groups Note. 
Data is presented as M ± SD. 
 
the absence of group differences may reflect a lack of 
ecological validity between MTC during level-ground 
walking in the laboratory and MTC in the community 
where people encounter and adapt MTC in response to 
complex environments (e.g., uneven surfaces). In 
addition, activity level may mediate the relationship 
between lab-based MTC and community-based 
stumbles; high risk of stumbling during gait may poorly 
predict the actual occurrence of stumbles if an individual 
is highly sedentary. 
 
Conclusions 

Although no significant differences were found between 
groups, the stumbler group had a more centralized and 
flatter distribution. Collectively, this suggest that 
stumblers may be less likely to have higher MTC values. 
Additional work is needed to understand the extent to 
which activity and MTC adaptability relate to stumbles.  
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Introduction 

In cerebral palsy three main problems can be 

distinguished. The primary problems pertain tone 

abnormality (hypertone, hypotone or dystonia), 

selective motor control deficit, coordination and balance 

deficits, muscle weakness and sensory problems. Over 

time, primary problems also determine secondary ones 

consisting in muscular retractions and skeletal 

deformities. Finally, tertiary problems are all the  

compensatory strategies that children use to compensate 

for the abovementioned problems [1]. Ankle foot 

orthoses (AFOs) are prescribed to compensate for these 

complications and therefore are used on a daily basis. 

Thus, this study aims to compare the kinematics and 

kinetics of a new AFO, which is designed to support the 

patient during sport activities, with respect to the 

common devices currently available on the market in 

children with hemiplegia. 

Methods  

Seventeen children (11 males and 6 females, age: 8.6 ± 

1.7 years, height: 1.31 ± 0.1 m, weight 28.5 ± 5.9 kg 

(mean ± SD)) aged between 6 and 11 years old with a 

diagnosis of right or left hemiparesis belonging to 

GMFCS I-II were recruited and provided with a custom 

made AFO designed by ITOP Officine Ortopediche 

SpA. The device was an evolution of the Carbon 

Modular Orthosis (Ca.M.O) [2], made of thermoplastic 

(polypropylene) calf containment, a foot shell with 

flexible tip and a composite posterior leaf spring 

(carbon-fibre mat pre-impregnated with acrylic resin) 

specifically designed to support motor activities such as 

running and/or jumping.  

The experiments were conducted with the approval of 

the Ethical Committee at IRCCS Eugenio Medea 

(Bosisio Parini, Lecco, Italy).  

Walking was evaluated in four conditions at self-

selected speed: (i) barefoot (ii) wearing the commonly 

used AFO (iii) wearing the new AFO on the delivery (iv) 

wearing the new AFO after an adaptation period of 

about one month. Kinematic and kinetic data were 

acquired by an optoelectronic motion analysis system 

and four coupled force platform (8 cameras, BTS Smart 

DX 700, P-6000, Bioengineering, Milano, Italy).  

For each subject three valid gait trials were averaged and 

then analysed through a custom-made script in 

Matlab®. SPM was used to detected statistical 

differences among the conditions. A one-way repeated 

measure ANOVA (α = 0.05) followed by post hoc test 

(two tailed paired t-test with Bonferroni correction) was 

applied.  

Results 

The graphs (Figure 1) show the effects of orthoses on 

children's gait at the level of the ankle. 

 
Figure 1: ankle kinematic and power of the affected side 
during the gait cycle. Mean and SD of four conditions 
are represented. 

Discussion  

For both ankle kinematics and kinetics the post hoc tests 

highlighted statistically significant differences (p<0.01) 

in all trial conditions with respect to each other.  

Even if it is designed for use in high impact activities, 

the new AFO determines ankle biomechanics in walking 

that is quite similar to that of the common devices 

(effective in the correction of the 1st and 2nd rockers). 

The graphs also depict that it is essential to allow 

children time to adapt to the use of the device, as the 

curve at the delivery (in green) improves at timepoint T1 

(in blue).  
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Introduction 
Rupture of the anterior cruciate ligament (ACL) is one 
of the most common sports injuries, and despite advance 
reconstruction surgery, only 55% reach their pre-injury 
level of sports [1]. Rehabilitation programs aim to 
restore typical symmetrical joint kinematics and 
loading. Contralateral differences in joint angles, joint 
moments, and muscle activations affect the knee joint 
loading[2]. A previous study showed that asymmetrical 
gait patterns lead to asymmetrical, higher loading of the 
tibiofemoral joint [2]. In the long run, atypical joint 
loading can lead to degenerative joint diseases such as 
osteoarthritis [3]. Hence, it is of utmost importance to 
know if people with a reconstructed ACL manage to 
restore typical and symmetrical joint kinematics and 
loading. 
The twofold aim of this study was 1) to determine if 
asymmetric movement pattern and joint loading are 
maintained in people with a reconstructed ACL even 
after completing the rehabilitation program, and 2) 
assess if the asymmetry in movement pattern and joint 
loading depends on the intensity of the movement. We 
hypothesized that 1) people with a reconstructed ACL 
have larger asymmetries in joint kinematics and loading 
compared to people without a previous ACL injury and 
2) the asymmetry in joint kinematics and loading 
increases with the intensity of the movement. The 
findings of this study are intended to increase our 
insights into the functional long-term consequences of 
an ACL reconstruction. 
 
Method 
Data (walking, forward lunge, star excursion balance 
test) were collected and analyzed from eight male 
participants with a unilateral reconstructed ACL (age: 
24.4 ± 2.7 years; weight 78.8 ± 7 kg; height 1.79 ±0.1 
m; injury 5-right 5-left, time since reconstruction 
surgery 36.6 ±14 months) and compared with a control 
group (n=8; age: 24.1 ± 2.5 years; weight 80.4 ± 9.5 kg; 
height 1.83 ± 0.1 m). Three movements with increasing 
intensity (walking, forward lunge, and star test) were 
recoded via a three-dimensional motion capture system 
(10 cameras, Vicon Motion Systems, Oxford, UK, five 
force plates, Kistler Instruments AG, Switzerland). 
Musculoskeletal modelling was performed using the 
model from Lenhart et al.[4]. This model includes a 6 
degrees-of-freedom tibiofemoral joint and includes the 
ligaments of the knee joint. After scaling the model to 
the anthropometry of each participant, joint kinematics, 
joint kinetics, muscle and joint contact forces, and 
ligament strains were calculated using OpenSim 4.1 [5]. 

We compared knee kinematics and ACL strains between 
the injured and uninjured leg, as well as between the 
ACL and control group. 
 
Results 
So far, we analyzed the walking trials and therefore 
these results are presented in this abstract. The 
difference in knee joint angles, ACL bundle length, and 
strain between the injured and uninjured leg did not 
significantly differ to the left-right differences of our 
control group.  

Figure 1: Boxplots showing the maximum knee 
extension angle, length and strain of the ACL for the 
operated (ACL-I) and non-operated knee (ACL-C), and 
the control group (Control). 
 
Discussion 
Against our hypothesis, we did not find any significant 
difference in knee joint angles and ACL strain between 
the ACL and control group. However, it is noteworthy 
that the ACL group included a higher variability in the 
injured and uninjured leg compared to the control group 
(Figure 1), indicating that some people have problems 
returning to a symmetric walking and loading pattern. 
We only analyzed the walking trials of our participant 
so far. Next, we will investigate if more intense 
movements, i.e., forward lunge and star excursion 
balance test, lead to the same results. 
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Introduction  

Center of pressure (COP) data in infancy is scarce, 

limited to small samples and low-resolution analysis 

approaches that extrapolated scalars from medio-lateral 

(ML) and anterior-posterior (AP) components of COP 

trajectories (1). As a result, analysis of continuous fields 

has been simplified and COP trajectories have not been 

treated in their original forms, thereby sacrificing data 

quality. This work aimed to provide a comprehensive 

investigation of foot-ground interactions in infants 

mastering walking. This was achieved by 

implementation of a robust processing framework to 

analyze ML and AP components of the COP using 

Statistical Parametric Mapping (SPM), in addition to 

analysis of stability indices (1).  

Methods 

Thirty-nine infants walked across an EMED-xl platform 

at walking onset, and again when confidently walking. 

Frames of 468 pressure steps were exported as ASCII 

files in Matlab 2019b. Frames for each participant and 

stage were embedded in standardized matrices and 

aligned vertically along the foot axes using principal 

component analysis (PCA). COP trajectories were 

exported from frames (2) and AP and ML treated as 

separate vectors given: v(q) = {vx (q) vy (q)}, where q is 

the time domain. After being temporally normalized, 

within-subjects ML and AP trajectories were estimated 

for each participant and stage of walking. Comparison 

between stages was undertaken using nonparametric 

SPM1d paired t-test. Foot stability indices (Rx and Ry) 

(1) were calculated as averaged scalars from the ML and 

AP trajectories and compared between stages using 

Wilcoxon-Signed Rank tests. 

Results  

AP trajectories differed significantly between 0 and 

10% of the stance (Fig.1). No differences were detected 

with respect to the ML trajectories, although an 

accentuated shift of medio-lateral loading was evident 

in confident walkers, who also showed  significantly 

decreased Rx and Ry (p=0.001). 

 

Discussion 

After 2.3 months of walking experience, significant 

increase in posterior loading at the beginning of stance 

highlighted the initial heel contact. Despite the 

robustness of our processing framework, high inter-

individual variability in origin of AP trajectories was 

visible in both stages. This highlights sensitivity of AP 

trajectory to the large inter-individual variability of 

plantar pressure and contact pattern. No significant 

changes were present for ML trajectory, but our analysis 

suggested a more accentuated medial-to-lateral loading 

transfer in confident walking over stance. These 

findings objectively demonstrated, for the first time, the 

presence of a typical yet immature rollover pattern of the 

foot. With Rx and Ry decreasing, this work also showed 

that changes in foot-ground interactions occur with 

increasing stability. As a result, improved foot-ground 

interactions occur at an early stage of development, 

underpinning changes of gait dynamics in the transition 

to confident walking. 

 

 
Figure 1: (Top) Mean and SD (cm) of temporally-

normalizes AP trajectories. Zero is the mean origin 

value of AP trajectories calculated between stages.  

(Bottom) Nonparametric SPM1d Paired t-test for 

comparison of AP trajectories between walking stages. 
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Introduction 
Timely motor development in childhood is the 
foundation of healthy adult life and aging, affecting not 
only physical, but also mental health, and social 
participation. Nevertheless, how intrinsic and extrinsic 
factors influence this development is still not clear. 
Several approaches have been proposed for the 
monitoring of motor development, but recently, 
wearable inertial sensors allowed to develop a 
quantitative longitudinal assessment approach, 
exploitable in ambulatory conditions [1]. The present 
study is comprised in the I-MOVE study [2], a school-
based intervention trial, with a quasi-experimental 
design, performed in a primary school, and aims to 
analyze gross motor development in school children 
with respect to age, sex, and anthropometric 
characteristics. 
 
Materials and Methods 
One hundred and fifty children from an Italian primary 
school participated in the study, 72 first- (38M, 34F; age 
75±5 months) and 78 third grade (48M, 34F; age 108±6 
months). The study was approved by the University of 
Bologna Bioethics Committee, on the 18th of March 
2019 (Prot. n. 0054382 of 18/03/2019). The study was 
conducted following the Declaration of Helsinki and 
approved by the school board. Anthropometric 
characteristics (height, weight, triceps and subscapular 
skinfold thicknesses) were collected according to 
standardized procedures. Children walked along a 20m 
straight path 3 times back and forth at self-selected 
speed (NW) and once in tandem (TW) wearing three 
inertial sensors (OPAL, APDM, Usa) on the lower back 
and on the shanks. Temporal parameters, short- and 
long- term variability, and nonlinear metrics of trunk 
kinematics (i.e. recurrence quantification analysis, 
multiscale entropy) were calculated and statistically 
analyzed (Kruskal-Wallis test 5%) with respect to age, 
sex, and anthropometric characteristics (i.e. weight, 
height, BMI, and triceps and subscapular skinfold 
thicknesses). 
 
Results  
Stance and double support duration increased during 
NW and decreased during TW with age independently 
from sex, while their variability decreased in both NW 
and TW. Automaticity (i.e. recurrence indexes) 

increased with age during NW more in female than in 
males, while it decreased during TW independently 
from sex. Complexity (i.e. entropy) increased with age 
during TW, but not in NW. No dependency on height or 
weight alone was identified independently from age, 
while overweight (i.e. BMI and skinfold thicknesses) 
was associated to a reduction in the development of 
automaticity during NW independently from age and 
sex. 
 

 

 
Figure 1: Temporal parameters (stance and double 
support) and variability (standard deviation, Std, short- 
and long-term variability, PSD1 and PSD2) as related 
to age (first grade, I, third grade, III) and sex (F, M) 
 
Discussion 
Both sex and anthropometry resulted to influence motor 
development in the target population, in particular 
overweight appears to delay the maturation of 
automaticity. 
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Introduction 

Ankle sprains are common injuries that without proper 

treatment and rehabilitation can cause aberrant 

movement patterns and pain [1]. Laboratory motion-

capture systems are recognized as the gold standard for 

movement quantification that are limited to controlled 

environments due to the lack of portability and technical 

expertise required. Rehabilitation may benefit from real-

time gait event detection for use in event-dependent 

feedback wearable devices that can be used in and 

outside of the lab [2,3]. Gait event assessment in real life 

walking conditions is needed while using few sensors to 

allow easy reproducibility. We propose an inexpensive, 

lightweight, wireless design and validation of an open-

source gait event detection wearable device. A custom 

developed system software performed adaptive real-

time gait detection algorithms based on a single 

gyroscope mounted on the shank.  

Figure 1: Right, gait event detection system components 

overview. Left, device attachment location on shank. 

 

Methods 

The developed device is based on an Arduino Nano 33 

BLE Sense, a 3.7 Volt 250 mAh Li-Po battery and a 3.7 

to 5 Volt step-up voltage regulator. All components 

were strategically placed in a custom designed enclosure 

(45x55x21 mm) 3D printed of polylactic acid (PLA) 

(figure 1). Total cost was less than $45. The device sits 

on the shank with an elastic strap. 

We developed an algorithm that records the change in 

angular velocity and detects two distinct gait events i.e., 

Mid-Swing (MS) and Heel-Strike (HS), by calculating 

the local minima, maxima, and zero-crossing. We 

incorporated a patient specific gait pattern self-

correcting adjustment of MS and HS thresholds. 

Results 

The device was designed based on readily available low-

cost off-the-shelf components. We validated our gait 

event detection algorithms by capturing a LED signal 

indicating HS using a slow-motion camera. Onboard 

algorithms then calculated when MS and Toe-Off occur. 

The device was tested on six healthy subjects and 

successfully showed consistent gait event detection. 

Additionally, we developed an app that records and 

displays the data collected in real-time and sends it to 

the cloud. Data were then analyzed offline using 

MATLAB. The gait detection algorithm and device 

were designed to be an open-source. 

 

Discussion 

Motion capture systems are the bread and butter of 

biomechanical gait analysis research but many times 

limits researchers/experiments settings to the physical 

dimension of the lab. We developed a system that 

accurately captures gait events from one inertial 

measurement unit (IMU) sensor, records the data, and 

displays it in real-time. The system is not confined to the 

lab and can be modulated to researcher's needs by 

adding sensors and functions, such as surface 

electromyography for muscle function monitoring, 

vibration for biofeedback and video capture. This 

system will enable us to assess the capacity of a 

wearable inertial-based system to detect gait events and 

evaluate the effectiveness of interventions and quantify 

rehabilitation progress. Future studies will show the 

effect of intermittent stimulation of cutaneous afferents 

and muscle spindles on lateral ankle sprain patients.  
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Introduction 

Human locomotion is achieved through complex 

coordination of the musculoskeletal and cognitive 

systems in which there are constant adjustments to the 

continually changing environment. In daily 

circumstances, humans are very adept at responding to 

unlevel ground, obstacles, or unforeseen variables. The 

responses are typically brief, and natural gait is resumed 

quickly. However, if either of these systems are out of 

sync, it would, at a minimum, lead to inefficient and 

uncoordinated movement, and at worst, be hazardous 

for tripping or falling [1].  The cognitive response in 

these situations is rarely even considered if there aren’t 

other cognitive factors which require attention.  

However, in many working and recreational activities, 

humans are exposed to extended bouts of whole-body 

vibration (WBV) which create an abnormal amount of 

stress to the musculoskeletal and cognitive systems [2].  

This is particularly important to consider workers such 

as on planes and trains who must respond not only to 

daily WBV exposure but also interact with clients. By 

measuring the kinematic changes in gait during WBV 

exposure and cognitive testing, we can start to 

understand how the functional changes in human 

behavior are related to the biodynamic responses to 

WBV and potentially begin formulating new standards 

for safety. 

 

Methods 

Twenty-one male participants (31 ± 7 years old, 27.75 ± 

1.75 cm foot length, 178 ± 13 cm tall, 70.5 ± 15.5 kg; 

mean ± SD) were asked to perform two 7-minute trials 

of walking at 1.4 m/s on a treadmill mounted to a lateral 

shaker. One trial without vibration, one with 1 m/s2 rms 

acceleration. After 2 minutes of walking, subjects 

performed a 5 minute Psychomotor Vigilance Test 

(PVT). Kinematic data were gathered using an Xsens 

Link sampling at 240 Hz during the 2nd and 7th minutes 

resulting in four data sets per subject. Strides were cut 

based on consecutive heel strikes of the same foot. 

Kinematic stride parameters were then compared using 

statistical parametric mapping (SPM) to determine at 

what percentage of the stride that gait kinematics were 

significantly different between walking with and 

without PVT or vibration.  

Results 

Differences in joint abduction were shown to be 

statistically significant in the hip and both knees when 

comparing the kinematics of walking with and without 

vibration.  

 

Figure 1: SPM analysis of all subjects left hip abduction 

time curves with vibration (blue) and without vibration 

(green) during the course of a mean stride without PVT 

(left) and with PVT (right). Grey bars show moments of 

significantly different abduction. 

 

Figure 2: SPM analysis of all subjects left knee 

abduction time curves with vibration (blue) and without 

vibration (green) during the course of a mean stride 

without PVT (left) and with PVT (right). Grey bars show 

moments of significantly different abduction. 

 

Discussion 

Aside from right elbow flexion and neck flexion, there 

were no statistically significant differences found in 

walking kinematics due to PVT. Both were attributed to 

the posture required to perform the PVT and not due to 

cognitive strain. In contrast, lower limb joint abduction 

showed significant differences in both the knees and the 

hips when walking with and without vibration. Results 

suggest that psychological testing does not affect gait 

whereas vibration leads to more unstable gait. 
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Introduction 
State-of-the art in gait analysis includes optical motion 
capture and dynamic fluoroscopy, both of which require 
considerable expense, time and infrastructure. 
Consequently, the demand for an affordable mobile 
alternative has been recently addressed with inertial 
motion units (IMUs) [1]. IMU-based gait analysis 
systems, however, are highly heterogenous, differing in 
hardware components, algorithms and biomechanical 
models. There is therefore a need for a standardised 
validation protocol with which to assess the accuracy of 
these systems. In a first analytical validation step, the 
inherent error of the algorithm used to obtain joint angle 
estimates should be determined. The options currently 
available (e.g., manually operated mechanical rigs or 
commercially available robot arms) are subject to 
limitations, including unrealistic joint geometry, lack of 
soft tissue modelling, and incompatible coordinate 
frames. This study thus aims to test a potential validation 
protocol which employs a six-degree-of-freedom 
hydraulically actuated joint simulator to generate 
realistic motions based on actual patient data.  
 
Methods 
To avoid a separate extensive calibration procedure and 
the use of magnetometer data, as well as to allow 
arbitrary sensor placement, a specific implementation of 
an extended Kalman filter and smoother was employed 
to estimate knee joint angles from angular velocity and 
linear acceleration [1]. The joint simulator (VIVO, 
AMTI, Watertown, MA) was programmed to replicate a 
custom gait profile based on previously published 
patient data [2], such as to replicate level walking.  

 
Figure 1: Six degrees-of-freedom joint simulator setup 
with IMU sensors attached. 

Two IMUs (Xsens DOT, Movella, San Jose, CA) were 
adhered to the joint simulator using mounting strips: one 
on the condylar adapter and the other on the tibial 
adapter. Data were sampled during each simulation trial 
at a rate of 60 Hz. Finally, root-mean-square error 
(RMSE) for a representative gait cycle was assessed to 
measure the difference between IMU-estimated 
kinematics and simulator-generated ground truth data. 
 
Results 

 
Figure 2: Knee joint angles as per Grood and Suntay 
[3] in the sagittal (red), frontal (green) and transverse 
(blue) planes, according to joint simulator (solid) and 
IMU (dashed) data. 
 
As shown in Figure 2 and Table 1, joint angles are 
estimated with less than 2° error. While the maximum 
absolute error on x-axis and z-axis rotations has a 
magnitude of 1.9° and 1.7°, respectively, the error on 
rotations around the y-axis never surpasses 0.3°. 
 

 Sagittal Frontal Transverse 
RMSE (°) 1.32 0.13 1.17 

Table 1: RMSE for the knee joint angles estimated based 
on IMU data versus joint simulator. 
 
Discussion 
Using a six degrees-of-freedom joint simulator offers a 
reliable way to generate realistic ground truth data for 
validation of new gait analysis systems. A comparison 
between simulator and IMU-based measurements is 
possible, thus assessing the inherent error of a system 
prior to the introduction of soft tissue artefact.  
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Abstract 
Current conventional setup (optical motion capture + 
force plate) for human motion measurement requires 
participants to stay in a restricted capture region, which 
limits the testable movement types as well as the 
duration of measurements. In this study, we built a fully 
wearable system, based on available systems (initial 
measurement units + pressure insoles) that has the 
ability to measure both kinematic and kinetic motion 
data. In addition, its capability and accuracy in 
estimating joint angles and moments were tested against 
a conventional 8-camera based motion capture system. 
Introduction 
Most studies in evaluating wearable measurement 
systems mostly focus on testing single-type sensor: 
either kinematic or force sensors [1], which prevents 
estimation of musculoskeletal internal states, such as 
joint torques and muscle forces. Previous studies 
estimated movement kinetics using kinematic 
measurement sensors, however, the underlying machine 
learning methods used have shown limits in 
extrapolating to untrained motion types [2]. In this work, 
we built a fully wearable system based on available 
inertial measurements unit and pressure insole systems 
and tested its ability of directly estimating internal 
motion states. 
Methods 
An experiment was conducted, with 12 healthy 
participants (age: 26 ± 3 years; weight: 69.8±12.0 kg; 
height: 1.71±0.07m) wearing the wearable measurement 
system and performing 13 daily movement types, from 
slow walking to fast running, together with vertical 
jump, squat, lunge and single leg landing, inside the 
capture space of the conventional system. Then, the 
recorded motion data were post-processed to obtain the 
information of joint angles, ground reaction forces 
(GRFs), and joint torques, of both measurement systems 
 
Results 
Comparing to the conventional system (optical mocap 
and instrumented treadmill data), the established 
wearable measurement system was able to measure 
sagittal plane lower limb joint angles (Pearson’s r = 
0.929), vertical GRFs (Pearson’s r = 0.954), and ankle 
torques (Pearson’s r = 0.917). Center of pressure (CoP) 
at the anterior-posterior direction and knee joint torques 
are fairly matched (Pearson’s r = 0.683 and 0.612, 
respectively). Hip joint torques and medial-lateral CoP 
are not matched (Figure 1).  

Figure 1. Pearson coefficients and root mean square 
error of joint angles, GRFs, and joint torques. The bar 
values are averaged among all subjects and 
experimental trials. Colored dots represent the value 
for each subject at each movement trial (bule indicates 
walking; red indicates running, and green indicates 
jump to lunge.) The grey level of each color separates 
the motion speeds and movement types. The different 
dots at the same vertical column are in the same 
movement trial, but different subjects.  

The calculated joint torques of the wearable system did 
not depend on the estimation of the horizontal GRFs. 
Future work will test whether the validation results 
shown in this study apply to other movements that were 
not included in the validation testing, such as sit-to-
stand, stepping stairs, and so on. 
In conclusion, the established wearable measurement 
system can provide accurate kinematic data at lower 
limb and good kinetic data at ankle joint without the 
need of estimation horizontal GRFs. 
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Introduction 

Quantifying gait metrics during complex motor tasks is 

of interest when aiming to a discriminative assessment 

of patients in early stages of a given condition [1]. The 

accuracy of such metrics is affected by the correct 

identification of foot-to-ground initial contacts (ICs). 

Indirect IC identification from stereophotogrammetric 

(SP) data is a convenient solution to monitor 

consecutive ICs during complex tasks, but SP-based IC 

methods have been limitedly validated in curvilinear 

walking [2]. This study aims to validate a new method 

for IC detection during different performance tests that 

include turning while walking, evaluating its impact on 

walking speed quantification both in healthy and 

mobility impaired participants. 

 

Methods 

Ten participants from six cohorts were included in this 

study (young healthy adults (YHA): 4 F, 27.1±5.3 yr., 

21.8±2.3 kg/m2; older healthy adults (OHA): 5F, 72.4± 

6.8 yr., 25.6±4.2 kg/m2; chronic obstructive pulmonary 

disease (COPD): 5F, 72.1± 8.7 yr., 25.5±5.2 kg/m2; 

multiple sclerosis (MS): 4F, 53.1±9.6 yr., 31.9±7.8 

kg/m2; Parkinson’s disease (PD): 1F, 69.3±6.0 yr., 

26.1±4.3 kg/m2; proximal femur fractures (PFF): 3F, 

82.9±7.7 yr., 24.3±4.5 kg/m2) and performed three tests: 

Timed Up and Go, L-Test and shuttle walk. Reference 

IC (rIC) were identified using sixteen force-sensing 

resistors embedded in two pressure insoles (PI) [3]. SP 

(10-camera Vicon T160) and PI signals were acquired 

in a synchronised fashion (fs = 100 Hz) [3]. Marker-

based ICs (mIC) were detected when the 3D velocity of 

the maker placed on the heel fell below test-specific 

0.5*walking speed thresholds. For each participant and 

test, using heel marker trajectories and relevant time 

instants (i.e., IC), reference (rWS) and marker-based 

(mWS) walking speeds were calculated as average stride 

speed using rIC and mIC, respectively. For each cohort, 

mean IC temporal errors (Δ𝑡) and differences between 

rWS and mWS (Δ𝑊𝑆) were evaluated and compared 

using paired t-tests (Matlab R2021a; p<0.05). 

Results 

Figure 1 shows the IC temporal identification 

inaccuracies and their relevant impact on walking speed 

quantification (Δ𝑊𝑆) as calculated for each cohort. No 

significant statistical difference was observed between 

rWS and mWS (p>0.05) in any of the cohorts. 

 

 

Figure 1: Mean differences and confidence intervals for 
𝛥𝑡 and 𝛥𝑊𝑆. 
 

Discussion 

The proposed method accurately identified ICs in all the 

cohorts, while existing methods have been verified only 

on impaired straight-line walking or on small curvilinear 

portions in YHA and OHA (Δ𝑡 ≈ 11 𝑚𝑠) [2]. ICs 

inaccuracies did not significantly affect WS estimations, 

either in the healthy (YHA and OHA) or in the impaired 

cohorts. Moreover, the observed mean differences and 

their confidence intervals were always lower than 

clinically meaningful changes in speed previously 

reported for older adults (0.05 m/s) [4]. Overall, the 

proposed method can be used to accurately measure IC 

and WS also when walking while turning is included. 
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Introduction 

Anterior cruciate ligament repair with InternalBrace 

augmentation (ACL-IB; Arthrex Inc., USA) after proximal 

ACL ruptures is an alternative to gold-standard ACL 

reconstruction (ACL-R). Preservation of the native ACL 

after ACL repair is believed to maintain neuromuscular 

integrity, provide more natural joint mechanics [1], and 

thereby retain dynamic stability. Here, we compared 

proprioception, muscle activity and tibial translation (TT) 

between ACL-IB, ACL-R and healthy controls. 

 

Methods 

Knee proprioception, TT and muscle activity (Root Mean 

Square in functional intervals before [-200;-100], at 

[-100;0] and after [0;100] ms of heel strike) during 

treadmill running at self-selected speed were compared 

among sex- and age-matched groups (N=19 each): ACL-

IB (13m/6f; age 37±11years; body mass index 24±3kg/m²; 

25±4months postoperatively); ACL-R using 

semitendinosus tendon (13m/6f; 38±12years; 25±2kg/m²; 

25±4months postoperatively); healthy controls (13m/6f; 

37±11years; 24±4kg/m²). Knee proprioception was 

assessed in active-active joint position reproduction tests 

(JPS) at 60° and 30° knee flexion. Muscle activation was 

measured via electromyography (Myon AG, CH) and 

normalized to maximal voluntary contraction on a 

dynamometer (MVC; vastus medialis, vastus lateralis, and 

semitendinosus muscles). Range and velocity of 

anterior/posterior TT were measured using motion capture 

(VICON, UK) and the Point Cluster Technique for 15 gait 

cycles. Group differences (operated (patients) vs non-

dominant (controls)) were detected using Kruskal-Wallis 

and Dunn-Bonferroni Post Hoc tests (P<.05). 

 

Results 

Self-selected speed, JPS (deviation in all groups <5°), 

range of TT, knee flexion and muscle activity did not differ 

between groups (P>.190). Compared to controls, no ACL 

group differed in TT velocity (P>0.80). Between patients, 

ACL-IB had slower anterior (P=.019) and posterior TT 

(P=.017) (Fig. 1A). Overall, ACL-IB had the lowest and 

ACL-R the highest values in TT. 

 

Discussion 

Surprisingly, the ACL groups did not differ in JPS and did 

not have clinically relevant deficits [2]. Although 

proprioception seems to improve during the acute 

rehabilitation after ACL-R, reported results 2 years after 

surgery are controversial [2]. 

Because knee flexion angles and range of TT did not differ 

between groups, differences in TT velocity of the ACL 

groups might indicate different adaptations between 

patient groups. In ACL-IB the semitendinosus muscle 

(ACL agonist) tended to be earlier and more (but not 

significantly) activated (Fig. 1B) indicating more 

controlled translation compared to ACL-R. Preservation of 

an intact semitendinosus muscle-tendon complex could be 

advantageous. However, it is still unclear whether range or 

velocity of TT is more relevant for good long-term 

outcome (e.g. lower risk of osteoarthritis), and if this 

pattern is present in ACL-R using other tendon grafts. 

Further studies concerning this aspect and the 

biomechanical knee function after ACL repair with 

augmentation are necessary and desirable. 
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Figure 1: Tibial translation (A) and activity of the 

semitendinosus (B) in patients after ACL-IB, ACL-R and 

controls. 
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Introduction  

Neurologic dysfunctions, like cerebral palsy (CP), lead 

to serious disorders of movement, being walking really 

affected. Nowadays, the causes associated to crouch gait 

(CG) are not clearly identified, so being able to 

differentiate the several gait deviations associated to 

crouch, may provide guidance for more precise clinical 

decision-making. Comparing healthy children 

simulating this pathological gait with CP children with 

real crouch gait may provide new insight into what is 

behind the crouch gait pattern. The purpose of this study 

was to investigate and compare the muscle forces 

required to walk in simulated crouch and real crouch 

gait, and to determine how the individual muscle 

contributions to vertical and fore-aft acceleration of the 

mass center differ between simulated crouch, real 

couch, and unimpaired gait, considering just the single 

support phase of the stance 

 

Methods 

There were considered three study groups: 3 children 

with cerebral palsy walking in severe crouch gait, 6 

typically developing children (TDC) simulating crouch 

gait, and the same TDC children performing unimpaired 

gait. Kinematic and kinetic data were collected using 14 

infrared cameras (Qualisys) 200 Hz and 3 force plates 

(Bertec corp). Muscle forces were attained through 

OpenSim [1]. The musculoskeletal model was manually 

scaled to match each subject’s anthropometry. A 

residual reduction algorithm (RRA) step was used to 

minimize errors related to kinematic inconsistencies and 

modelling assumptions. Muscle forces were estimated 

using a Computed Muscle Control (CMC) optimization 

technique. The forces obtained from CMC and the 

adjusted kinematics from RRA were used for this 

analysis. Muscle contributions to forward and upward 

accelerations of the Center of Mas (CM)  were estimated 

based on [2]. 

 

Results 

The results indicate that simulated and real crouch gait 

show a similar muscle behavior throughout single 

support in stance phase, relying mostly on the same 

muscle groups. The gastrocnemius produced greater 

muscle forces during unimpaired gait compared with 

both simulated and real crouch. It was previously 

suggested that weakness of the gastrocnemius and the 

hip abductors could contribute to crouch gait [3]. 

Furthermore, by comparing the TD children simulating 

crouch with the CP children, the results indicate that the 

diminished capacity to generate force from the 

gastrocnemius may be more related to the posture 

adopted in crouch gait than muscle weakness.  

Figure 1: The average fore-aft accelerations of the CM 

during stance produced by each muscle. Error bars are 

±1 SE  

 

Discussion 

Our results showed that the ankle dorsiflexors produced 

significantly greater backward acceleration of the mass 

center in real crouch than simulated crouch and 

unimpaired gait, which seems to be compensated by the 

forward acceleration produced by the soleus. These 

results suggest that surgically weakening or reducing 

force-generating capacity of the soleus in CP children 

may disable them to walk or reduce their capacity to 

progress during gait. 
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Introduction 

The mechanical properties of the patellar tendon (PT) 
have been linked to disease progression [1], and are 
key to investigating potential mechanical causes of 
anterior knee pain. The values reported so far have a 
large range, and rely on in vitro tests or on parameters 
with a high uncertainty. In particular, the magnitude of 
the PT force is difficult to assess in vivo due to the 
unknown antagonistic co-contraction, and unknown 
flexion axis, which is key for the effective PT lever 
arm. Based on the hypothesis that previous studies 
might have overestimated the force in the PT and thus 
its stiffness, the aim of this study was to use a unique 
dataset of directly measured internal TF loading and 
knee joint kinematics (CAMS-Knee) [2] to derive the 
stiffness of the PT in vivo. 
 

Methods 

Four male patients (aged 65 -78 years) with an 
instrumented total knee arthroplasty performed 5-6 
repetitions each of activities known to produce high PT 
forces: sit-stand-sit and squat. In vivo TF forces were 
measured by an instrumented tibial component, while a 
video-fluoroscope synchronously captured the internal 
kinematics [2] (Fig. 1A). Combined with PT 
attachment sites from CT-data, the PT length was 
calculated for each time point. Using musculoskeletal 
modelling, PT forces were computed using the in vivo 
measured TF forces as a boundary condition to account 
for the unknown level of antagonistic co-contraction. 
The effective lever arm of the PT was based on the 
patient specific functional flexion axis derived from the 
relative motion of the implant components during the 
high flexion phase of motion. Patient specific PT 
stiffness was determined as the slope of the linear 
regression between PT elongation and PT force across 
the combined data of both activities. 
 

Results 

For the sit-stand-sit and squat activities respectively, 
the peak in vivo measured TF forces were 
2.92 ± 0.33 BW (mean ± SD) and 2.84 ± 0.43 BW, 
while maximal knee flexion angles were 87 ± 5° and 
85 ± 9°. The peak PT forces were 2.37 ± 0.33 BW and 
2.29 ± 0.48 BW, while the maximal PT elongations 
were 2.19 ± 0.35 mm and 2.57 ± 0.31 mm for sit-stand-
sit and squat respectively (Fig 1B). The patient specific 
PT stiffness ranged from 625 to 1010 N/mm (Fig. 2).  

 
Figure 1: Reconstruction of 3D joint kinematics from 
fluoroscopy with the patellar tendon (PT) indicated in 
red (A). Elongation of the PT for the two activities 
(mean value lines and range bars) (B). 
 

 
Figure 2: Linear regressions between the elongation 
and the transmitted force for the patellar tendon (PT)   
with the stiffness (slope) given for each patient. 
 
Discussion 

For the first time, in vivo mechanical properties of the 
patellar tendon have been assessed based on direct 
measurements of internal knee kinematics and loading 
conditions. The PT stiffness’ found in this study are 
lower than those reported in literature [3] by a factor of 
about 1/2. This might be due to overestimated PT 
forces in previous studies. In this study we minimized 
this uncertainty by employing in vivo measured joint 
loads and flexion axes. Despite the low number of 
subjects our results present considerable inter-subject 
variability. Our results offer a unique direct assessment 
of the mechanical parameters of the PT, which is key 
for understanding conditions like anterior knee pain.  
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Introduction 
Gait and postural alterations are the most disabling 
symptoms affecting people with Parkinson’s disease 
(PPD) quality of life [1]. PPD who underwent robotic-
assisted gait training experienced a significant 
enhancement in spatiotemporal parameters of gait [2]. 
Overground wearable exoskeletons (OWE) are gaining 
attention in the rehabilitation field for their capacity to 
combine the advantages delivered from the grounded 
robotic devices with the ability to make the users range 
in a real-world environment. Benefits of adopting gait 
analysis and musculoskeletal modelling (MSM) for 
treatment planning and assessment has been recently 
reported in literature [3]. However, to the best of the 
authors knowledge, there is no study investigating gait 
effects from an OWE in PPD. Furthermore, no 
evaluations using comprehensive gait analysis and 
MSM to reveal mechanistic changes as a result of 
therapy has never been reported. Thus, preliminary 
results of a randomized clinical trial designed with those 
aims are reported in the following. 
 
Methods 
Three people with PD (age=72±12.1years, 
BMI=25.8±3.1kg/m2) have been enrolled 
(ClinicalTrials.gov Identifier: NCT04778852). Gait 
analysis was performed before and after a 4-weeks gait 
training intervention (Table 1).  
 

PD1 PD2 PD3 
12 sessions  6 + 6 

sessions 
12 sessions 

OWE OWE + FKT FKT 
Table 1: Gait training intervention per each subject. 
(FGT = functional kinematic training) 
 
Several gait cycles were collected with an 8-camera 
optoelectronic system (120Hz, Vicon, USA), 
synchronized with two force plates (960Hz, AMTI, 
USA). Three left and three right representative gait 
cycles were extracted. The MSM pipeline presented in 
[4] was adopted. Inverse kinematics, inverse dynamics, 
and static optimization were performed in OpenSim 
using a muscle-optimized scaled model [5]. Results 
from the sum of the musculotendon forces composing 
the anterior and posterior kinetic chains for each 
participant were compared with healthy controls 
normative bands (age = 57.8±5.6 years, BMI = 27.3±3.9 
kg/m2). 
 

Results 
Results are reported in Figure 1.  

 
Figure 1: Before(black) and after(blue) the treatment: 
mean(solid-dashed line)±standard deviation(shaded 
area).  
 
Discussion 
Using a stable kinetic chain (KC) of multiple limb 
segments is pivotal for an energy-efficient locomotion 
[6]. Our preliminary results showed how after OWE, in 
a crucial phase for KC stability as the load acceptance, 
PD1 reached a functional muscle force profile in the 
range of the healthy controls, while this was not the case 
of  the other  peers who did not complete the protocol. 
Those results, yet preliminary, might lay the basis to 
establish a quantitative assessment of the therapy 
outcomes. 
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Introduction 

Camera set-up, capture volume, as well as calibration 

procedures influence the accuracy of 

Stereophotogrammetric (SP) systems [1]. Assessing 

measurement accuracy is crucial to ensure satisfactory 

data quality and comparability. The many methods 

previously proposed to this scope, are often 

underutilised due to their complexity [2]. This study 

demonstrates the use of a simple quality control (QC) 

check and the relevant results obtained from its 

validation and use in different laboratories. 

 

Methods 

Using the SP systems proprietary calibration object, 

which comprises of markers attached to a rigid body, 

two trials were recorded for the QC check: 1) Static: a 5 

s recording of the object placed in the centre of the 

capture volume and 2) Dynamic: a recording of the 

operator moving the object exploiting the full capture 

volume.  

After reconstructing and labelling the marker data, the 

expanded uncertainties (𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 =  𝑆𝐷𝐸 × 𝑘 

,where 𝑆𝐷𝐸 is the standard deviation of the error and 𝑘 

is the coverage factor, 𝑘=3) for the distances and angles 

between markers were calculated for the static trials to 

isolate random errors. Subsequently the systematic error 

was quantified as the root mean square errors (RMSE) 

of each distance and angle for the dynamic trials [3].  

The reliability of the proposed QC check was assessed 

through a validation that included varying: the 

calibration object used, the operator performing the 

trials and the system calibration/session.  

The suitability of the QC for deployment in a 

multicentric study, was investigated including data 

collected from four different SP systems in different 

locations, with varying laboratory and system setups, SP 

system manufacturers and operators. 

 

Results 

In all reliability testing, the random errors, as calculated 

by the expanded uncertainty, were below 0.1 mm for the 

inter-marker distances and below 0.1° for the angles. 

The systematic errors, as calculated by the RMSE, were 

all at submillimetre and sub-degree level. 

Figure 1 summarises the results of the QC checks 

performed on each system on 20 different days of data 

collection. Errors observed both within and between 

systems were low overall, with all errors for distances 

and angles under 1.9mm and 1.8°, respectively. 

 

 
Figure 1: Box charts of the expanded uncertainty and 

RMSE calculated for the distances and angles of the 20 

QC checks completed by the four sites. 

 

Discussion 

This study demonstrates the adoption of a simple and 

time effective QC check to estimate the random and 

systematic errors of different SP systems as part of the 

routine data collections. The validation of the QC check 

demonstrated its reliability regardless of the calibration 

object used, the operator performing the trials and the 

system calibration/session, indicating its suitability in 

multi-session and multi-centric studies. The code to 

implement the check is available in [4]. 
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Introduction 

Foot position during daily activities can influence the 

magnitude and rate of knee joint loading [1]. Over time, 

increased loading can cause cumulative damage to the 

articulating surfaces of the knee joint, especially in 

people with existing knee osteoarthritis [2]. Knee joint 

loading is difficult to measure in vivo as the majority of 

knee loading is distributed on the medial compartment 

of the knee joint, therefore, knee adduction moment 

(KAM) is commonly used as a surrogate measure for 

knee joint loading [3]. 

 

Foot orientation is believed to have an impact on knee 

loading during daily activities such as walking and 

standing from a chair, altering the direction of the 

ground reaction force vector to reduce the adduction 

moment arm, relative to the knee joint [4]. However, 

limited studies have systematically explored the effect 

of foot orientation on KAM in activities other than 

walking, which is crucial for improving functional 

mobility and quality of life in this population beyond the 

lab. Therefore, this study aims to evaluate the effect of 

different foot orientations (toe-in, parallel and toe-out) 

on knee loading across several daily activities (walking, 

sit-to-stand, and stair climbing).  

 

Methods 

Twenty-nine participants (56 ± 5 years, 170 ± 8 cm, 74 

± 14 kg) performed over-ground walking, stair climbing 

and sit-to-stand movements at their preferred constant 

speed under three foot conditions, 10° toe-in, 10° toe-

out, neutral (0°). Participants performed walking and sit-

to-stand on overground force plates, and stair climbing 

on a portable force plate embedded within the stairs. 

Each condition within each activity was repeated until 

five successful trials were obtained. 

 

Three-dimensional kinematic (200 Hz) and kinetic data 

(1000 Hz) were recorded to obtain knee joint moments 

and foot progression angles. Foot progression angle was 

identified using the frontal angle of foot (defined as a 

6DOF rigid body) to the global coordinate system 

(QTM). KAM was computed using inverse dynamics 

(Visual 3D) and normalised to body mass. Mean within-

participant values were calculated for statistical 

analysis, with repeated measures ANOVA and 

Bonferroni post-hoc analysis used to compare the 

KAMs of three foot orientations across all activities. 

 

Results 

KAMs during toe-in foot position were significantly 

lower than those under neutral foot position during 

walking (P = 0.011), stair climbing and sit-to-stand (P < 

0.001), while the KAMs during neutral foot position 

were significantly lower than those in toe-out foot 

position across all activities (P < 0.001) (Fig 1).  

 
Figure 1: Median and interquartile, peak KAM for toe-

out, toe-in and neutral foot position conditions during 

walking, stair climbing and sit-to-stand.  

 

Discussion 

All results showed a significant decrease in peak KAM 

during the toe-in foot position condition compared to 

toe-out and neutral foot positions, which is consistent 

with previous gait studies. The results of this study 

indicate that toe-in gait can reduce knee joint loading not 

only during walking, but also in stair climbing and sit-

to-stand activities.  

 

The results of this study will be of help in gait retraining 

programme in clinics and rehabilitation aimed at 

minimising knee loading and joint pain to slow the 

progression of the disease. They may provide a range of 

clinical guidance for injury prevention in a healthy older 

population under the common contexts  of stair climbing 

and sit-to-stand, taking the technique outside the lab. 

Future studies should explore the effectiveness of 

altered foot orientation modifications on knee loading 

and pain reduction, in a patient population such as knee 

osteoarthritis.  
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Introduction 

Fluid-Structure Interaction (FSI) is used in many 

healthcare applications. In the present work, we are 

interested in the interaction between a deformable brain 

aneurysms, the stent and the blood flow. In other terms, 

the present work aims to tackle the complexity of the 

involved physics and the complexity of the numerical 

methods used to achieve such a simulation. Modeling 

such a complicated biomechanical system with accuracy 

and precision can subsequently be used as a diagnostic 

tool and to assess the risk of rupture in aneurysms. 

 

Methods 

We propose a new FSI framework for the analysis of 

cerebral aneurysm. It is based on an Adaptive Immersed 

Mesh (AIM) method combining finite element solid 

dynamics solver with a fully Eulerian fluid-solid 

framework. It easily handles the insertion of a stent 

which finally allows us to accurately describe the 

mechanical exchanges between the blood flow, the 

surrounding vessel tissue, and the flow-diverter (see 

Figure 1). The Navier-Stokes equations are solved for 

the fluid, with the appropriate blood rheology. 

Hyperplastic solid dynamics equations are solved for the 

solid, which can handle both compressible and 

incompressible material [2]. 

 

 

 

Results 

The Variational Multi Scale (VMS) [3] stabilization 

method is used for both methods. It helps stabilize the 

advection dominated regime for the fluid flow, and 

damp out spurious pressure oscillations for the solid 

problem. The hybrid FSI framework with dynamic mesh 

adaptation is relevant to account accurately for complex 

interactions between the blood flow, the surrounding 

vessel tissue, and the flow-diverter at the same time. 

Several 3D patient specific test cases are simulated, and 

their results show on the one hand the flexibility of the 

approach handling the deformation of the aneurysm 

with the immersion implementation of the stent and on 

the other hand the robustness of the proposed approach.  

 

 

Discussion 

The main discussion will focus on the role of the stent 

by computing the Wall-Shear Stress (WSS) with and 

without its implementation. It will be followed by a 

discussion on the role of the fluid-structure interaction 

solver compared to the rigid modeling of the aneurysm. 

Finally, we highlight the main challenges that could be 

needed to complete such a numerical framework for 

complex biomechanical system to become an important 

tool for the diagnostics and the analysis of cerebral 

aneurysms. 

 

 

Figure 1: (a) Anisotropic mesh of a patient-specific 

aneurysm geometry along with its generated stent (in 

red). (b) Fluid-structure interaction simulation result 

showing the relative distribution of maximum wall shear 

stress over one cardiac cycle (red is higher). 
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Introduction 
The blood-brain barrier (BBB) is a physiological filter 
for molecules that reach the brain through the blood 
stream. Despite its importance, very little is known 
about its functional properties. In recent years, mixed 
cell culture, animal and computational models have 
been used with the aim of mimicking the human BBB 
[1]. Unfortunately, these models are not individual 
specific and do not reflect its characteristics and 
behavior. With the aim of improving the existing 
knowledge of the barrier, we present a novel 
methodology for the analysis of the BBB 
hemodynamics based on tissue clarification, advanced 
microscopy, image analysis of the murine BBB and 
one-dimensional (1D) modeling of its hemodynamics.  
Materials and Methods 
To prepare mouse brain samples for image acquisition, 
we followed the following steps: 1. Fixation: Mice 
samples were fixed using paraformaldehyde (PFA) 
perfused transcardially before dissection of their brains 
and post-fixation with PFA; 2. Sectioning: 500 µm-
thick brain slices were sectioned using a vibratome; 3. 
Clarification: sections were cleared using CUBIC 
protocol. This technique reduces the difference 
between refractive index and tissue molecules by 
removing all lipids; 4. Staining: delipidated sections 
were stained with FITC-Lectin and an arteriole-specific 
dye Alexa Fluor 633 hydrazide; 5. Imaging: 500µm 
slices were analyzed using an advanced two-photon 
microscopy system. Image datasets were acquired and 
further treated using an in-house MatLab code. The 
volume coming from the images was filtered using 
Gaussian and non-local means filters. The latter helps 
reducing the Poisson noise resulting from the 
acquisition with the microscope. Further morphological 
filters were used for enhancing vessel patterns. 
Furthermore, a binarization of the volumes was carried 
out using an adaptive threshold and Gaussian statistic. 
A morphological closing was applied for cleaning the 
3D region. The 3D geometrical volume of the BBB 
obtained using the images coming from the tissue 
clarification was used for creating a 1D model in 
MatLab. This model is composed by a collection of 
interconnected nodes and segments of the BBB 
geometry. In this vascular network, the nodes represent 
locations where vessels bifurcate or end, and the 
segments represent the vessels. 

Results 
The 1D model was used for discretizing and solving 
the Stokes equations. The BBB 1D flow was obtained 
using pairs of adjacent nodes with different blood 
pressures. The blood flow magnitude depends on the 
pressure difference and the conductance of the vessels. 
In Figure 1, the entire methodology is summarized, 
from the clarification to the blood flow distributions in 
a microvasculature region, represented by average 
values in each segment.  

 
Figure 1. Adopted methodology: tissue clarification, 
images acquisition and treatment, 1D simulation.  

Discussion 
The presented methodology can provide detailed 
information about the murine cerebral microvascular 
morphology, flow regime, pressure field and wall shear 
stress among other variables. Although it is a 
simplified model, it allows a first insight on the BBB 
hemodynamics and offers several related scenarios for 
the systematic quantitative analysis of the 
microcirculatory processes and morphological changes 
in the mouse BBB. 
References 
1. A. Linninger et al, Mathematical synthesis of the cortical 

circulation for the whole mouse brain-part I. theory and 
image integration. Computers in Biology and Medicine 
110:265-275, 2019. 

Acknowledgements 
This work is supported by grant 0011-1411-2020-000025 
(3D3B-AVATAR) from the Navarre Government. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

HOW MACROSCOPIC TISSUE DEFORMATION AFFECTS THE BRAIN'S 
MICROSTRUCTURE 

Nina Reiter (1), Friedrich Paulsen (2), Silvia Budday (1) 
 

1. Institute of Applied Mechanics, Friedrich Alexander University Erlangen-Nürnberg, Germany, 2. Institute of 
Functional and Clinical Anatomy, Friedrich Alexander University Erlangen-Nürnberg, Germany 

 

Introduction 

The devastating consequences of traumatic brain 

injuries show that brain tissue is extremely sensitive to 

mechanical impacts. Brain injuries are often 

characterized by diffusely distributed axonal and 

vascular damage that is invisible to the imaging 

techniques used in medical diagnosis. Therefore, 

computational simulations of brain injury are a valuable 

tool to provide more insights into the spatial distribution 

of harmful stresses and strains during head impacts. 

Still, the latter alone cannot explain the diffuse 

distribution of brain lesions: it is still unclear how the 

forces acting on the brain are transferred from the organ 

to the cell scale and why some cells are damaged while 

neighboring cells remain unaffected. 

 

Methods 

To investigate mechanically induced microstructural 

changes in human and porcine brain tissue, we subjected 

histologically stained fresh tissue specimens to 

compressive loading and simultaneously observed the 

resulting displacements of cells and blood vessels 

through an inverse microscope integrated into the 

testing setup. 

 

Results 

At the microscopic level, we observed that the cells 

moved with the network of intercellular connections and 

extracellular matrix when it was deformed under 

loading [1]. In most samples, cell displacements were 

homogeneous across the entire field of view of the 

microscope, i.e., relative movements between adjacent 

cells were small compared to the total displacement of 

the cells, as shown in Figure 1.  

 
Figure 1: Homogeneous displacements of neurons 

(black arrows) and glia (white arrows) in a sample from 

the porcine cerebrum. Arrows start at the original 

location of cell nuclei and point to their final location in 

the loaded state. The microscope image shows the 

loaded state. Scale bar = 10 µm. 

 

However, at the interfaces between gray and white 

matter, the displacement field was inhomogeneous, and 

the distances between cells changed under loading, as 

shown in Figure 2.  

 
Figure 2: Inhomogeneous cell displacements at the 

interface (IF) between putamen (Pu) and cerebral white 

matter (WM) in a human brain sample. Arrows start at 

the original location of cell nuclei and point to their 

final location in the loaded state. The microscope image 

shows the loaded state. Scale bar = 10 µm. 

 

In a small number of samples with homogeneous cell 

displacement fields, a single neuron was displaced over 

a smaller distance than the surrounding neurons, and the 

shape of its soma changed. 

We further observed that blood vessels appear to be 

stiffer than the surrounding brain tissue and can strongly 

influence tissue deformation in their vicinity. 

 

Discussion 

Our results indicate that brain tissue deformation is 

inhomogeneous at gray and white matter interfaces and 

near blood vessels, which may lead to greater axonal 

stretching and thus greater susceptibility to axonal 

damage in these regions. We observed cell body 

deformations that could not be explained by the local 

tissue deformation and may instead be a consequence of 

stretched axons or dendrites. These insights are a 

valuable basis to develop new microstructure-based 

material models for brain tissue and to refine existing 

computational models of traumatic brain injury to assist 

injury prevention, diagnosis, and treatment. 
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Introduction  
The formation of trabeculae in the embryonic heart is a 
mechanosensitive process that is important for cardiac 
function and defective trabeculation is associated with 
embryo-lethality. It is thus important to accurately 
quantify embryonic heart trabeculation fluid forces. To 
do so, careful consideration of the fine-scale geometry 
and motion dynamics of trabeculation surface structures 
is necessary. Here, we do so via image-based 
computational fluid dynamics (CFD) simulations, using 
a zebrafish embryonic fish line expressing fluorescence 
at the endocardial cell membrane (the very boundary 
with blood) and high-resolution confocal microscopy to 
capture trabeculated endocardial geometry and motion 
more accurately.  
 
Methods 
4D confocal imaging of zebrafish embryonic hearts at 3 
days post-fertilization (dpf) was performed. Motion 
tracking was performed with a validated algorithm [1], 
followed by image-based, dynamic-mesh CFD on both 
individual inter-trabecular spaces and whole ventricles, 
using previous methods [2]. 
 
Results 
First, our results showed that by using a fish line with 
fluorescence at the endocardial cell membrane 
boundary, rather than with fluorescence in the 
myocardium like conventionally used in the literature, 
endocardial wall shear stress (WSS) results were 
significantly higher. Second, simulations of single inter-
trabecular spaces (ITS) under various scenarios (with 
and without translational or deformational motions, 
without and without connection to the main ventricle 
chamber) demonstrated that a squeeze-flow effect was 
responsible for most of the endocardial WSS magnitude, 
rather than the interaction with flow in the main 
ventricular chamber (Figure 1A). Third, simulations 
with and without trabeculation structures showed that 
trabeculations caused high spatial variability and 
oscillatory nature of WSS, and reduced endocardial 
deformational burden. Fourthly, since blood cells were 
unlike to enter the ITS, we propose a mixed-viscosity 
scenario (plasma viscosity within trabecular spaces and 
blood viscosity in the main chamber) to be more realistic 
estimate of endocardial WSS. Finally, single or groups 
of fli1 and gata1 positive cells were found within the 
inter-trabecular spaces, and were thus likely 
hematopoietic cells. These cells were observed to 
increase endocardial WSS magnitudes (Figure 1B). 
Previous studies suggested that these cells rely on fluid 
forces stimuli to undergo the haematopoiesis process. 

 
Figure 1: (A) CFD results: WSS for single ITS (orange 
arrow) extracted from simulations of the whole ventricle 
(“baseline” case) was compared to simulations of the 
same space but without linkage to the rest of the 
ventricle (“no ventricle” case); and to simulations of the 
de-linked ITS without translation (“no translation” 
case) or without contractile/deformational motions (“no 
contraction” case). This demonstrate that contractile 
deformational motions are the most important for WSS 
generation. (n=6, * p<0.05). (B) Confocal image of a 3 
dpf zebrafish embryonic heart showed some cells within 
the ITS expressing both fli1 and gata1, suggesting that 
they are maturing hematopoietic cells. These cells 
increased endocardial WSS, and they experienced about 
twice as much WSS as the endocardium. (n=2). 
 
Discussion  
Our results showed the importance to have detailed 
anatomic and motion information of endocardial-blood 
boundary for endocardial WSS estimates. We also 
showed that the ITS space has a squeeze-flow motion 
that actively generates its own flow and WSS, and 
should not be thought of as a passive space. Further, 
complex considerations for the hematopoietic cells were 
also necessary for accurate WSS quantifications. Since 
mechanobiological processes are important for the 
embryonic heart development, our findings may be 
useful for future investigations on heart development. 
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Introduction 

Thoracic aortic aneurysms (TAAs) affect approximately 

15,000 people in the US per year and can be fatal in 80% 

of the cases when ruptured1. Genetic connective tissue 

disorders as well as blood flow dynamics have been 

associated with the disease2–4, the latter driving intense 

interest in the development of computational models. 

However, models of aortic growth and remodeling often 

ignore the variability of the hemodynamically-driven 

stresses along the aorta5. This simplification can lead to 

inaccuracy in longitudinal and axial growth, since it 

does not account for heterogeneous growth of the tissue 

resulting from heterogeneous fluid stress fields.  

We studied hemodynamically driven hetero-geneous 

growth in the aortic wall of Fbln4SMKO mice. To perform 

the study, we used a combination of subject-specific 

fluid-solid-interaction (FSI) models, longitudinal data 

from medical scans during the mouse lifetime, and a 

local stress-driven growth model.  

Methods  

Mouse-specific FSI models: Five mice lacking 

expression of the fibulin-4 gene in smooth muscle cells 

(Fbln4SMKO) were used in the study. Magnetic resonance 

angiography (MRA) images for two-, four- and six-

month old mice were used to monitor the in vivo TAA 

growth. FSI models were built from 2-month scans. The 

aortic wall was described using the Holzapfel-Gasser-

Ogden (HGO) model, where the parameters were 

specified for each mouse based on postmortem 

measurements. Simulations were performed for ten 

cardiac cycles using SimVascular [7] at the Minnesota 

Supercomputer Institute (MSI). 

Finite Element Growth: Aortic growth was defined by 

a local growth 

tensor given by 

G=diag(λr,λθ,λz) 

at time relative 

to the reference 

state, t=T0. For 

this study, T0 

was taken to be 

at age 2 months. 

The geometry 

was prestressed 

during the FSI 

simulations to 

account for any 

residual stress 

caused by the 

initial growth of 

the aorta. The 

growth model was based on that of Alford and Tabor6. 

The macroscale change in the geometry is solved using 

Prestrain plugin7 of FEBio Studio 3.5. 

Model tuning and validation: FSI simulation were 

performed on the geometry extracted from MRA scans, 

and the stress distribution was calculated (Fig1a-b). For 

simplicity, the G&R model was solved in a ring around 

the maximum diameter region (Fig 1c-d). The time 

constants were found by matching the radial growth to 

the experimentally-observed trends (Fig 1e).    

Results 

Five Fbln4SMKO mice were analyzed in this study. Fig 2a 

shows the adjusted time constants for all five mice. As 

expected, smaller values of the radial and tangential 

time constants were observed for geometries with a 

larger growth in the first weeks. Figures 2b-c show the   

the computed growth along the aorta due to the 

inhomogeneous stress distribution. As expected, more 

growth occurred in the ascending aorta.     

Discussion 

A hemodynamically-driven G&R model based on 

mouse-specific FSI simulations was implemented. The 

radial growth was compared to the trend measured in 
vivo. The model results qualitatively matched the 

experimentally-observed radial growth for the first 3-12 

weeks following the initial state. Results for full aortic 

growth show substantial heterogeneity of the growth 

process as a direct consequence of the inhomogeneous 

stress distribution along the aortic wall.  
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Figure 1: (a) MRA scans of FBLNSMKO 
mice taken at age two months. (b) Von 
Mises stress distribution from the FSI 
simulations. (d) Aortic ring around the 
largest diameter region used to solve 
the (e) local growth or the aortic tissue 
and validate the model. 

Figure 2: (a) Time constants from tuning the G&R model 
for each mouse model. (b) Stress distribution from the FSI 
simulations (c) Total aortic growth. 
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Introduction 

Zebrafish models are used to study the fundamental 

mechanisms of cardiovascular disease [1]. The 

importance of mechanobiology in development and 

(patho)physiology suggests that it might be crucial to 

integrate biomechanical aspects of the zebrafish 

circulation. A few recent studies exploit the optical 

transparency of developing zebrafish and describe the 

cardiovascular biomechanics at this stage [1,2]. Imaging 

options in adult zebrafish, no longer transparent, are 

more limited and models to evaluate the cardiovascular 

biomechanics at adult stages are lacking. We combine 

high-frequency echocardiography and synchrotron X-

ray imaging to demonstrate the feasibility of finite 

element modelling of the aorta in adult zebrafish.  
 

Methods 

First, in vivo high-frequency ultrasound measurements 

(VEVO 2100 ultrasound machine and VEVO MS 700 

probe) of n=5 wild-type, 13 months old adult zebrafish 

were acquired. Afterwards, ex vivo phase-contrast 

synchrotron X-ray imaging of the same samples was 

performed at the Paul Scherrer Institute in Villigen, 

Switzerland. Synchrotron scan settings were based on 

[3]. Starting from the resulting synchrotron image 

stacks, Mimics 24.0 was used for semi-automatic 

segmentation and 3D reconstruction of blood and 

vessel wall volumes. Three cardiac cycles were 

simulated in finite element software COMSOL 

Multiphysics v5.6, both in computational fluid 

dynamics (CFD) and fluid-structure interaction (FSI) 

studies. Blood was modelled as an incompressible, 

Newtonian medium (ρ=1060 kg/m³, µ=2.2 cP) and in 

FSI studies, the vessel wall was modelled as an 

incompressible, Neo-Hookean material (ρ=1000 

kg/m³, µ=30 kPa). Inlet flow profiles were based on the 

ultrasound measurements while resistive outlet 

conditions were tuned to approximate equal outflow 

from all gill branches. 
 

Results 

Accurate, sample specific aorta geometries could be 

obtained from the synchrotron scans. Other structures 

such as the bulbus arteriosus (the pear-shaped buffer in 

between the ventricle and aorta) could also be 

segmented and 3D reconstructed form the synchrotron 

images. The semi-automatic aorta segmentation is 

illustrated in Figure 1 (top). Computational results such 

as velocity (max. ±200 mm/s), pressure (max. ±6 

mmHg), wall shear stress (max. ±30 Pa) and first 

principal stress (max. ±30 kPa) were fairly consistent 

across all five samples. For one sample, wall shear stress 

at systolic peak is presented in Figure 1 (bottom).  

 
Figure 1: Top - Synchrotron images of the aorta region. 

Red tracings indicate the segmentation of blood and 

vessel wall areas for a proximal (left) and distal (right) 

cross section of the aorta. Bottom - Wall shear stress 

results from an FSI study at systolic peak. A ventral (left) 

and dorsal (right) view is provided (the vessel wall is not 

visible). The diameter of the aorta is about 0.1 mm. 
 

Discussion 

For the first time, biomechanics in the aorta of adult 

zebrafish can be evaluated. For now, most emphasis 

should be put on overall patterns rather than exact 

absolute values.  Note for example that the region of 

lowest wall shear stress, i.e., the ventral side of the most 

proximal branching region, is also the location of 

highest principal stress in the vessel wall for all samples. 

The same modelling workflow can be applied in 

zebrafish models of cardiovascular disease and the  

wild-type results provide a baseline in such studies. 
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Introduction 

Hypoplastic Left Heart Syndrome (HLHS) can occur 

due to mid-gestational cardiac abnormalities. One 

example is fetal aortic stenosis with abnormal flow 

characteristics such as retrograde systolic transverse 

arch flow and left-to-right atrial shunting. Most such 

fetuses will progress to HLHS by birth [1], and are thus 

called evolving HLHS (eHLHS). In such cases, a 

catheter-based intervention in the fetal heart, fetal aortic 

valvuloplasty (FAV) can resolve aortic obstruction, 

allow better growth for the remainder of gestation, and 

prevent progression to HLHS at birth [2]. In both disease 

and intervention, biomechanical stimuli and loading 

conditions have important consequences to fetal heart 

development, but the precise biomechanical 

environment in eHLHS and biomechanical effects of 

FAV has not been investigated in detail. 

 

Methods 

Patient-specific echocardiographic-based simulations of 

left ventricles (LV) using computational fluid dynamics 

(CFD) were done for five feHLHS fetuses before and 

after FAV. Comparisons were made with five healthy 

fetuses. 

 

Results 

The eHLHS LV had narrowed and faster monophasic 

diastolic mitral inflow due to impaired valve opening 

dynamics, which resulted in a narrow but fast-moving 

diastolic vortex ring that moved quickly to the LV apex 

and impinged at the apical region. Consequently, high 

wall shear stress (WSS) and low oscillatory shear index 

(OSI) was seen in the apical region. In contrast, healthy 

LVs demonstrated high WSS and low OSI primarily in 

the mid-ventricular region due to greater interaction of a 

wider and slow-spreading diastolic ring. After FAV 

intervention, an additional narrow and fast-moving 

vortex ring manifested due to the aortic regurgitation. 

This aortic vortex ring interacted with the mitral vortex 

ring to generate complex flow structures. It increased 

the overall WSS magnitude but did not significantly 

alter the spatial WSS patterns from before FAV. Due to 

aortic stenosis and impaired mitral valve dynamics, 

systolic and diastolic energy losses per volume of flow 

was significantly elevated in eHLHS cases. However, 

this was partially resolved after FAV. Calculations of 

mass fraction of initial versus freshly introduce blood 

showed that turnover of blood could be drastically 

reduced in feHLHS LVs, suggesting hypoxia in the LV, 

but this improved after FAV, due to acute improvements 

in ejection fraction and flow rates through the valves. 

 
Figure 1: WSS color contour and λ2 iso-velocity 

surfaces in healthy fetal LV and a feHLHS before and 

after FAV. 

 

Discussion 

A combination of high LV pressure and excessive 

energy losses were consistently observed in all diseased 

cases and were likely to impose an excessive burden on 

feHLHS LVs. Relieving this burden with the FAV 

intervention was thus likely to be a reason why FAV 

could prevent some eHLHS hearts from progressing to 

actual HLHS at birth. The aortic stenosis in eHLHS LV 

prevented adequate exchange of blood in the LV, and 

was likely to cause hypoxic stress to the inner lining of 

the LV, which prevailing literature suggests will lead to 

endocardial fibroelastosis that is often observed in 

eHLHS [3]. Although there were differences in the 

spatial pattern of WSS between normal and eHLHS 

LVs, there were no overall WSS magnitude difference 

between the two, and there was a large variability of 

WSS magnitude in the disease cohorts. It was thus 

unlikely that WSS was a contributing factor to whether 

the LV progresses to malformation at birth.  
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Introduction 

Patients undergoing thoracic endovascular aortic repair 

(TEVAR) face graft-related pathophysiological 

complications such as hypertension, aortic stiffening, 

and others [1]. Such complications are driven by 

biomechanical events within the aortic wall [2] and the 

presence of a stiffer prosthesis creates an elastic gap, 
known as the “compliance mismatch”. This study aims 

to provide a better understanding of how the stent-graft 

affects the elastomechanical behavior of the aorta.  

 

Methods 

Non-pathological human thoracic aortas (n=9) were 

subjected to long-standing perfusion (8h) within a mock 

circulation loop (Fig. 1A) [3], with pre- and post-

TEVAR test periods under physiological conditions. 

Pressure (paorta) measurements of the ascending and 

descending aorta were compared. Permanent markers 

were placed on both concave and convex locations of 
the proximal landing zone (Fig. 1B) to track the cyclic 

circumferential stretch (λcirc.) during the periods without 

stent and with stent. Then the compliance variations 

were compared by plotting paorta-λcirc. to examine the 

mismatch between the stented and the non-stented aortic 

wall. After perfusion, biaxial tension tests (stress-

stretch) were carried out to investigate the stiffness 

profile on stented and non-stented samples. Further 

investigations of possible local damage by the stent-

graft were assessed histologically. 

 

Results  

The experimental results demonstrate two main 

findings: (i) a significant reduction (>50%), in the global 

aortic elasticity after TEVAR, indicating aortic 

stiffening and compliance mismatch, and (ii) a stiffer 

local behavior of the stented samples compared to the 

non-stented samples with earlier entry into the nonlinear 

part of the curve, which implies an early loss of elastic 

fibers [4]. 

 

Discussion 

For the first time, TEVAR-induced damage to the 

human thoracic aortas was artificially created under 

physiological conditions. The biomechanical and 
histological comparison of the conditions without stent 

and stent enables new insights into the interaction 

between stent and the aortic wall. The gained knowledge 

could refine the stent design in order to minimize its 

damage to the aortic wall and its subsequent 

complications.  

 

Figure 

 
Figure 1: Overview of the mock loop (A). Pressure sensors 
(PS) recorded the pressure (paorta) and the video-extensometer 

(VE) to track the cyclic circumferential stretch (λcirc).  
Perfused stented aorta with markers (B). Dashed lines indicate 
the stented area. Post-perfusion stent-induced imprints on the 
lumen surface (C).  
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Introduction 

Stroke is commonly initiated by rupture of the 

atherosclerotic plaque fibrous cap in a carotid artery. 

However, cap rupture mechanisms are not well 

understood yet. Understanding the impact of the 

structural components of the cap on its local mechanics 

may provide critical insights into plaque rupture. 

Various limitations within studying plaques in vivo and 

ex vivo highlight the need for additional methods to 

investigate rupture mechanics. Therefore, we created 

collagenous tissue-engineered plaque cap analogs [1]. In 

the current study, we present our pipeline for visualizing 

collagen orientation and obtaining local mechanical 

properties in these analogs.  

 

Methods 

Ten collagenous cap analogs with a soft inclusion (SI), 

mimicking the plaque lipid core, were created [1].  

Afterwards, the analogs were exposed to multiphoton 

microscopy (MPM) with second harmonic generation 

(SHG) to visualize the collagen architecture. From the 

SHG images, the local fiber orientations were measured 

using a fiber orientation analysis tool (FibLab). After 

imaging, the analogs were exposed to uniaxial tensile 

tests until full rupture. Local (Green-Lagrange) strains 

under tensile stretching were measured through DIC 

analysis using the software Ncorr [2]. 

 

Results 

The local predominant fiber angles (θ, in degrees) and 

standard deviations (SD, in degrees, an indicator of fiber 

dispersion level) within a representative sample are 

presented in Fig 1. The fibers were mostly oriented in 

the y-direction (θ ± SD, average of ten samples: 

91±22°), which is the stretch direction during culturing 

of the analogs and corresponds to the circumferential 

direction in real plaque tissue.  

 
Figure 1: θ (black line) and SD (background color).  

 

Fibers at the edges of the sample are oriented closer to 

the y-direction than fibers in the center of the sample. 

The difference of the predominant fiber orientation with 

the y-axis (Δθ) averaged over the ten analyzed samples 

is 13° at the edges and 35° in the center. Center sections 

show a more dispersed fiber distribution compared to 

edge sections (SD, average of ten samples: 24º vs. 18º).  

In the mechanical tensile tests, five samples ruptured at 

the clamping site and were therefore excluded from 

strain analysis. The rupture in the other five samples 

initiated in the SI and propagated in a -slightly tilted- 

horizontal direction (Fig 2A) and after crossing the SI-

fibrous tissue interface, propagated in the fibrous tissue, 

in a rupture over the full width of the analog. Fig. 2B 

shows the DIC-derived local tensile strains (Eyy) at the 

timepoint of rupture initiation in the SI. The figure 

shows a region of elevated tensile strain near the rupture 

location. (Maximum vs mean strain, average of ten 

samples: 60% ± 20% vs 15% ± 5%) 

 

 
Figure 2: A) Rupture phases in cap analogs. B) DIC-

derived local tensile strains. (White oval = SI-fibrous 

tissue interface, Black square = rupture initiation locus) 

 

Discussion 

We successfully visualized the collagen orientation and 

obtained local mechanical (strain) properties in tissue-

engineered cap analogs. Our results showed that 

collagen fibers in the analogs are mainly oriented in the 

circumferential direction (y-direction). In the center of 

the samples, larger deviations of the predominant fiber 

orientation from the circumferential direction and a 

more dispersed fiber architecture were found compared 

to the edges. Rupture initiated near high tensile strain 

regions within the SI and propagated in the fibrous tissue 

towards the edge (luminal surface). As the next step, we 

will investigate the intra- and inter-sample variations in 

the fiber orientations in a larger sample set, and study 

the association of this local structural information to the 

rupture propagation path and the local strain pattern. We 

will also further study our new hypothesis that rupture 

initiation is not always at the luminal surface to gain 

more insight in underlying plaque rupture mechanisms.  
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Introduction 
Atherosclerotic plaque rupture, primary cause of 
cardiovascular events, is the local mechanical failure of 
the plaque tissue. However, the failure characteristics 
of the tissue and the link of the underlying 
microstructure are not well established yet [1]. In this 
work, we characterized local rupture properties of 
human carotid plaque tissue by using uniaxial testing 
and digital image correlation (DIC), and explored their 
correlation with the tissue’s collagen structure assessed 
by second harmonic generation (SHG) imaging. 
 

Methods 
Nineteen atherosclerotic human carotid endarterectomy 
(CAE) samples were collected at Erasmus Medical 
Center. They were scanned with a micro-CT (Quantum 
GX 2), and at the non-calcified areas, rectangular 
shaped plaque tissue strips (long axis in circumferential 
direction) (n=31) were obtained. Their fibrillar 
collagen structure was imaged with SHG microscopy 
imaging (Leica SP5). By using the Fiblab software [2], 
SHG images were analyzed, and the predominant angle 
(pDA), standard deviation (SD), and the anisotropic 
fraction (AF) of the local fiber orientations were 
measured. Then, the samples were mechanically tested 
under tensile loading in circumferential direction until 
rupture. Traditional gauge length (GL) based global 
strains at the rupture were calculated, and Ncorr DIC 
software [3] was used to obtain local tensile strains.  
 
Results 
Structural imaging and mechanical testing of all 31 
strips were successfully conducted. The preliminary 
analysis of 5 strips were completed, and demonstrated 
the necessity of local strain assessment for plaque 
rupture investigation as the DIC measurements 
revealed the local, non-uniform, heterogenous strain 
distribution over the tissue (Fig.1(A)).  

 
Figure 1:(A)DIC strain patterns of representative CAE #3. 
The white square indicates the rupture area. (B) GL based 
and local DIC strains compared. (ROI: Region of interest) 

 
Ruptures mainly occurred at the global max or a local 
max tensile strain spot, where the DIC measurements 
showed the median [range] of 40% [20 to 83%]. 
Meanwhile, the traditional GL based gross tissue strain 
assessment underestimated the rupture strain as 22% 
[13 to 38%] (Fig.1(B)). Collagen imaging results of a 
representative sample is given in Fig.2(A). In overall, 
for the analyzed five samples, the predominant 
collagen orientation was circumferential (mean 
pDA±SD of 1°±30°, range: -75° to 68°). The SDs of 
the local fiber angle distribution (range:14° to 48°, 
mean:26) and AFs (range:0.10 to 0.82, mean: 0.53) 
demonstrated quite variable local fiber dispersion in 
the samples. At rupture areas, the measured pDA ± SD 
were 16°±29°, 44°±21°, -29°±26°, -12°±26°, and 
30°±23°, and AFs were 0.72, 0.43, 0.44, 0.59 and 0.26 
for CAE # 1, 2, 3, 4 and 5, respectively (Fig.2(B)).  

 
Figure 2: (A) pDA (black arrows) and SD (colormap) 
distribution of representative CAE #2. (B) The pDA ranges of 
the analyzed five CAE samples. Black diamonds indicate the 
pDA at the rupture area. 
 
Discussion 
In this work, we performed structural and mechanical 
analyses of human carotid plaque tissue samples to 
reveal the plaque rupture properties. The preliminary 
analysis of five samples revealed that global GL based 
strains (homogeneous) greatly underestimated the local 
(heterogeneous) tissue rupture strains. Structural 
analyses showed circumferential collagen fiber 
alignment in the plaque tissue in overall, as well as the 
rupture areas, with varying level of fiber dispersion 
locally. For future work, all tested strips (n=31) will be 
analyzed to obtain the complete picture of mechanical 
and structural CAE rupture characteristics. This 
essential information will provide great insights for 
understanding plaque rupture mechanism(s) and for 
developing plaque rupture prediction tools. 
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Introduction 

Cardiovascular diseases are the main cause of death 

worldwide. Focusing on the heart, due to its complex 

electromechanic behaviour is essential to fully understand 

its mechanical properties and its electrophysiology. From 

the mechanical point of view, the heart undergoes very 

specific conditions during the cardiac cycle including 

biaxial extension and compression and shear stress [1,2]. 

Furthermore, this study is focused on the myocardium 

infarction, which provokes a great impact into the 

behaviour of the tissue, making the infracted tissue stiffer 

and considerably thinner.  

It is widely accepted that the cardiac tissue presents an 

orthotropic behaviour [3,4]. Hence, it is necessary 

considering different loading scenarios in order  

to accomplish a complete three-dimensional 

characterization. Following this line, several mechanical 

tests considering different loading scenarios were 

performed into porcine specimens, including healthy 

porcine hearts and infarcted ones. The obtained 

experimental results were used to estimate the Costa 

material model parameters [5]. This is one of the most 

widely used material models to in silico reproduce the 

cardiac tissue behaviour. 

Methods 

Porcine left ventricular transmural biopsy specimens were 

obtained from 14 white pigs. 7 animals were used for 

control purposes, and 7 animals were infarcted in the 

anteroapical region (IAA) by temporal occlusion of the left 

anterior descending coronary artery employing a balloon 

catheter.  

Following the experimental procedures observed at the 

literature [2,6], cyclic biaxial extension tests (i) and triaxial 

shear tests (ii) were performed both in the healthy and 

infarcted hearts in samples from the central area of the 

anterior wall of the left ventricle, close to the left 

circumflex coronary artery area (LCAA). Furthermore, 

cyclic biaxial (iii) and uniaxial (iv) extension tests were 

performed at the IAA of the infarcted hearts to analyse the 

influence of this episode on the tissue behaviour (data not 

shown). A total of 33 biaxial tests, 96 tangential tests, and 

14 uniaxial tests were performed. 

For the Costa parameters estimation, individual mean 

animal results and global mean results were considered. 

Least-squared minimization method was used for the 

estimation. For the validation of the experimental fit, we 

used two different statistical errors: coefficient of 

determination (R2) and Normalised Root Mean Square 

Error (NRMSE). 

 
 

Results 

 
Figure 1. Experimental and Costa simulated results 
comparison. Healthy hearts global mean results  

In Figure 1, healthy hearts mean results are shown. The 

tissue has proved to have a transversely isotropic 

behaviour, obtaining greater stress values at Mean Fiber 

Direction (MFD) than in Cross Fiber Direction (CFD) for 

the biaxial results and also a stiffer response in FN-FS 

modes than the others for the triaxial shear results. 

Regarding the Costa simulated response demonstrated a 

great fit of the experimental behaviour, with values of 

R2>0.9 and NRMSE<0.1 at every scenario. 

Conclusions 

Aiming at characterizing the passive mechanical properties 

of healthy and infarcted cardiac tissue, cyclic biaxial 

extension, triaxial shear and uniaxial extension tests were 

performed into 7 healthy porcine hearts and 7 infarcted 

ones. This set of experiments allows us to fully characterise 

the orthotropic nature of the tissue. Consistent results were 

obtained according to literature in every test. Costa 

material model parameters were estimated and a great 

reproduction of the experimental response was obtained. 
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Introduction 
Aortic dissection is a relevant cardiovascular disease 
that can have a fatal outcome. This pathology consists 
in the generation of a tear that propagates through the 
different layers of the vessel wall, causing clogging or 
even the rupture of the vessel. It can happen throughout 
the entire aorta, with different outcomes depending on 
the location. Dissection in the ascending part of the 
aorta tends to be more severe and need surgical 
intervention in contrast to other sites, where it can be 
treated medically and become chronic [1].   
In order to better understand the progression of this 
disease and the reason for these differences, some 
studies are currently focusing on determining the 
dissection properties of the aortic wall via delamination 
tests. These are usually performed only on the medial 
layer [2, 3] or focusing on a specific location of the 
vessel when considering different layers [4]. Therefore, 
in this study, we perform a complete dissection study 
in porcine aortas that includes the dissection of the two 
interfaces (intima-media and media-adventitia), as well 
as the medial layer, all through the different locations 
of the aorta. 
 
Methods 
A total of 9 healthy porcine aortas were harvested, 
including the three zones of study: the ascending 
thoracic aorta (ATA), the descending thoracic aorta 
(DTA) and the infrarenal abdominal aorta (IAA). The 
arteries were kept frozen at -80ºC and brought to 4ºC 
24 hours before testing. 
20 x 5 mm strips were cut in both the longitudinal and 
circumferential directions. An initial incision was 
performed in order to assure the separation between the 
layers of interest. In these specimens, two different 
dissection tests were carried out: a T-peel test, which 
reproduces a mode I of fracture, and a 180º peel test, 
involving a mixed mode of fracture that includes 
modes I and II, see Fig. 1.  

  
            (a)             (b) 
Figure 1: Experimental setup and outline of the T-peel 
test (a) and the 180º peel test (b). 
 

In both tests, the tongues of the specimens are fixed by 
two clamps. In the peel test, both clamps move at a 
speed of 1 mm/min, whereas in the mixed test, only 
one clamp moves at that speed while the other is fixed.  
The force-displacement curves are recorded and 
subsequently processed.  
 
Results 
Dissection in the ATA required higher force in both 
delamination tests, see Fig. 2.  
The dissection of samples in the longitudinal direction 
usually required more force and results were more 
disperse than the same layer dissection in the 
circumferential direction, probably due to collagen 
fibers being mostly oriented circumferentially, so a 
longitudinal tear would need to rupture this fibered 
structure.  
In all locations, the dissection of the intima-media 
required the least force of all layers. This result can 
explain the rapid initial development of the disease and 
the subsequent slowing down when reaching the 
medial layer.  

 
      (a)                   (b) 
Figure 2: Averaged mean force and standard deviation 
of the T-peel test (a) and the 180º peel test (b). 
 
Discussion 
A complete study of the dissection in the aorta was 
carried out. This study highlighted the anisotropy of 
the aorta and the need to characterise the dissection 
properties as function of the location and layer of the 
vessel. 
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Introduction 

The radial tensile strength of the aorta can be 

significantly reduced due to some pathological 

conditions that predispose patients to dissection, which 

is one of the most devastating complications of thoracic 

aortic disease [1]. However, the mechanical behavior of 

arteries under radial tension has rarely been investigated 

[1-6]. Here we report the first results of radial tensile 

tests using optical coherence tomography (OCT) and 
digital volume correlation (DVC). 

 

Methods 

Specimens of the porcine aortic media were divided into 

2 groups and tested using the OCT set-up described in 

[6], with the circumferential-radial section facing the 

camera. After the specimen was glued to the holders, a 

volume of 4 × 1 × 1.6mm (radial × circumferential × 

axial) was imaged with the OCT. After 5 

preconditioning cycles, the radial displacement was 

applied in increments of 100µm. In both groups, the 

volume was imaged immediately after each loading 
step. In group 2, an additional volume was acquired after 

allowing the specimen to relax for 10 minutes at each 

step. DVC was then applied on the volumetric images 

using DaVis 8.4 (LaVision) to derive the displacement 

fields and Green-Lagrange strain fields were derived 

using a custom Matlab code. 

 

Results 

In both groups, the force curves showed a plateau during 

earlier loading steps, and in group 1, the force increased 

continuously to failure with subsequent loading steps; 

see Fig. 1(a). Voids that merged into larger defects 
appeared before the peak force was reached, Fig. 1(b)-

(c). DVC analyses revealed complex deformations, 

including hot spots of strains, indicating early 

localization effects in both groups. Relaxation 

experiments showed that the specimen relaxed by 

absorbing fluid that induced local strain gradients, see 

Fig. 1(d), slightly dispersing the sharp localizations.  

 

Discussion 

Aortic media can resist significant radial stretches by 

absorbing fluid. Increasing radial stretches induce strain 

concentrations and mechanical damage that bear 

similarities to the localized effects of GaG pooling in 
dissected tissues [5]. The methodology will be extended 

to healthy and dissected human aortas to better 

understand the biomechanical implications of the 

disease. 

 
Figure 1: (a) Peak force vs. load step during the radial 

tensile test with (blue) and without (orange) relaxation; 

(b) camera view and (c) OCT rendering showing voids 

at the load step indicated by the blue circle; and (d) 

changes in the Green-Lagrange strain component Exx 

induced by relaxation at the final load step, indicated by 

the orange circle.  
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Introduction 

Residual stress in arteries is a well-studied behavior of 

blood vessels relevant to normal and pathological 

conditions inside the arterial wall [1]. These stresses 

play an essential role in pressure distribution along the 

vessel and homogenize the stress distribution inside the 

wall thickness [2]. Several authors have used the so-

called ring-opening test to measure the residual strain 

state of arteries. This test consists of radially cutting a 

ring-shaped vessel specimen to measure its final 

opening angle at an assumed stress-free state to quantify 

some degree of strain indirectly. 

 

Authors have shown that a unique deformation 

parameter isn't enough to describe the complexity of the 

residual stress and strain problem [3,4]. It has been 

demonstrated that it is a non-homogeneous field. 

Nevertheless, it is still a straightforward method to 

characterize possible homeostatic changes inside the 

arterial wall under effects such as aging, diseases, or 

pathological conditions. 

 

This study describes how the non-homogeneous 

resulting geometry after the ring-opening test cut 

impacts the assumption of homogeneous stress. A 

sheep-specific aortic segment is used to perform 

uniaxial tensile and ring-opening tests from the 

abdominal aorta region. The resulting anisotropic 

material characterization, along with image-based 

geometric quantification and posterior FE analyses, is 

used to quantify potential errors in the classical and 

straightforward ring-opening test. 

 

Methods 

A tensile test is used to characterize the anisotropic 

behavior of the vessel. A Holzapfel-Gasser-Ogden 

constitutive model is fitted to the experimental stress-

strain relationship in both circumferential and 

longitudinal directions. On another side, a classical and 

straightforward ring-opening test is assessed, taking 

photographs of the vessel in its closed shape and then, 

in its opened condition, with a 15-minute interval since 

the opening cut. Both procedures are performed with the 

tissue submerged in Krebs buffer at 38°C. Once the 

geometry of the tissue is successfully captured, the 2D 

transverse geometry of the vessel is reproduced in its 

opened image, using a spline function, allowing further 

to measure the sample-specific curvature and thickness 

variation along the vessel wall perimeter. Three 

scenarios are analyzed: shape idealization, variable 

curvature and constant thickness, and finally, variable 

curvature and thickness. A displacement-based finite 

element closing and pressurization procedure is carried 

out to estimate how important the assumption of 

uniform shape is in this experimental test. 

 

Results 

From the comparisons between the three analyzed 

scenarios, the presence of a non-uniform-shaped 

specimen in a residual stress study will be highly biased 

from the optimal scenario. The main findings suggest 

that thickness variation inside a range of 50% variation 

wouldn't excessively affect the results. However, the 

opened curvature variation along the vessel is a good 

estimator of the non-homogeneity of the internal stress 

field. 

 

Discussion 

We have demonstrated how biased is the stress field 

considering a severe case of non-homogeneous residual 

strains visible to the naked eye. Result suggests that 

although the residual stress field is highly 

heterogeneous, it is not far from the raw values obtained 

in the homogeneous case. However, the most severe bias 

could be in a pre-stretched and pressurized vessel. With 

all this information, we have assessed a possible 

quantitative criterion to discard vessel samples of this 

experimental test when they present a non-

homogeneous shape. 
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Introduction 

Bioresorbable scaffolds (BRS) are capable of being 

completely absorbed into the body through metabolic 

processes, thus avoiding some late stage complications 

associated with drug eluting stents (DES) [1]. 

Difficulties in BRS development include understanding 

physical degradation processes and prediction of long-

term behaviour once implanted. Modelling efforts to 

capture the performance of polymer BRS have focused 

on capturing short-term performance. The objective of 

this study is to develop a phenomenological elasto-

viscoplastic framework that can predict short- and long-

term degradation behaviour of a polymer BRS. 

 

Methods  

The constitutive framework describing degradation was 

based on the Johnson-Cook (JC) elastic-plastic model 

(see Eqs. 1-2). Degradation was controlled by varying 

the A parameter of the JC plastic model and the strain to 

failure over time. 

 

𝜎 = [𝐴(𝑡) + 𝐵(𝜀 ̅𝑝𝑙)𝑛] [1 + 𝐶𝑙𝑛 (
�̇̅�𝑝𝑙

�̇�0
)] [1 − �̂�𝑚]           (1) 

𝜀𝑓
𝑝𝑙
=

𝜀𝑚𝑎𝑥−𝜀𝑚𝑖𝑛

1+𝑒
(𝑡−

𝑡𝑚𝑎𝑥
2 )

𝑐 + 𝜀𝑚𝑖𝑛                                            (2) 

 

The constitutive model was used to capture the 

experimental long-term performance of a polymer BRS 

undergoing thermally accelerated degradation, whereby 

36 BRS devices were immersed in phosphate buffered 

saline at 50°C for 181 days. Radial compression testing 

was performed at consecutive timepoints. Parameters of 

the JC degradation model was calibrated to match the 

measured radial force of the degraded timepoints, with 

the A and 𝜀𝑓
𝑝𝑙

 varied through time using a USDFLD 

subroutine to capture the mechanical response at 

degraded timepoints. A model consisting of two 

circumferential rings was used for computational 

efficiency. 

 

Results 

The degradation model predicted the radial response at 

day 0 capturing the point of yield and the plateau region. 

After the initial timepoint, the model captured the 

increase in strength until day 77. Beyond day 112, the 

model was able to accurately capture the brittle failure 

seen in the experimental samples, with fracture 

happening soon after yield strength was reach. Figure 

1(c) shows a summary of the calibrated model’s 

prediction of both radial stiffness and strength of the 

BRS device.  

 
Figure 1: (a) Contour plot of BRS (b) Experimental and 

computational radial force vs diameter. (c) Calibrated 

material versus experimental radial strength and 

stiffness. 

 

Discussion 

Degradation of the polymer BRS resulted in a decrease 

in the strain to failure of the scaffold, with radial strength 

and stiffness maintained after 77 days of immersion in 

PBS at 50°C. The loss of radial strength is evident from 

day 77 in figures 1(b-c) with the plateau region greatly 

reduced. The degradation model is shown to accurately 

capture the changes in strength and stiffness of the 

scaffold over the degradation period. The inclusion of 

the ductile damage model is shown to accurately capture 

the brittle behavior at later timepoints. 
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Introduction 

Previous studies have revealed distinct signatures of 

prosthetic heart valves (PHVs) hemodynamics and their 

relations with long-term clinical performance [1]. Risks 

of complication in both biological or mechanical heart 

valves (BHV and MHV, respectively) have been linked 

to high levels of turbulence (and consequent energy 

dissipation), or to the formation, interaction and decay 

of the complex vorticity patterns and helical flow 

developing downstream of the PHV [1]. To date, there 

has been no detailed investigation on the interactions 

among these fluid structures, despite their role in 

determining PHVs success or failure. In this study, we 

used fluid-structure interaction (FSI) in silico models to 

investigate the interplay between the production of 

(phase-averaged and fluctuating) helicity, energy 

dissipation and transition to turbulence in the presence 

of MHV or BHV, to expand the understanding of PHV 

hemodynamics with potential translation into 

improvements of PHV design. 

 

Methods 

An idealized aortic root geometry was adopted. Two 

PHVs were considered, one reproducing a BHV St. Jude 

Trifecta model, with three deformable pericardial tissue 

leaflets, the other the bileaflet MHV St. Jude Regent 

model. Direct numerical simulations of the FSI problem 

were conducted by applying the immersed boundary 

method [2]. A strong coupling scheme was adopted for 

the FSI, using a validated implicit approach [2]. The 

MHV leaflets motion was obtained by integration of the 

rigid body dynamics equations. A mass-spring model 

was employed for the dynamics of the BHV, with a non-

linear anisotropic model for the deformable leaflets [2]. 

A cardiac output of 5 L/min was prescribed at 70 

beats/min (peak Reynolds number: 6200). The role of 

helicity and kinetic energy downstream of the PHVs is 

investigated using the Reynolds decomposition of the 

instantaneous velocity u into its phase-averaged and 

fluctuating component (�̅� and 𝐮′, respectively). In 

detail, we denote the kinetic helicity density, derived by 

the phase-averaged or fluctuating velocity component, 
as 𝐻𝑘

̅̅̅̅  and 𝐻′𝑘 , respectively: 

𝐻𝑘
̅̅̅̅ =  �̅� ∙ �̅� = �̅� ∙ (∇ × �̅�)  (1) 

𝐻′𝑘 =  𝐮′ ∙ 𝛚′ = 𝐮′ ∙ (∇ × 𝐮′) (2) 

where 𝛚 is vorticity vector. The kinetic energy 𝐸 can be 

decomposed into mean kinetic energy (𝐾𝐸) and 

turbulent kinetic energy (𝑇𝐾𝐸) as: 
𝐾𝐸 =  1 2⁄  �̅� �̅�  (3) 

𝑇𝐾𝐸 =  1 2⁄  𝐮′𝐮′̅̅ ̅̅ ̅ (4) 

Results 

A clear PHV-type dependence of the helicity production 

and decay emerged, with MHV hemodynamics 

presenting larger phase-averaged and fluctuating 

helicity than BHV (Fig. 1a,b). The relation between 

phase-averaged and fluctuating quantities along the 

cardiac cycle was further investigated by using a loop 

representation (Fig. 1c,d), highlighting how the 

generation of volume-average 𝑇𝐾𝐸 or 𝐻′𝑘  for both 

valves is not associated with a large overall change in 

their phase-averaged counterpart (Fig. 1c,d). For both 

PHVs, strong correlations emerged between volume-

average kinetic energy and helicity when based on 

phase-averaged or fluctuating quantities (Pearson’s 

correlation coefficient r ranging from 0.88 to 0.98, 

p<0.001). The production of 𝑇𝐾𝐸 or 𝐻′𝑘  for both PHVs 

was delayed with respect to the inflow waveform or the 

production of 𝐾𝐸 and 𝐻𝑘
̅̅̅̅  (up to 5.4% and 2.6% of the 

cardiac cycle, respectively for BHV and MHV).  

 

 
Figure 1: contours of 𝐻𝑘

̅̅̅̅  and 𝐻′𝑘  (a,b); loop 

representation of 𝐾𝐸 vs. 𝑇𝐾𝐸 (c) and |𝐻𝑘
̅̅̅̅ | vs. |𝐻′𝑘| (d).  

 

Discussion 

The hemodynamics of PHVs is characterized by a strong 

interplay between kinetic energy and helicity. Although 

the dynamical significance of helicity is still matter of 

debate in relation to PHVs, these findings suggest a 

relevant role of both phase-averaged and fluctuating 

helicity in the evolution of turbulence downstream of the 

implantation site. The present characterization may 

prove useful to measure the restoration of physiological 

hemodynamics, optimize the leaflets design, evaluate 

the hemodynamic performances of PHVs and estimate 

the risk of complications.  
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Introduction 

Mitral valve regurgitation disease is one of the most 

common heart valve pathology [1]. Cardioband® 

(Edwards, Irvine) system is a surgical-like direct 

annuloplasty adjustable device, implanted via 

transcatheter on beating heart [2]. This procedure is 

based on the fixing of the device polyester sleeve (PS) 

around the mitral annulus through insertion of metal 

anchors. The annulus is contracted by pulling a 

guidewire sewed at sew points on the PS (cinching 

phase). Currently, the implant size (anchors number) 

and the anchors position are defined on the basis of the 

CT dataset by analyzing the site of access and measuring 

the commissure to commissure distance on the posterior 

annulus. The aim of this study is to present a numerical 

method integrating image processing and Finite Element 

(FE) method to simulate the Cardioband procedure and 

evaluate its effect on the mitral valve dynamic and on 

the surround cardiac structures. 

 

Materials and Methods 

The method consisted of three main structural 

simulations: the simulation of the regurgitant mitral 

valve before the procedure (i), the simulation of the 

device activation (ii), and the simulation of the mitral 

valve after the procedure (iii). The simulations were 

performed using patient-specific geometries obtained by 

segmenting both computed tomographic (CT) and 

transoesophageal echocardiographic (TEE) datasets 

from a patient treated with Cardioband. In the first part 

of the study, the software LS-DYNA was employed to 

set up the structural simulation of the patient’s mitral 

valve before the procedure. A transvalvular time-

dependent pressure was applied on the leaflets of the 

valve. The motion of the mitral annulus during the 

cardiac cycle was imposed with nodal time-dependent 

displacements based on the CT dataset.  

In the second part, the contraction of the device was 

simulated by developing a specific FE environment in 

Matlab® [2] that reproduces the behaviour of the 

Cardioband device, the whole structures of the left heart 

and their mutual interactions during the cinching phase. 

The resulting nodal contraction was transferred to the 

structural model as mitral annulus motion and, in the 

third part, the mitral valve was simulated in the cinched 

configuration by applying a time-dependent 

transvalvular pressure to the leaflets. 

 

Results 

Figure 1(a-b) shows the axial and radial displacements 

of the cardiac structures. Maximum contraction is 

achieved in the mitral annulus and atrium. The effects of 

the device on systolic function of MV are assessed by 

the area of the leaflet contact areas (CoA), as shown in 

Figure 1(c). Activation of the device increases CoA 

values from 123 mm2  to 231 mm2. The changes in valve 

behavior during diastole are studied using the Geometric 

Orifice Area (GOA), which is described by the free 

edges of leaflets. The Cardioband treatment reduces the 

MV GOA from 390 mm2 to 370 mm2.

 
Figure 1: Axial a) and radial b) displacements of the 

cardiac structures. MV Coaptation Area c) and 

Geometric Orifice Area d) in pre- and post- procedure.   

 

Discussion 

Simulation results have shown that the Cardioband 

procedure can induce contraction of cardiac structures 

surround to the device, promoting improvement of 

leaflets coaptation and restoration of valve tethering 

without compromising the diastolic function of the 

valve. In this way, it will be possible to perform 

preoperative planning to evaluate the postoperative 

parameters and increase the overall performance of the 

procedure in the treatment of mitral regurgitation. 
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Background 

Left atrial ligation (LAL) of the chick embryonic heart 

at early developmental stage is a model of the 

hypoplastic left heart syndrome (HLHS) disease. LAL 

relies on mechanical intervention without genetic or 

pharmacological manipulations [1]. Therefore, it is a 

good model for understanding the biomechanics origins 

of such HLHS malformations. However, the mechanical 

properties and behavior of the embryonic heart 

myocardium has not been investigated in detail, and 

neither is the mechanobiological mechanism of how 

LAL can lead to HLHS. In the present study we 

analyzed the biomechanics of the LAL myocardium via 

image tracking and finite element modelling (FEM) and 

reveal single cell RNA sequencing to obtain gene 

expressions potentially linked to myocardial mechanics 

abnormalities. 

Methods 

4D ultrasound imaging was performed on White 

Leghorn chick embryos at HH25 (ED 4.5) for both LAL 

(n=3) and normal (n=3) embryonic hearts, using a high 

frequency ultrasound system (Vevo2100, Visual Sonics 

Inc., Canada). 3D segmentation of the embryonic 

ventricle myocardium was conducted via a lazy-

snapping algorithm and vascular modelling toolkit 

(VMTK) software (Figure1A). A validated cardiac 

motion estimation algorithm was applied to track wall 

motion [2], and calculate 3D myocardial strains. 

Myofiber directions were estimated at mid-ventricular 

wall by seeking the smallest eigenvector of the strain 

tensor (direction of maximum strain). FEM was 

conducted by adapting a previous model, and featured 

subject-specific ventricular geometries and myofiber 

architecture obtained from images, the Guccione active 

tension model, and a fung-type transversely isotropic 

passive stiffness model [3]. FEM models were tuned to 

match literature reported ventricular pressures. Single-

cell RNA sequencing of chick embryonic heart 

ventricles for normal and LAL embryos (at ED6.5 days, 

HH31) was performed and differentially expressed gene 

with >log2(1.0) fold change were identified. 

Results 

Morphological analysis indicated that LV thickness 

decreased from 0.153±0.021 mm in normal samples to 

0.098±0.032 mm in LAL sample. Image analysis 

showed no specific differences in the spatial pattern and 

averaged myofiber directions between normal and LAL 

hearts. However, the mean compressive strains in 

myofiber direction were larger in LAL compared to 

normal by 48%. FEM produced pressure-volume curves 

showed in Figure1B, and indicated that LAL 

myocardium has reduced 42% lower stresses (in the 

myofiber direction) than normal myocardium (136.5 Pa 

vs 236.7 Pa), which was due to a lower peak systolic 

pressure. RNA-seq data revealed a number of 

differentially expressed genes in myocytes related to 

their biomechanical conditions, including several that 

are relevant to mechanosensing (eg., focal adhesion 

genes, Cadherins, NOTCH1), and to myosin 

contractility (eg., CALM, MLCK, MLCP) and calcium 

signalling (eg., PI3K, SERCA, STIM2). 

Figure 1: (A) Tissue-blood boundaries and ventricle 

myocardium segmentation at HH25 for a normal embryonic 

heart. (B) PV loop obtained from FEM for a normal and a LAL 

ventricle at HH25. 

Conclusions 

We find that LAL brings about specific changes to the 

myocardial biomechanics. Due to the atrial ligation that 

restricted inflow from the left atrial (LA) to the LV, LV 

has decreased pressure, and there were higher strains, 

but overall myocardial stresses were decreased. These 

changes to the stresses and strains could have led to 

abnormal development to reach HLHS. RNA-seq 

showed that many genes related to myocardial 

contraction, deformation, and ECM remodelling were 

differentially expressed, corroborating with the 

biomechanical analysis that altered myocardial 

biomechanics could be a causative factor in the HLHS 

outcome in the LAL model. 
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Introduction 
Cerebral aneurysm (CA) hemodynamics have been 
related to aneurysm progression. Computational fluid 
dynamics (CFD) has been used to assess the relationship 
between the effect of treatment on hemodynamics and 
its clinical outcome. To determine the failure or success 
of the treatment through CFD, it is important to have 
patient-specific anatomic models and realistic boundary 
conditions. The state of the art to model the coils 
deployed inside the aneurysmal sac is a homogeneous 
and isotropic porous medium. Comparing this approach 
against coil-resolved simulations has shown that the 
homogenous isotropic approximation represents a 
significant compromise in accuracy [1]. The objective 
of the present work is to create a porous model 
representative of the heterogeneous porosity of the coils 
deployed in the aneurysm and that reproduces 
accurately the effect of coils on intracranial 
hemodynamics  
Methods 
Virtual 3D models of the aneurysm and parent vessels 
were built from seven patients having a CA treated with 
coil embolization. Computed tomography scans were 
3D printed (1:1 scale) in a clear polyester resin (PDMA). 
The surgeon who performed the endovascular surgery 
on the patient inserted the same coils on the 3D printed 
model, using the same procedure used on the patient. 
The coiled PDMA models were imaged at the European 
Synchrotron Radiation Facility (Grenoble). Coil 3D 
geometries were positioned in the aneurysm models and 
the porosity distribution was analyzed radially. Two 
parameters define the porous medium that slows down 
flow in the aneurysm, defined predominantly 
tangentical to “crowns” concentric with the aneurysm 
sac: permeability (𝛼!) and inertial coefficient C2. 3 
models were compared to validate the permeability used 
in the model: the coil-resolved, and two homogeneous 
isotropic porous models with 𝛼"#$% and 𝛼&'()%* 
respectively, under steady Stokes flow. To validate the 
complete porous model, 3 different models were 
studied: coil-resolved, and two homogeneous isotropic 
porous models with (𝛼"#$% and 𝐶+"#$%), and with 
(𝛼&'()%* and 𝐶+&'()%*), under unsteady high Reynolds 
number. Planar Laser Induced Fluorescence (PLIF) 
experiments were used to the residence time in the 
aneurysmal sac for each patient and compare to the 
computational models, coil-resolved and porous media. 
 

Results 
All patients show a similar distribution of porosity: 
higher in the external crowns near the wall than in the 
core. Between x=0.5mm and x=0.75mm from the 
aneurysm wall, porosity becomes constant and close to 
the mean porosity. It is important to consider the 
heterogeneity of the porous media in the first 0.5mm 
while modelling the flow in the coiled aneurysm. 
The low Reynolds number simulation shows that the 
parallel porous media model is an improvement for 
modelling flow compared to only considering the mean 
porosity in the aneurysm. However, the parallel model 
needs to take in account the patient-specific anatomy, 
modelling it as a bilinear porosity distribution. 

 
Figure 1: Coiled Aneurysm modeling workflow: patient 
CTA, physical 3D printed model treated with the same 
coils as patient (validation of the coil-resolved model in 
terms of Residence Time in the sa)c and reconstruction 
of the coils in the aneurysm for computational model. 
The coil synchrotron images serve as both a source of 
data for porous model development and as the “gold-
standard” coil-resolved computational model.  
Conclusion 
The crown method for porous characterization of coils 
in a cerebral aneurysm captures the heterogeneity of the 
porous distribution. The parallel porous media model 
seems to be an optimum approximation for modelling 
flow in the aneurysm, as it takes into account the 
heterogeneity of the coil distribution near the aneurysm 
wall. Comparison of the Residence Time in experiments 
and simulations for the same coiled aneurysm allows to 
validate the numerical models, not only in for Eulerian 
metrics, such as WSS, OSI, etc. but also for Lagrangian 
metrics that may be more accurate to predict thrombus 
formation in the aneurysmal sac after treatment.  
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Introduction 

Abnormal helical flow (HF) in the aortic arch, 

secondary to specific anatomical arch features (e.g., 

curvature and tortuosity), has been proposed as a 

causative factor for the onset of aortic disease (AD) [1]. 

Concurrently, aortic wall stiffening associated with 

hypertension is a major risk factor for ADs with age and 

high blood pressure, as established in terms of pulse 

wave velocity (PWV), being the main determinants [2]. 

However, the interplay between arch morphology and 

hypertensive conditions in triggering aortic bulk flow 

derangements, has been poorly explored and time-

expensive fluid-structure interaction (FSI) models are 

required [3]. 

Herein, we sought to investigate aortic arch HF 

alterations which may result from the combination of 

hypertensive conditions, i.e., due to increased PWV and 

ageing, with definite anatomical patterns of the aortic 

arch.  

 

Methods 

One-way FSI simulations [4] based on the coupled 

momentum method (CMM), were employed to compare 

HF features associated with type I to III aortic arches 

(Figure 1). Each anatomy was segmented from 

computed tomography in ITK-Snap, and subsequently 

meshed and simulated in SimVascular [5]. 
 

 
Figure 1: simulated anatomical aortic arch models. 

 

To reproduce the effect of hypertension (normotensive 

vs. hypertensive) and age (<30 vs. >70 years), the aortic 

wall elastic modulus was estimated from reference 

PWV values [2], through the Moens-Korteweg 

equation, and pressure boundary conditions were 

prescribed with 3 element Windkessel circuits at each 

outflow. A physiological aortic flow waveform was 

imposed on the inflow. Bulk flow pattern was regionally 

assessed, i.e., from zone 0 to 3 along the aortic arch [1]. 

Aortic flow pathlines were computed at systole and used 

to extract local normalized helicity (LNH), helical flow 

index (HFI), shape indexes of curvature (κ) and torsion 

(τ), and normalized residence time (RT). 

Results 

LNH, HFI and τ remained comparable between aortic 

arch types with no significant variations due to 

hypertension or age. Conversely, κ and RT revealed 

significant changes from arch type I to III and, in 

particular, in zone 3 (Figure 2). In this region (i.e., 3/III), 

hypertension and age exacerbated both κ and RT, both 

reporting the highest values (κ and RT up to 0.2 mm-1 

and 0.06 s/cm, respectively) in the hypertensive elderly 

(>70) model. Hence, these HF features of pathlines’ 

curvature and residence time proved to be sensitive 

markers of the aortic bulk flow alterations associated 

with hypertension.  

 
Figure 2: absolute κ and RT box and Whiskers plots in 

zone 3 for each arch type (I, II and III) under the 

different conditions tested for both hypertension and age 

(*P≤..05, ** P≤..01, *** P≤..001). 

 

Discussion 

Our proof-of-concept FSI analysis effectively 

reproduced aortic arch HF under the different conditions 

of PWV and blood pressure associated with arterial 

hypertension, detecting arch-type regional differences in 

aortic bulk HF. The significant exacerbation of aortic 

HF localized in Zone 3 of Type III arch configuraiton, 

which is prevalent in patients with type B aortic 

dissection, deserves further investigation. 
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Introduction 

Most fetuses with critical aortic stenosis with evolving 
hypoplastic left heart syndrome (eHLHS) will progress 
to a univentricular birth outcome, but a type of 

minimally-invasive fetal heart intervention, fetal aortic 
valvuloplasty (FAV) can prevent this, reducing the risks 
of single ventricle birth from 72-74% to 28-34% [1]. 
However, we do not understand the biomechanical and 
functional effects of the disease and intervention and 
cannot accurately predict outcomes. Investigations are 

thus needed on this, to help accurately select patients for 
the procedure, to help with prognosis and inform patient 
and clinician decisions, and to provide hints on how to 
optimise the intervention. We developed a digital twin 
of the human fetal heart, which can reconstruct a patient-
specific fetal heart model based on echo images and use 

it here to evaluate the post-interventional scenarios of 
FAV on eHLHS, to achieve outcome prediction and 
precision medicine in future. 
 

Methods 

We first constructed the pre-intervention digital twin of 
the fetal left ventricle (LV), and subsequently used it to 

simulate post-interventional scenarios to predict 
possible outcomes. The 3D anatomy of the fetal LV was 
reconstructed from 3D echocardiography images, and 
its 3D motion extraction with a validated motion 
estimation algorithm. A Finite Element model (FEM) of 
the LV was then constructed, with spatially varying 

fibre orientation, Guccione active tension model and a 
Fung-type transversely isotropic passive stiffness 
model. The FEM was linked to a Windkessel lumped 
parameter model which is scalable to the specific fetal 
gestational ages. Optimisations were subsequently 
carried out where: (1) the valve flow resistances in the 

diseased LV were determined via matching the valve 
pressure gradients in the model with Doppler valve 
velocity measurements; and (2) the myocardial 
contractility was determined by matching LV stroke 
volume of the model to that obtained from the images. 
Post-interventional scenarios were investigated for 

various extent of relieving the aortic valve obstruction 
(AV recovery ratio, 1=full recovery, 0=obstructed), and 
various extents of aortic regurgitation. FEM for Normal 
fetal LVs were used as controls. 
 

Results 

The pre-FAV model showed that eHLHS diseased LVs 

were overloaded (elevated systolic and diastolic 
pressures) and had contractile dysfunction (reduced 
myocardial strains and high work burden) compared to 
normal LVs. In the simulated post-intervention 

scenarios (Figure 1), systolic depressurisation was 
typically observed, and myocardial strains and LV 
stroke volume typically increased. End-diastolic LV 

depressurisation, which indicates depressurisation of the 
left atria (LA), was observed for cases where aortic 
regurgitation was low to none, but with severe aortic 
regurgitation, the LA failed to depressurise. 
 

 
Figure 1: PV loops of pre- and post-FAV scenarios. 

Increasing aortic valve recovery ratio (increasing extent 
of stenosis relief) increases LV depressurisation and the 
stroke volume. However, LV end-diastolic pressure 
(indicative of LA pressure) could only depressurise 
without significant aortic regurgitation. 
 

Discussion 

We successfully developed a digital twin of the fetal LV, 
specifically matched to an eHLHS patient, in terms of 
anatomy, function, and motion, and used it to make 
interventional outcome predictions, thus moving closer 
towards achieving precision medicine with the digital 
twin. Simulation results showed that the LV 

biomechanics, and its flow and strain function were 
severely compromised, and that FAV can restore some 
of the lost function, likely contributing to increased 
chances of biventricular birth. However, our simulations 
suggest that care must be taken, as excessive relief of the 
stenosis, which likely leads to severe aortic 

regurgitation, could prevent LA depressurisation, and 
impede a biventricular outcome. 
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Introduction 

A large variety of approaches is existing in order to 

assign the orthotropic tissue structure to computational 

heart models. Many studies in the field of cardiovascular 

biomechanics investigate on multiple levels (e.g. cell, 

tissue, organ) the function of the heart to improve 

diagnosis, therapy as well as drug development. The 

orthotropic tissue structure decisively influences the 

mechanical and electrical properties. However, there are 

not many studies existing which are investigating to 

what extent the different approaches, which lead to a 

different orthotropic tissue structure, are influencing the 

subsequent cardiac simulation. In detail, we are utilising 

three existing Laplace-based approaches and compare 

the results of the electromechanical simulations on the 

basis of specified global characteristics (ejection 

fraction; wall thickening in the base, middle and apex 

region; generated peak pressure; apex shortening; 

myocardial volume reduction) as well as local 

characteristics (active fibre stress; fibre strain).  

 

Methods 

We utilise a fully-coupled electromechanical 

computational heart model including a Windkessel 

model to represent the hemodynamics. The fully-

coupled computational heart model is based on an 

experimentally derived geometry (left ventricle (LV)) of 

a healthy subject via magnetic resonance imaging. The 

orthotropic tissue structure is based on three previously 

published Laplace-based approaches [1,2,3]. On the one 

hand, the methodological differences between the 

approaches [2,3] lie in the computation of the transmural 

thickness. On the other hand, approach [1], in contrast 

to the approaches [2,3], directly utilises the Laplace 

equation to transmurally interpolate the assigned vector 

components (e.g. fibre and sheet vectors) on the 

endocardium and epicardium. Subsequently, based on 

the different orthotropic tissue structure obtained from 

the different approaches, we systematically investigate 

the differences based on the defined global and local 

cardiac characteristics w.r.t. the cardiac function. 

 

Results 

In Fig. 1, we exemplarily show the result for the local 

characteristic of strain in fibre direction. We see that the 

local strain measure significantly differs for the different 

approaches [1,3] w.r.t. the reference solution [2]. 

 
Figure 1: Averaged deviation of the local strain 

measure in fibre direction during the cardiac cycle for 

[1,2,3]. 

 

In this study, we additionally show that the obtained 

orthotropic tissue structure for the same LV from the 

three different approaches leads to a clearly different 

fibre orientation. The results coincide with the 

observations presented in [3]. The local material 

orientations by [1,2,3] lead to comparable results in the 

electromechanical simulation with moderate differences 

w.r.t. all specified global characteristics, especially for 
the maximum values of the quantities during systole. 

Nevertheless, the local material orientation decisively 

influences the temporal shift of the quantities, e.g. time 

shift of maximum wall thickening among the different 

methods as well as the local characteristics, see Fig. 1. 

 

Discussion 

The orthotropic tissue structures for the different 

approaches have a moderate influence on the global 

characteristics but a significant influence on the local 

measures. 
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Introduction 

The arrangement of cardiomyocytes (CM) in the 

compact left ventricular wall has been described as a 

crossing double-helical pattern with myocytes in the sub 

epicardium having a left-handed and those in the sub 

endocardium a right-handed helix angle, whereas those 

in the mid myocardium are circumferential [1,2]. A 

common approach to assigning the myocardial 

orientation in computational rule-based models of the 

idealized geometries of the heart is to view the ventricles 

as nested ellipsoids. As a result, the fibers congregate at 

the apex of the left ventricle (LV) to produce a 

singularity [3].  Alternatively to the previous model, we 

describe the LV as a nested set of tori with fiber running 

on the closed geodesics with the possibility that a fiber 

running on the external surface can pass through the 

bottom of the left ventricle (the apex) in order to run on 

the internal surface [4,5]. In this study, we exploit a 

unique method for assigning myocardial orientation 

based on the nested tori conjecture. 

 

Methods  

The LV was modeled by a Truncated Ellipsoid (TE) and 

the Nested Tori (NT) model. The local coordinate 

systems aligned with the fiber direction was assigned by 

a Laplace Dirichlet Rule-Based Method (LDRBM) to 

the TE whereas a wall distance formulation was used to 

generate the encapsulated toroidal surfaces and assign 

the fiber local coordinate aligned with the geodesic 

curves (figure 1). The simulation contained two steps, 

diastole and systole, with end-diastolic pressure (10 

mmHg) and end-systolic pressure (120 mmHg), 

respectively, is applied to the endocardial surface. All 

the nodes at the basal plane were fixed in the 

longitudinal direction and the endocardial ring was also 

fixed in the angular direction. SolidWorks was utilized 

to generate the geometries and the finite element 

modeling was performed in COMSOL Multiphysics 5.6. 

 

Results 

The CM stress distribution and the global deformation 

of the ventricle were compared in both models. The 

mean and maximum CM stress in the NT model was 

about 30 and 120 kPa whereas in the TE model a large 

stress concentration at the apex region was measured 

(about 400 kPa) while the average stress was about 40 

kPa (figure 2). 

 

 
Figure 1: The arrangement of the fibers at the apex 

region in the TE (red) and NT (green) models. From the 

image It is visible  the fibers congregation at the apex of 

the TE model versus the continuation of the fibers from 

the endocardium to the epicardium in the NT model 

 

 
Figure 2: The results of the simulation on the TE (on the 

left) and NT (on the right) models of the LV. CM stress 

distribution has been plotted at the end-systolic stage. 

 

Discussion 

In this study, we introduced a new approach for 

modeling the LV fibrous and the influence of the CM’s 

arrangement on the LV regional wall stress distribution 

and global deformation in diastole and systole. 

According to the results, in the NT model of the left 

ventricle CM stresses are distributed more 

homogeneously. Further studies are necessary to assess 

the influence of the geodesics and tori’s characteristics 

on the ventricular mechanics. 
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Introduction 

The approaches currently adopted to characterize the 

large-scale aortic flow structures are mainly based on 

integral quantities. Thus, they do not fully capture the 

complexity of the aortic hemodynamics. To contribute 

to close this gap, this study proposes a novel network-

based approach [1] to characterize the spatiotemporal 

aortic flow coherence in a 4D flow MRI dataset of 

healthy human aortas. The correlation between the 

subject-specific inflow rate 𝑄(𝑡) waveform and the 

axial velocity waveforms obtained from in vivo velocity 

data at each voxel was used to build a “one-to-all” 

network [2]. The anatomical length of persistence of this 

correlation was then quantified using an ad-hoc network 

metric to explore its association with the flow rate 

waveform cycle-average value and dynamics. 

 

Methods 

The study population comprises 41 healthy volunteers. 

The 4D flow MRI acquisition protocol is described in 

[3]. For each subject, the thoracic aorta lumen was 

reconstructed. The inflow rate 𝑄(𝑡) waveform at the 

sinotubular junction (STJ) section and the axial velocity 

component 𝑉ax(𝑡) waveform in each voxel of the aortic 

fluid domain were extracted from the measured phase 

velocity data (Fig.1). To study the effect of the subject-

specific 𝑄(𝑡) waveform’s shape on the large-scale aortic 

flow, a “one-to-all” network was built for each subject. 

The network nodes are represented by the center of mass 

of the STJ section (where 𝑄(𝑡) is measured) and by all 

the voxels of the aortic domain. The link between the 

STJ node and each voxel i was weighted by the Pearson 

correlation coefficient R𝑖
𝑄

 between 𝑄(𝑡) and 𝑉ax(𝑡) at 

that voxel. To quantify the length of persistence of the 

𝑄(𝑡) vs. 𝑉ax(𝑡) correlation, the curvilinear distance 

𝑠𝑖−𝑆𝑇𝐽 between the STJ node and each voxel i was 

calculated along the centerline, weighted by the R𝑖
𝑄

 

value and averaged over all the 𝑁 voxels, obtaining the 

ad-hoc network metric Averaged Weighted Curvilinear 

Distance AWCD [2] (Fig. 1). To account for geometric 

intervariability, AWCD was normalized to the 

curvilinear length 𝑙 of the aorta.  

 

Results 

The  R𝑖
𝑄

 volumetric maps (only values above the median 

value R�̂� = 0.69 of the combined distribution of all 

subjects are visualized), together with AWCD values are 

presented in Fig. 1 (lower panel) for three explanatory 

cases. In subject A, the dynamical similarity between 

axial flow and inflow rate waveforms only persists for 

13% of the aorta full length; in subject B, the anatomical 

persistence length of the correlation extends to the entire 

ascending aorta; in subject C, it extends to 39% of the 

entire aortic length. Notably, AWCD was positively 

associated with the cycle-average flow rate �̅� (R=0.66, 

p<0.001), as well as with 𝑄(𝑡) peak-to-peak amplitude 

𝑄𝑝−𝑝 (R=0.42, p<0.01). Significant differences 

(p<0.05) emerged in AWCD values when the 41 subjects 

were stratified in three groups based on �̅� or 𝑄𝑝−𝑝 

tertiles (𝑄𝑝−𝑝: box plot in Fig.1). 

Figure 1: Overview of methods and results. Lower 

panel: R𝑖
𝑄

 volumetric maps with AWCD (red line); box 

plots of AWCD stratified by 𝑄𝑝−𝑝. * p<0.05. 

 

Discussion 

The applied network approach allows to quantify in vivo 

the physiological anatomical length over which the 

inflow rate waveform markedly shapes the large-scale 

flow in aorta. Such correlation persistence length is 

positively correlated with the flow rate waveform cycle-

average value and dynamics. In the future, the AWCD 

could be applied to not invasively measure the impact of 

aortic pathologies or surgical interventions on the 

spatiotemporal aortic flow coherence. 
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Introduction 

Endovascular thrombectomy is now the standard of care 

for patients with acute ischemic stroke (AIS), but is still 

not effective in 41% of the patients [1]. It has been 

postulated that the thrombus composition and platelet-

driven thrombus contraction affect the mechanical 

properties of thrombi, which in turn influence the 

interaction with the thrombectomy device [2]. A pre-

interventional estimation of the mechanical properties is 

hypothesized to aid in selecting the most suitable 

treatment on a case-by-case basis to improve success 

rates. Computed Tomography (CT) imaging is the most 

commonly used imaging modality for diagnosis of AIS 

and could therefore potentially be useful in predicting 

the mechanical properties, composition, and contraction 

of cerebral thrombi. 

 

Methods 

Thrombus analogs were made from drawn blood of four 

healthy donors with five different volumetric red blood 

cell (RBC) ratios: 0%, 20%, 40%, 60% and 80%. To 

assess the degree of thrombus contraction, the weight of 

each thrombus was measured and expressed as a 

percentage of the weight of the original clotting mixture. 

The composition of the thrombi was analysed using 

histology with Hemotoxylin and Eosin stain. To 

determine the mechanical properties, unconfined 

compression tests were performed.  As a measure for the 

stiffness, the high strain (approximately final 2%) secant 

moduli were measured from the non-linear stress-strain 

curves. The analogs were subjected to clinical CT 

imaging to measure the thrombus density on non-

contrast CT (NCCT) scans. Perviousness, which reflects 

the permeability of a thrombus, was quantified by 

measuring the thrombus CT density increase 20 minutes 

after the administration of a contrast agent. 

 

Results 

A strong relationship was found between the degree of 

contraction and the initial volumetric RBC ratio of the 

clotting mixture (Fig. 1A).  Histological analysis 

showed that the initial volumetric RBC ratios of 0%, 

20%, 40%, 60% and 80% produced thrombi with non-

equivalent compositions of 0%, 91%, 94%, 95%, and 

98% RBCs, respectively (Fig. 1B). This indicates that 

only 0% RBC and RBC-rich thrombi (>90% RBC) were 

produced. The mechanical tests showed that the high 

strain stiffness decreased with increasing initial 

volumetric RBC ratio of the clotting mixture (Fig. 1C), 

and was associated with the degree of contraction. The 

NCCT density and the density increase of the 0% RBC 

thrombi were found to be significantly lower and higher, 

respectively, compared to the RBC-rich thrombi (Fig. 

1D). 

 

 
Figure 1: Volumetric RBC ratio of the clotting mixture 

vs. (A) degree of contraction (B) thrombus RBC content, 

(C) high strain stiffness, and (D) mean thrombus density 

on NCCT baseline scans (bars) and 20 minutes after 

contrast administration (dots). 

 

Discussion 

We showed that thrombus mechanics is related to the 

degree of contraction, as they both decrease with 

increasing volumetric RBC ratio of the clotting mixture 

(Fig. 1A and C). However, mechanics was not (strongly) 

related to the imaging characteristics that were explored 

in this study. Instead, the imaging characteristics were 

associated with the thrombus RBC content, as similar 

patterns were observed for the thrombus RBC content 

and the CT density (Fig. 1B and D). Future experiments 

will focus on creating clots with intermediate RBC 

content and different levels of contraction. 
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Introduction 

Atrial fibrillation (AF) is the most common cardiac 

arrythmia. During AF, the atrium beats weakly and 

irregularly, causing an increased risk of thrombus 

formation. These thrombi can travel to the brain causing 

stroke. Although the left atrial appendage (LAA) is the 

most frequent site of intra-cardiac thrombosis, the 

mechanical nexus between the LA/LAA anatomy, flow 

patterns, and thrombosis risk are elusive.  This is in part 

due to the complexity and variability of the LA 

geometry, which makes it difficult to compare results 

between different patients and cardiac conditions.  

 

We propose a new framework to compare hemodynamic 

variables in the LAA across different patients. Our 

approach uses Principal Component Analysis (PCA) to 

reduce the flow dimensionality, identify distinct flow 

patterns associated with different phenotypes, and 

classify patients based on their flow patterns [1]. To 

facilitate this process, we map the LAA surface onto a 

unified coordinate system (universal left atrial 

appendage coordinates, or ULAAC), which is an 

extension of the Universal Atrial Coordinate (UAC) 

system developed by Roney et al. [2]. To illustrate this 

approach, we apply it to patient-specific computational 

fluids dynamics (CFD) flow data from two groups of 

patients with and without LAA thrombosis, obtaining 

the hemodynamic signature of clot formation.  
 

Methods 

The LAA walls of six patients (three of them with LAA 

thrombosis) [3] were mapped into the unit square using 

the ULAAC system. The flow data come from CFD 

simulations in time-resolved patient-specific anatomies 

obtained by 4D-CT [2]. The ULAAC transformation 

uses two coordinates that are determined by solving the 

Laplace equation. Boundary conditions were assigned 

using the ostium and the LAA tip as landmarks for the 

first coordinate, and the superior and inferior LAA paths 

for the second coordinate.  

 

Hemodynamic variables such as wall residence time 

expressed in the ULAAC (Figure 1) were fed to a 

machine learning algorithm based on PCA [1] to 

identify specific patterns associated with clot formation 

within the LAA. 

 
Figure 1: Residence time mapped to the unit square 

employing the ULAAC coordinates after solving 

Laplace equations for the LAA surface.  
 

Conclusion 

We present a new universal LAA coordinate system 

(ULAAC) to compare and classify phenotypic 

hemodynamic signatures across patient cohorts. The 

ULAAC system provided us with a framework to 

identify patterns related with normal and impaired atrial 

function, illustrating some features associated with 

thrombi formation.  
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Introduction 

In the study of aortic aneurysm and dissection, the 

inclusion of the heart motion effect in the thoracic aorta 

(TA) simulation is of crucial importance. So far, few 

studies consider the soft tissue (ST) surrounding the 

aorta and the anatomical and functional relationship 

between the aorta and the spine. This work shows a 

procedure (Figure 1) to calibrate the TA mechanical 

boundary conditions (BCs), including the effect due to 

the heartbeat, using Model Order Reduction techniques. 

 

Methods 

A 4D-Flow MRI dataset (25 phases per cardiac cycle) 

with spatial resolution of 2 x 2 x 2 mm3 of a 71-year-old 

man is selected. 5 cardiac phases φ are segmented, and 

the end-diastolic frame is used to obtain a starting shell 

mesh of the vessel wall. To reproduce the interaction of 

the TA with the vertebrae and the surrounding ST, each 

node i is connected to a damper (damping coefficient c 

= 1 Ns/m) and three springs, each for a J-direction of the 

3D space. The stiffness K of each spring is calculated as: 

 

 

with KST in the range [0.8; 1.2] N/m, the weights WJ in 

the range [0.5; 1.5], KSPINE =100 N/m [1] and: 

 

                                                         (2) 

 

where 𝛼 = 0.95, d is the vector containing the Euclidean 

distance of each TA node from the spine and dMAX the 

maximum distance. An optimal space filling method is 

used to combine the 4 parameters to be optimized and 

get 81 Design Points. To reproduce the fluid-dynamic 

BCs, a patient-specific 0-D closed loop [2] is used. 

Imposing these, 3 cardiac cycles are run in ANSYS 

Fluent to evaluate the aortic wall pressure (WP). On the 

mechanical side, the wall thickness is set to 2 mm and a 

3-parameters Mooney–Rivlin model is adopted. 

Through an iterative method [3] and using the diastolic 

WP as load, the stress-free model is obtained. By means 

of cine-MRI acquired in apnea in axial and oblique 

sagittal orientations, the aortic annulus motion is tracked 

and its displacement detected. A Multi-Point 

Constraints BC is used to apply the rigid motion to the 

nodes connected to the inlet. The whole WP field is then 

applied to the inner wall and the full set of transient 

structural simulations is run using LS-DYNA (ANSYS). 

For each phase, a deformed aorta is stored and used to 

build the Reduced Order Model (ROM). By changing 

the input parameters (WJ and KST), the ROM is able to 

return a new deformed configuration. The patient-

specific coefficients are obtained through a Least Square 

Method minimizing the following function: 

 

 

 

 

where n is the number of nodes and 𝑑𝑡𝑖
 is the smallest 

Euclidean distance between each node i and the vertices 

of the segmented models. 

 
Figure 1: Overview of the calibration procedure. 

 

Results and Discussion 

After the optimization, the TA deformation and 

displacement due to blood pressure and heart motion are 

obtained. The ROM and Reduction maximum absolute 

errors respectively are 0.2 mm and 0.4 mm. The 

maximum Hausdorff distance between the simulated 

model and TA segmentations is 1.8 mm; it is detected in 

the region of the Valsalva sinuses. As next steps, this 

procedure will be extended to more patients and a full 

fluid-structure interaction simulation will be performed. 
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Introduction 

Abdominal Aortic Aneurysm (AAA) is a vascular 

disease characterized by a localized enlargement of the 

abdominal aortic lumen. It has been highlighted that 

local blood flow disturbances may contribute to disease 

progression [1]. Therefore, the characterization of the 

local hemodynamics within AAAs is essential to better 

understand the risk associated with aneurysm 

progression. In this context, a variety of hemodynamic 

descriptors have been proposed to visualize and quantify 

flow disturbances. However, these measures often fail 

in describing the structure that hides behind the flow 

field. Here, we propose a quantitative analysis of the 

complex vortical structures produced/transported in the 

AAA based on the terms of the vorticity transport 

equation, applied to patient-specific computational 

hemodynamics models of AAA, offering a different 

perspective to decipher the AAA flow complexity.  

 

Methods 

A dataset of 20 CT-based models of AAA was here 

considered. Image segmentation and 3D model 

reconstruction was carried out using the software 

PRAEVAorta (https://www.nurea-soft.com) [2]. 

Transient CFD simulations were performed using the 

finite element-based open-source code SimVascular [3] 

to solve the governing equations of fluid motion. The 

AAA resolved flow fields were used to calculate the 

terms of the vorticity transport equation: 

 

𝜕𝝎/𝜕𝑡 + (𝒖 ∙ ∇) 𝝎= (𝝎 ∙ ∇) 𝒖+ν∆𝝎 (1) 

 

where 𝒖 is the velocity, 𝝎 is the vorticity and ν is the 

kinematic viscosity. The first two terms on the left side 

of eq. (1) are the vorticity acceleration and advection 

term, quantifying the rate of change of vorticity due to 

unsteadiness and convection, respectively, while the two 

terms on the right side are the stretching term, describing 

the vortex lengthening due to velocity gradients 

(vorticity production), and the term quantifying vorticity 

diffusion due to viscosity. 

 

Results 

Instantaneous volumetric maps of the single terms of the 

vorticity transport equation are presented in Figure 1 for 

two representative AAA models (AAAI, presenting a 

marked expansion, and AAAII, where intraluminal 

thrombus formation has led to a quasi-physiological 

blood canalization). The time-histories of the volume-

average value of the vorticity transport equation terms 

are also presented. The analysis clearly shows 

differences in vorticity production, stretching and 

dissipation between the models (
∂ω/∂t̅̅ ̅̅ ̅̅ ̅̅ ̅𝐴𝐴𝐴𝐼

∂ω/∂t̅̅ ̅̅ ̅̅ ̅̅ ̅𝐴𝐴𝐴𝐼𝐼
= 1.2, 

 
(u ∙ ∇) ω̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ 𝐴𝐴𝐴𝐼

(u ∙ ∇) ω̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ 𝐴𝐴𝐴𝐼𝐼
= 1.9,

(ω ∙ ∇) u̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ 𝐴𝐴𝐴𝐼

(ω ∙ ∇) u̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ 𝐴𝐴𝐴𝐼𝐼
= 1.7,

ν∆ω̅̅ ̅̅ ̅̅ 𝐴𝐴𝐴𝐼

ν∆ω̅̅ ̅̅ ̅̅ 𝐴𝐴𝐴𝐼𝐼
= 1.02). 

In detail, AAAI presents a flow pattern at the sac inflow 

that rolls up into a large vortex ring when it enters the 

expansion region. This vortex ring undergoes a marked 

stretching and splitting and dissipates in the proximal 

part of AAA sac leading to a strong stirring/mixing 

during diastole. Contrarily, in AAAII vorticity is mostly 

produced in the near-wall region due to viscosity and 

velocity gradients and diffused out into the flow.   

Figure 1: Instantaneous (yellow dot in the flow rate 

waveform) volumetric maps and time-histories of 

volume-average values of the vorticity equation terms 

(red line) in two representative AAA models. 
 

Discussion 

Here the vorticity transport equation is applied to 

decipher the complex hemodynamics in AAA models, 

interpreting the contribution of each single term of eq. 

(1) in light of its physical meaning. The presented 

approach might contribute to a deeper understanding of 

the hemodynamics-driven processes underlying AAA 

progression, providing a quantitative tool to link 

identifiable and quantifiable vorticity features involved 

in e.g., biochemical transport and fluid-wall interaction 

to aggravating biological events.   
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Introduction 
Segmental arteries, including the intercostal, 

subcostal and lumbar arteries, branch from the posterior 
descending aorta. Although small, 4D Flow MRI data 
indicates that they accept 5-10% of the descending 
aortic flow (1). These branches are almost always 
neglected in aortic flow simulations. Previous studies 
have used idealized geometries to assess flow dynamics 
near the segmental bifurcations (2) and in rabbit aortae 
(3). Some Fluid-Structure Interaction studies use 
intercostals structurally to tether the aorta in place, but 
the haemodynamic impact of these branches has not 
been studied in a patient-specific human aorta. 

Haemodynamic metrics have been linked to the 
development and progression of aortic diseases. For 
example, false lumen (FL) pressure has been linked with 
FL growth in Aortic Dissection (AD). Without patient-
specific human studies of the impact of the segmental 
arteries, it is not yet understood whether the inclusion of 
these branches and their associated flow loss will affect 
these metrics. This understanding will be critical if 
simulations are to be used in a clinical context.  

This work demonstrates the very first in silico 
assessment of a patient-specific human aorta with all 
pairs of segmental arteries, along with patient-specific 
inlet and outlet boundary conditions informed by 4D 
Flow MRI (4DMR). It is also the first study of this kind 
in an AD patient. 
 
Methods 

After manually segmenting CT images from a 
56yo male patient with chronic Type-B AD, we 
extracted the centrelines and bifurcation points of all 
segmental arteries and used these to reconstruct all 
branches with a 1.5 mm diameter (4). We registered this 
domain to the 4D Flow MRI domain and produced an 
identical segmentation without segmental arteries. 

We extracted a three-dimensional, three-
component inlet velocity profile from 4DMR and 
dynamically mapped this to the static CFD inlet. Using 
4DMR data, we calibrated three-element Windkessel 
outlet boundary conditions independently for both 
segmentations at each major aortic branch using a 
previously developed method (1). Constant diastolic 
pressure outlet conditions were used at the distal end of 
each segmental artery. Transient, rigid-wall simulations 
were performed in ANSYS CFX and results were 
validated by comparing CFD velocity data with 4DMR. 

Results 
The use of constant diastolic pressure outlets at 

the segmental arteries resulted in a 7% total flow loss 
along the descending aorta, in line with previously 
measured values (1). As a result of this flow loss, 
inclusion of the segmental branches reduced false lumen 
(FL) pressure by 1.5 mmHg, as observed in Fig. 1A. 

The inclusion of segmental arteries led to 
elevations of instantaneous WSS in regions surrounding 
each bifurcation. Due to the loss of flow, WSS was also 
reduced in the abdominal aortic branches when the 
segmental arteries were included, as indicated in Fig. 
1B. 

 
Figure 1: Instantaneous contours of pressure (A) and 
wall shear stress (B) during systole in simulations with 
and without intercostal branches, as indicated. 
 
Discussion 

This work represents the first patient-specific 
simulation of a human aorta with all segmental arteries 
and is the first study of its kind in an AD patient. Our 
results demonstrate notable differences in pressure and 
wall shear stress distributions when the segmental 
branches are included, which may impact the clinical 
conclusions made from simulations. As such, these 
effects should be considered in future haemodynamic 
studies of the aorta, particularly in AD patients where 
metrics such as FL pressure are of utmost clinical 
importance. 
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Introduction 

Nowadays, cardiovascular diseases have become the 

first cause of death around the world and, in particular, 

atherosclerosis affects 50% of cardiopathic patients [1]. 

Therefore, having a quick and reliable diagnostic is 

crucial in order to mitigate the effects of this pathology. 

Different approaches to detect the vulnerability of a 

plaque have been explored, such as virtual histology [2] 

and iMOD elastography [3], but all of them are 

characterized by a too high waiting time, incompatible 

with nowadays hospital day care examinations. For this 

reason, an accurate and quick estimation of the 

mechanical properties of patient-specific atheroma 

plaques, starting from image-based techniques, may 

help treating and preventing the disease. 

 

Materials and Methods 

For the purpose of this study, an Artificial Neural 

Network (ANN) has been developed to perform 

accurate estimations of Young’s moduli of the necrotic 

core (𝐸𝑐𝑜𝑟𝑒) and the plaque (𝐸𝑝𝑙𝑎𝑞𝑢𝑒). First, a large 

database has been built, starting from nine idealized 2D 

geometries of coronary artery with atheroma plaque, 

characterized by different stenosis ratio (SR), ranging 

from 40% to 80%. All models were developed in 

ABAQUS (version 6.14, Dassault Systems Simulia 

Corp., Providence, RI, USA).  

As inputs of the ANN the candidate variables were: 

maximum principal strain (𝜀1), minimum principal 

strain (𝜀2), core thickness strain (𝜀𝑐𝑜𝑟𝑒), fibrous cap 

thickness strain (𝜀𝑐𝑎𝑝), variation of lumen diameter 

(𝜀𝑡ℎ𝑒𝑡𝑎) and SR. A Neo-Hookean incompressible model 

has been assumed for the material characterization.  

Given that the ANNs’ predictive capacity is mainly 

based on statistics, a sensitive analysis of candidate 

variables was performed. The resulting database was 

pre-processed and given as the input of the ANN. Then, 

the structure of the ANN was explored using the try-and-

error methodology. Once the hyperparameters of the 

ANN were determined, the ANN was validated with 

data from real IVUS [4].  

 

Results 

The analysis showed that the relationship between the 

candidate variables and the response was nonlinear, 

following a quadratic pattern. Moreover, by analyzing 

the most influential variables in the prediction of 

Young's moduli of the necrotic core and plaque, it has 

been determined that the model made of SR (%), 

𝜀𝑐𝑜𝑟𝑒−𝑐𝑢𝑎𝑑, and 𝜀𝑐𝑎𝑝−𝑐𝑢𝑎𝑑  was able to predict the goal 

variables with an accuracy of 92.8% and 97.67%, 

respectively. After a comprehensive examination of 

multiple configurations of hyperparameters, a 

competitive configuration was obtained. The main 

characteristics of the ANN were the number of layers 

(eight), the activation function (softplus) and the batch 

size (eight elements). The error in the prediction of 

Young’s moduli performed with this ANN can be seen 

in figure 1. 

 

 
 

Figure 1: Error (%) obtained in prediction of necrotic 

core and plaque Young’s moduli 

 

Discussion 

The nonlinearity observed during the statistical analysis 

concluded that it was advisable to use second-order 

input variables. Moreover, multiple regression analyses 

showed that the most influential variables in the output 

variables were 𝑆𝑅 (%), 𝜀𝑐𝑜𝑟𝑒−𝑐𝑢𝑎𝑑 and 𝜀𝑐𝑎𝑝−𝑐𝑢𝑎𝑑 . Due 

to the high variability of Young’s moduli found in 

literature, obtaining accurate predictions became a 

challenging task. Therefore, the database created in this 

study is a good proposal to face such variability and 

observing the results, it can be considered enough to be 

treated as input of an ANN.  
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Introduction 

Computational arterial biomechanics models most often 

rely on an extended parameter set to describe the 

constitutive behavior of the arterial wall using, e.g. the 

commonly used Gasser-Ogden-Holzapfel (GOH) 

formulation [1]. Parameters are typically derived from 

ex-vivo tissue experiments and fitting the model to 

mechanical tests on tissue samples, which yields ranges 

for individual parameters. When setting up models for 

patient-specific simulations from clinical data, however, 

it is not trivial to choose parameter sets that adequately 

lead to the desired mechanical behavior of the arterial 

wall. Therefore, this study investigates whether Pulse 

Wave Velocity (PWV), a widely available and easily 

measurable parameter that reflects functional stiffness at 

diastolic pressure, can be used as a guide to narrow 

down the material parameter space in computational 

arterial biomechanics.  

 

Methods 

Based on a literature study, physiological parameter 

ranges were selected and discretized in 5 levels for each 

GOH parameter (c10 = 0.005-0.025 MPa , k1 = 0.0002-

1.0 MPa, k2 = 4.0-35.0, α = 0-90°, κ = 0-1/3). The levels 

were equally spaced within the range, except for k1 and 

k2 where a logarithmic step size was applied in order to 

represent all orders of magnitude for these parameters. 

For all parameter combinations, PWV was calculated 

using the Bramwell-Hill equation for a (pre-stretched) 

reference tube that represents the aortic wall, including 

a medial and adventitial layer, at a physiological 

diastolic pressure of 80 mmHg. For the 78125 parameter 

combinations, it was analyzed which combinations lead 

to predefined target PWV values, over the physiological 

range of 4 to 12 m/s (with steps of 1 m/s and a tolerance 

of 5%). The relation between PWV and the pair-wise 

combinations of GOH parameters was considered as 

well. 

 

Results 

From all 78125 parameter combinations, 10724 resulted 

in a PWV between 4 and 12 m/s (± 5%). The number of 

combinations that lead to a PWV within a tolerance of 

5% from the target PWV ranged from 1.15 to 13.9% of 

the total number of combinations in the PWV range, as 

shown in figure 1. Most of the pair-wise combination 

plots indicated a narrowed parameter space for higher 

PWV values, as e.g. illustrated in figure 2 for the 

parameter combination k1 - κM and for PWV values of 5 

to 11 m/s.  

 
Figure 1: Number of combinations with a PWV that 

deviates < 5% from the target, relative to the number 

of combinations with a PWV of 4-12 m/s (± 5%).  

 
Figure 2: Combination plot of material parameters κM 

and k1 for PWV from 5 to 11 m/s, with a marker size 

proportional to the frequency of appearance. 

 

Discussion 

Many parameter combinations corresponded to the 

target PWV, with the number of combinations 

decreasing for an increasing target PWV and with a 

remarkable drop at 8-9 m/s. This might indicate that 

PWV is able to strongly reduce the number of parameter 

combinations for larger PWV, although the logarithmic 

step size used for material parameters k1 and k2 could 

play an important role too. These preliminary results 

suggest that PWV can provide guidance in the parameter 

selection process when developing a computational 

arterial model, in particular for stiffer arteries. However, 

the relation between the limited number of material 

combinations with a PWV close to the target PWV and 

the narrowed parameter space needs to be further 

elucidated. 
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Introduction 

Adverse ventricular remodelling following acute 

myocardial infarction (MI) may induce ventricular 

dilation, fibrosis and loss of global contractile function, 

possibly resulting in heart failure (HF). Large collagen 

fibres deposited in infarcted myocardial tissue during 

the healing process are a primary determinant of its 

mechanical properties and play an important role in the 

depression of pump function. [1] Understanding the 

relation between the time-dependent changes of these 

properties and the contractile function of the heart may 

further our understanding in the development of HF 

post-MI and subsequently the development of novel 

therapies. 

In this abstract, we employ computational models of MI 

in order to analyse the relation between infarct stiffening 

and cardiac function on both a global and local scale. 

 

Methods 

We extend a previously presented finite-element model 

of acute MI from [2] by locally increasing material 

stiffness. An ellipsoidal thick-walled geometry was 

assumed in favour of patient-specific geometry to 

exclude any geometric effects. Subsequently, a region of 

infarcted tissue was defined based on experimental data 

of  four mongrel dogs after occlusion of the left-anterior 

descending coronary artery. A border zone was included 

by means of a linear transition from healthy to infarct 

tissue over a distance of 0,5cm. The overall size of this 

region composed 11.2% of the entire LV volume.  

Acute infarction was simulated by locally restricting 

active stress generation within the infarct. Subsequently, 

passive material properties were multiplied with a factor 

of 5 and 100 to simulate the effects of infarct stiffening. 

Both global hemodynamics as well as local stress and 

strain patterns during the cardiac cycle were analysed in 

four different locations (Fig 1a) throughout the left 

ventricle to assess cardiac function. 

 

Results 

On a global level, simulations showed the relative loss 

in pump function exceeded loss in the amount of healthy 

tissue about two-fold (Fig 1b). In acute MI, the end-

diastolic volume remained largely unaffected whilst 

end-systolic volume increased by 25% compared to the 

healthy heart. Both volumes were found to decrease 

proportionally to the degree of infarct stiffening. 

Locally, different behaviour was observed in healthy 

fibres within the border zone in series or parallel 

arrangement with the infarct region. In acute MI, fibres 

located in parallel (Fig 1c, AL) were able to produce 

more stress during contraction but did not shorten as 

much compared to the healthy case. Fibres in series (Fig 

1c, AM) showed an opposite effect, presenting reduced 

stress generation and higher fibre shortening overall. 

With increasing stiffness, stretching of infarct tissue 

during systole is reduced. This was reflected in a 

reduction of end-diastolic sarcomere length and stress 

generation in parallel fibres. Serial fibres show less 

sarcomere shortening during isovolumetric contraction 

phase and more stress generation overall.  

 

 
Figure 1a: Ellipsoidal geometry including posterior (P), 

anterior-medial (AM), anterior (A) and anterior-lateral 

(AL) sites for analysis of local fiber mechanics. 

b: Pressure-volume loops for healthy and infarcted 

heart. c: Cauchy stress vs. fiber stretch over the course 

of a cardiac cycle in infarcted and normal ventricle. 

 

Discussion 

The amount of pump function lost due to MI exceeded 

the loss in healthy tissue by about two-fold, irrespective 

of the degree of infarct stiffening. In the case of acute 

MI this additional loss in work may be attributed to 

fibres adjacent to the infarct region whose mechanical 

environment changes and limits their efficiency. In 

chronic MI, the increased infarct stiffness allows serial 

fibres to deliver more work due to an improved 

afterload. In parallel fibres however, this change is 

reflected in a reduced end-diastolic sarcomere length 

and subsequently decrease in performed work, resulting 

in an overall limited change in pump function. 
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Introduction
Intracranial Aneurysms (IAs) are thought to be caused
by abnormalities in the Wall-Shear-Stress (WSS) and
other related flow indicators in the brain arterial system
[1].  To  aid the decision-making of neurosurgeons on
whether  to  operate  a  patient  or  not,  Computational
Fluid  Dynamics  (CFD)  simulations  could  be  run on
patient-specific  vessel  geometries  to bring  empirical
evidence on the flow conditions. Some of the modeling
assumptions of CFD simulations of IAs are  however
unclear  [2]  and  require  a  more  precise  physiological
and numerical assessment. Therefore, the present work
will  provide  an  extensive  analysis  on  different  fluid
modeling  assumptions,  such  as  blood  rheology,  the
inflow  and   outflow  boundary  conditions,  among
others.

Methods
The  used  vasculature  geometries  stem  from
angiography images of patients with saccular IAs. The
flow  profiles  have  been  computed  using  stabilized
finite elements with anisotropic adaptive remeshing for
and  increased  computational  efficiency  and  proper
resolution  of  boundary  layers.  The  simulations  have
been  run  on  two  different  scales,  to  evaluate  the
influence of boundary conditions. First, a simulation of
the  brain’s  arterial  network  using  patient-specific
waveforms has been run in order to retrieve the flow
distributions.  Afterwards,  a  local  simulation  of  the
surroundings  of  the  aneurysm  has  been  executed  to
extract detailed flow profiles at the region of interest.
Using  both  scales,  a  detailed  comparison  has  been
made  to  determine  the  modeling  effects  and  the
influence of numerical tools.

Results
The first results show that the use of a variational multi
scale stabilization method [3] that considers both fine
and coarse scales of the velocity field is well suited to
handle complex blood flow simulations. Moreover, the
compatibility  of  several  blood  rheology  models  is
straightforward  using  this  type  of  finite  element
resolution. The two steps proposed strategy highlights
the impact of multiple modeling assumptions such as
the  boundary  conditions,  while  using  the  complete
network  compared  to  only  a  selected  part  of  it  that

contains  the  dome.  Several  3D  patient  specific  test
cases are simulated, and their results show on the one
hand the flexibility of the approach handling large- and
small-scale  simulations  and  on  the  other  hand  the
impact of considering only an isolated reduced model.

Discussion
The results have been analyzed with a special interest
in  the  pressure,  WSS  and  OSI  (Oscillatory  Shear
Index) distributions both at the aneurysm's dome and
neck.  To capture  all  the  deterioration  indicators,  the
previously mentioned quantities have been monitored
during peak systole and diastole. The obtained results
provide  information  about  varying  viscosity  models
and  the  impact  of  fixed  boundary  conditions.  Other
factors, such as the influence of elastic vessels or the
influence  of  turbulence  have  been  neglected.  A  full
study should be conducted including these factors  to
draw  more  generalizable  conclusions.  The  patient-
specific waveforms are a subject of debate since their
measurement  is  conducted  under  circumstances  that
can alter the vital constants from their normal state.

References
1. H.  Meng  et  al.  “High  WSS  or  Low  WSS?  Complex

interactions of hemodynamics with intracranial aneurysm
initiation,  growth,  and  rupture:  Toward  a  unifying
hypothesis”.  American  Journal  of  Neuroradiology  35,
1254–1262, 2014.

2. P. Berg et al. “A review on the reliability of hemodynamic
modeling in intracranial  aneurysms:  Why computational
fluid  dynamics  alone  cannot  solve  the  equation”.
Neurosurgical Focus 47.1, 2019.

3. P. Meliga and E. Hachem. “Time-accurate calculation and
bifurcation  analysis  of  the  incompressible  flow  over  a
square  cavity  using  variational  multiscale  modeling”.
Journal  of  Computational  Physics  376,  pp.  952–972,
2019.

27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

SEGMENTATION AND MECHANICAL CHARACTERIZATION OF 
ATHEROSCLEROTIC PLAQUES. 

Álvaro T. Latorre (1), Miguel A. Martínez (1,2), Myriam Cilla (1,2,3), Jacques Ohayon (4,5), Estefanía 
Peña (1, 2) 

 
1. Instituto de Investigación en Ingeniería de Aragón (I3A), Universidad de Zaragoza, Spain; 2. CIBER-BBN, 

Centro de Investigación en Red en Bioingeniería, Spain; 3. Centro de la Defensa (CUD), Spain; 4. 
Laboratory TIMC-IMAG, CNRS UMR 5525, France; 5. Savoie Mont-Blanc University, France 

 

Introduction 

Detection and characterization of the atheroma plaque 

are vital steps for an early diagnosis of vulnerable 

patients. In coronary arteries, the most common 

technology to see the cross section is the Intravascular 

Ultrasound (IVUS), which also allows to get the 

estimated strain map of the arterial walls. In this work, 

we have developed a new methodology to segment the 

geometry of the plaque and to obtain the mechanical 

properties of the tissues. 

 

Methods 

This process consisted of four different steps: 1st 

Simulating IVUS data. Three human coronary plaques 

[1], were used as geometry for the finite element (FE) 

models. The models had fibrotic tissue, lipid core and a 

calcification (in third plaque); tissues were modelled as 

Neo Hookean [1] as shown in Table 1. The calcification 

was considered as isotropic liner elastic (E=5000 kPa). 

The results corresponding to an increment between 110-

115mmHg were analyzed, simulating the acquisition of 

two consecutive pictures taken by an IVUS [3].  

 

Tissue C10 [kPa] D1 

Fibrotic Tissue 103.62 0.0001 

Lipid Core 1.85 0.0109 

Table 1: Parameters for Neo Hook materials. 

 

2nd Segmentation Process. In this step, the modulus of 

the strain gradient variables (SGVs) like |∇𝜀𝑟𝑟| or 

|∇𝜀𝑣𝑀𝑖𝑠𝑒𝑠| were computed. The representation of one or 

two SGVs enabled to mark the contour of the different 

tissues. Then, a Gradient Vector Flow and Watershed 

techniques were applied getting the lipid core and the 

fibrotic tissue segmented. 3rd Segmented FE Model. 

New FE models were built with the segmented parts. 

The pressure imposed was 5mmHg and materials were 

modelled as linear elastic. 4th Mechanical Properties 

Optimization. The linear elastic properties of the tissues 

were achieved with an optimization process. The 

Poisson Coefficients were fixed as quasi-incompressible 

(ν=0.49), except for the calcification (ν=1/3). 

 

Results 

The segmentation process was performed with 105 

possible SGVs combinations. The performance was 

affected by the geometry, however, there were some 

SGVs with accurate results regardless the geometry like: 

|∇𝜀𝐼𝐼𝐼|, |∇𝜀𝑟𝑟| or |∇𝜀𝑦𝑦| + |∇𝜀𝑣𝑀𝑖𝑠𝑒𝑠|. This procedure 

provided important morphological information such as 

the lipid core area and the fibrous cap thickness (𝑒𝑐𝑎𝑝).  

Plaque 𝒆𝒄𝒂𝒑 [µm] Lipid Area [mm²] 

Actual Results Actual Results 

# 1 247 221 0.81 0.89 

# 2 214 200 3.25 3.09 

# 3 170 144 1.29 1.30 

Table 2: Geometrical features of the simulated IVUS 

data and the segmented results. 

 

The mechanical optimization obtained the young 

modulus of each tissue with low errors, 3-13% for the 

fibrotic tissue and 4-15% for the lipid core. In the 

calcification, the errors were higher (24%). The 

simulated IVUS strain map and the results of each 

geometry are represented in the Figure 1.  

 
Figure 1: Simulated IVUS 𝜀𝑟𝑟 and segmented-optimized 

results of the first, second and third plaque. 

 

Discussion 

A new segmentation technology was presented with 

good results regardless geometrical features. This 

process obtained important measures as the lipid area 

and the fibrous cap thickness. Besides, after an 

optimization procedure the mechanical properties could 

be estimated accurately. In the case of the calcification, 

due to the low strains that produced, was estimated as 

highly rigid with more error. 
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Introduction 
The Lattice Boltzmann Method (LBM) has been 
increasingly used as a CFD solver in various 
applications. In this study, we integrated two 
commercial software to introduce a new fluid-structure 
interaction (FSI) co-modeling approach using LBM and 
Finite-Element (FE) methods. The suitability of the 
proposed approach was examined for compliant aortic 
valve (AV) biomechanical simulations. Towards that 
goal, LBM-FE hemodynamic FSI models were 
generated for healthy tricuspid aortic valves (TAV) and 
bicuspid aortic valve (BAV). A multiscale structural 
approach has been employed for the leaflets that 
differentiate between the collagen network of fibers 
embedded within the leaflets. Different parameters have 
been examined, and both structural stresses on the valve 
and resulting hemodynamics are analyzed. 
 
Methods 
The parametric geometry of the AV describes a 3D 
geometry of TAV [1], [2] ,[3] and elaborated to present 
BAV [4], considering the heterogeneous structure 
composed of collagen fibers embedded in the leaflets. In 
this study, the XFlow (Dassault Systemes, Simulia 
Corp., Madrid SLU, Spain) commercial code was 
utilized for the fluid part using LBM approach in a 3D 
cartesian velocity set using D3Q27 uniform lattice. 
Representative FSI test cases utilizing LBM-FE 
approach of healthy AV and pathological compliant 
BAV using normotensive physiological pressure 
realistic conditions. The flow simulation was discretized 
with ~1M unity D3Q27 lattices and a coarsest spatial 
length of 1 mm. FSI partitioned approach was used to 
conduct all the simulations in this study using XFlow 
solver Abaqus (Dassault Systemes, Simulia Corp., 
Providence, RI) solver for the structural analysis.  
 
Results 
Figure 1 presents the flow velocity field evolution using 
FSI LBM-FE at representative instants for TAV and 
BAV models through the cardiac cycle. Moreover, the 
mechanical maximum principal stresses and WSS are 
shown at systole peak and mid diastole instants. 
 
Discussion 
The TAV orifice area at systole peak was calculated 
3.38 cm2 and the max velocity was 1.0 m/s. It 
corresponds adequately with the published range of 
values (0.9-2.3 m/s and 3.38-4.13 cm2, respectively) in 
the literature from in-vivo, in-vitro and in-silico studies 
and clinical guides. The predicted maximal principal 
stresses along the surface of the leaflets are calculated 

~150 kPa. The wall shear stress has a high value is 
shown around the leaflets' coaptation region and 
gradually decreases towards the belly. By a similar 
argument for all the above, the BAV model, as a test 
case of a pathological valve with irregular geometry was 
evaluated. We have shown that LBM-FE FSI model can 
decently predict the flow and structural properties of 
TAV, and adequately handles irregular geometries such 
as BAV. 

 
Figure 1: FSI models using coupled LBM-FE: (A) Flow 
velocity of TAV (B) Flow wall shear stress (upper row) 
and mechanical stress (lower row) distributions on TAV 
cusps (C) Flow velocity of BAV (D) Flow wall shear 
stress (upper row) and mechanical stress (lower row) 
distributions on BAV cusps. 
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Introduction 

The mechanical vulnerability of the atherosclerotic cap 

is a crucial risk factor in asymptomatic fibroatheromas. 

Our research group demonstrated using numerical 

modeling that microcalcifications (µCalcs) located in 

the fibrous cap can multiply the tissue background stress 

by a factor 2-7[1-3]. We showed how this effect depends 

on the size and the ratio of the gap between particles 

pairs (h) and their diameter (D) along the tensile axis. In 

this context, we studied the impact of micro-beads of 

varying diameters and concentration on the rupture of 

human fibroatheroma laboratory models.  
 

Methods 

We created silicone-based (DowsilEE-3200, Dow 

Corning) dumbbell-shaped models (80%-scaled ASTM 

D412-C) of arterial tissues. Samples were divided into 

three groups: (1) without μBeads (control, n=12), (2) 

with μBeads of varying diameter (D=30,50,100μm) at a 

constant concentration of 1% weight (n=36), (3) with 

μBeads of constant diameter (D=50μm) at different 

concentrations (3% and 5% weight) (n=24). Before 

testing, samples were scanned under Micro-CT, at a 

resolution of 4µm. Images were then reconstructed in 

NRecon (SkySCan, v.2014) and structural parameters 

obtained in CTan (SkyScan, v.2014). These data were 

used to calculate the number of beads and their 

respective h/D ratio in a custom-made MATLAB script. 

We tested the samples using a custom-made micro 

material testing system equipped with real-time control 

and acquisition software (LabVIEW, v. 2018, NI). The 

reaction force and displacement were measured by the 

system and images of the sample were recorded by a 

high-resolution camera. The true stress and strain 

profiles of each sample were obtained by means of 

Digital Image Correlation (DIC). 
 

Results 

Samples with and without μBeads exhibited a distinct 

hyperelastic behaviour typical of arterial tissues (Fig1). 

 

Comparison of the mean ultimate stress (UTS) between 

groups was performed by one-way ANOVA test 

followed by post-hoc pairwise comparison. Regardless 

of the group, the presence of μBeads determined a 

statistically significant reduction in UTS (Fig2). 

Increasing the μBeads concentration was also positively 

correlated with lower stresses at rupture as more clusters 

formed resulting in lower values of h/D (Table1). 

 
 30 50 100 1% 3% 5% 

# Beads 4348 302 13 302 876 1526 

# Close Beads 22 6 0 6 59 81 

h/D 3.1 3.4 >4 3.4 2.5 2.3 

UTS Drop  41% 30% 42% 30% 40% 55% 

Table 1: List of the average number of μBeads, the 
number of μBeads close to each other (h/D<4), the 
lowest h/D value and the amount of UTS reduction for 
each group with μBeads.  
 

Discussions 

Our results clearly capture the influence of μBeads on 

the rupture threshold of a vascular tissue mimicking 

material. In fact, samples with μBeads exhibit levels of 

UTS that are around two times lower than the control 

group. This effect appears to be dependent on the 

μBeads proximity, as lower h/D correlates with higher 

UTS reductions. On the other hand, the effect of particle 

size is not apparent for the diameters considered in this 

study. The plausible explanation for the observed 

change in rupture threshold is the increase in stress 

concentration around spherical μBeads, which we have 

previously shown in analytical and numerical studies [1-

3]. Our experimental observations support our previous 

studies suggesting that μCalcs located within the 

fibroatheroma cap may be responsible for significantly 

increasing the risk of cap rupture that precedes 

myocardial infarction and sudden death. 
 

References 
1. Vengrenyuk et al, PNAS, 103 (40) 14678-14683, 2006. 

2. Kelly Arnold et al., PNAS110 (26) 10741-10746, 2013. 

3. Cardoso et al, Ann Biomed Eng, 42(2):415-431, 2015. 

Acknowledgements 

NSF grants CMMI-1662970, MRI-2018485, PSC-

CUNY 64696-00 52, and CUNY IRG. 

 
Figure1: True stress-strain curves of samples with 
μBeads of varying diameter (Left) and concentration 
(Right) against control group. Error bars represent 
±SD of ultimate stress and strain. 
 

 
Figure2: Bar-charts of UTS±SD for each group.  
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Introduction 

Although low wall shear stress (WSS) has become the 

consensus hemodynamic mechanism for coronary 

atherosclerosis, the exact biomechanical stimulus 

affecting atherosclerosis evolution is still undetermined 

[1]. Aiming at bridging this gap of knowledge, recently 

the WSS topological skeleton (TS) is receiving 

increasing interest, because of (1) its link with flow 

features that have been associated with vascular 

dysfunction [2], and (2) its capability to concur to the 

description of the complex biomechanical stimulus 

affecting atherosclerosis evolution [3]. Briefly, the WSS 

TS is composed by fixed points, where the WSS 

vanishes, and unstable/stable manifolds connecting 

them, where WSS exerts a contraction/expansion action 

on the endothelium [4]. Here we test the ability of WSS 

TS to predict the temporal evolution of coronary artery 

plaque burden (PB), a hallmark of atherosclerosis 

development, in 49 patient-specific computational 

models of human coronary arteries. 
 

Methods 

A non-culprit coronary segment for 48 

hemodynamically stable patients was imaged at baseline 

(T1) and at 1 year follow-up (T2). Vessel geometries 

were reconstructed at T1, and computational 

hemodynamic simulations were carried out prescribing 

patient-specific boundary conditions. Widely adopted 

descriptors of WSS magnitude and multidirectionality 

were tested (i.e., TAWSS, OSI, RRT, and transWSS). 

Additionally, a Eulerian method was applied to analyse 

the WSS TS [4], identifying WSS contraction/expansion 

regions at the coronary luminal surface by the 

divergence of normalized WSS vector field (DIVWSS). 

The amount of variation in WSS contraction/expansion 

action along the cardiac cycle T was quantified by the 

Topological Shear Variation Index (TSVI) [2]:  

TSVI = {
1

T
∫ [DIVWSS − DIVWSS

̅̅ ̅̅ ̅̅ ̅̅ ̅]2𝑑𝑡
T

0
}
1/2

     (1) 
 

PB growth was evaluated as the difference between PB 

measurements (100*plaque area/total vessel area) at T2 

and T1 averaged over 3mm/45° luminal sectors. 

Hemodynamic descriptors were averaged over 3mm/45° 

luminal sectors and divided into artery-specific low, mid 

and high tertiles to perform a statistical analysis on the 

associated PB growth measurements.  
 

Results 

Figure 1 reports (1) the luminal distribution of TAWSS 

and TSVI for two explanatory cases (panel A), and (2) 

the average PB growth values for low, mid, or high 

values of these two hemodynamic descriptors (panel B). 

Overall, sectors exposed to high TSVI at T1 exhibited 

PB growth in the T2-T1 time interval significantly 

higher than sectors exposed to low or mid TSVI at T1. 

A significant association emerged also for the exposure 

to low TAWSS at T1 and PB growth. An association 

also emerged between PB growth in the T2-T1 time 

interval and WSS multidirectionality at T1. However, 

the very low values of OSI (<0.01) and transWSS (<0.15 

Pa) suggest a secondary role of the WSS 

multidirectionality in promoting aggravating biological 

events.  

 
Figure 1: (A) TAWSS and TSVI luminal distributions; 

(B) TAWSS and TSVI vs. estimated PB growth. 
 

Discussion 

Here we demonstrate that luminal exposure to high 

TSVI was associated with significant PB growth. 

Physically, TSVI quantifies the variability of WSS 

contraction/expansion action on the endothelium, 

describing a different hemodynamic stimulus with 

respect to low TAWSS. This study confirms recent 

findings on TSVI as biomechanical marker of vascular 

disease, encouraging further clinical trials for a 

translation of this concept into clinical practice. 
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Introduction 

In pathologies of aorta, such as aneurysm, intraluminal 

thrombus (ILT) can form and grow. ILT is a 3D fibrin 

structure comprised of blood cells and proteins, leading 

to a network of canaliculi permeable to fluids [1].  

During the evolution of the aneurysm, the thrombus 

progressively thickens and is then composed of three 

layers of variable permeability. To understand the key 

role of fluid dynamics in thrombus evolution could help 

in a better management of pathologies. The way to 

consider the ILT in the current in silico models differs 

from authors. Few model a porous medium. In this 

study, in silico models are developed to tackle the 

question whether and how a thrombus model should be 

included in CFD simulations when focus is done at 

macroscale level of fluid dynamics.  

 

Methods 

Based on CT-angioscans of a 72-year-old man suffering 

from a descending thoracic aorta aneurysm, a 

geometrical model was build focusing on the aneurysm 

zone. Straight tubes were added upstream and 

downstream to ensure fully developed flow conditions. 

Meshes were refined in the boundary layer. At the inlet, 

a fully developed unsteady velocity profile was 

implemented from a thoracic aorta flow rate described 

by [2]. At the outlet, an outflow condition was imposed. 

Walls were rigid with a no-slip condition. Flow was 

assumed to be laminar and the fluid Newtonian. Cardiac 

period was 1s. The mean Reynolds number was 1450. 

The whole geometrical and physical models are 

intentionally degraded compared to the reality since the 

objective is to perform relative comparisons between 

different ILT modeling saving computational time. 

Three different models were developed: M0, ILT is fully 

impermeable; M1, ILT is a porous medium with a 

constant and isotropic permeability k=10-9 m²; M2, ILT 

is a porous medium with a gradient of permeability from 

10-7 (interface with lumen) to 10-11 m² (arterial wall). 

Porous medium was governed by the Darcy’s law 

including as a source term in Navier-Stokes equations. 

All simulations were performed on Ansys Fluent 

Software (R2020). Convergence was reached at the third 

cycle and results presented are from this cycle. 

 

Results 

Major differences in luminal velocity and pressure 

patterns are found during the deceleration phase 

especially for M2 compared to the other ones. Within 

ILT, velocity values are more than one order greater in 

M2 than in M1 due to higher permeability value at the 

ILT/lumen interface (Figure 1).  

 
Figure 1:  Velocity contour in a plane (blue dashed line) 

within ILT for M1 and M2 during deceleration phase 

 

At the end of the deceleration phase, the wall shear stress 

(WSS) at the arterial wall covered by ILT is about 5-fold 

higher in M2 than in M1, especially where ILT thickness 

is low. In addition, WSS is about 2 orders of magnitude 

lower than in M0 (Figure 2). No difference on pressure 

patterns is observed at the arterial wall whatever the 

model, as it was also previously shown in vitro [3]. 

 

 
Figure 2: WSS at arterial wall (covered by ILT for M1 

and M2) at the deceleration phase (colormap for M1 

and M2 differs from M0 one for readability) 

 

Discussion 

Although ILT integration shows little influences on 

fluid dynamics at a macroscale level in the whole lumen 

part once k<10-9 m², it plays a significant role on 

diminishing WSS at the arterial wall known to be 

involved in wall remodeling. It clearly appears that k 

value controls a part of macroscale mechanisms within 

ILT. Given the limited amount of in vivo data about ILT 

permeability, experimental measurements coupled with 

histological analyses are currently in progress to go 

further in the model. Modeling ILT as a porous medium 

seems all the more appropriate as we know that at the 

micro scale, biochemical transport phenomena take 

place and could have an impact on the thrombus 

evolution and role in the pathology [4]. 
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Introduction 
The formation of a platelet aggregate is the initial step 
in the formation of thrombi. The mechanical properties 
of such aggregate are significantly influenced by its 
microstructure and its interaction with the flow during 
formation. A large number of computational models 
have been developed to study the intrathrombus flow, 
but these models either were done in 2D [1] or ignored 
the microstructure of the thrombus [2]. 
In this work, a 3D blood flow computational model is 
proposed based on the in vitro structure of a platelet 
aggregate measured under a physiological shear rate. 
The structure of the platelet aggregate is inferred from 
microcopy images of labelled platelets. 
 
Methods 
In the platelet aggregation experiments, blood with 
labelled platelets was perfused over Horm-collagen at a 
wall shear rate of 1600 s-1 for 5 minutes. The images in 
Figure 1 were captured under differential interference 
contrast (DIC) microscopy with 100 times 
magnification for each z-stack. The intensity of the 
fluorescence in these images was matched to the 
porosity values [1] of the platelet aggregate. 
 

Figure 1: Flow diagram for the image-based modeling 
methodology of the platelet aggregate. Each image 
represents a 125μm × 100μm domain. The volume of 
the perfusion channel was reconstructed by the stack of 
images and the platelet aggregates were segmented by 
the intensity of fluorescence. 
 
In the computational model, the platelet aggregate is 
modelled as a porous medium. To describe the 
incompressible blood flow through it, the Navier-Stokes 
equations including an external Darcy force term are 
applied 

ρ "∂u
∂t

 + u • ∇u$  = - ∇p + μΔu - μ
k

 u, (1)  
∇ • u = 0. (2) 

Here, u  denotes the velocity of the fluid, p  is the 
pressure, ρ  is the fluid density, and μ  represents the 
dynamic viscosity. The last term is the interaction force 
between the fluid and the platelet aggregate, that is 
defined by Darcy’s law. In this term, k  is the 
permeability, which is estimated by the Kozeny-Carman 
equation: 

k = Φs2 
ϵ3Dp2

150(1 - ϵ)2 , (3) 

where Φs is the sphericity of platelets, ϵ is the porosity 
of the platelet aggregate, and Dp is the platelet diameter.  
 
Results 
The system above was solved using finite element 
method and implemented with FreeFEM. Selected 
results are presented in Figure 2. Figure 2(a) and 2(b) 
show the permeability of the platelet aggregate and the 
velocity profile of the blood flow on a cross-section of 
one of the aggregates respectively. Figure 2(c) shows 
the interaction force between the flow and the platelet 
aggregate on the cross-section. Most of the force 
interaction between the flow and the aggregate happens 
on the surface of the aggregate, and the flow induced 
forces are much smaller inside.  
 

 
Figure 2: (a) The permeability of the platelet aggregate. 
The small figure on the top left shows the intensity of 
fluorescence on the cross-section. (b) The velocity 
profile of blood flow around the platelet aggregate at 
logarithmic scale. (c) The interaction force between the 
flow and the platelet aggregate at logarithmic scale. 
 
Discussion 
Using the presented method, the accurate shape and 
porosity of early stages of platelet aggregates can be 
represented in detailed flow simulations. This allows the 
investigation of the flow inside the aggregate and yields 
information on the flow-induced force distribution, 
which in turn will be used to model the mechanics of the 
aggregate in the future. 
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Introduction 

Atherosclerosis is one of the most widespread diseases 

in our cardiovascular system and a primary cause of 

death as its progression and rupture can lead to 

myocardial attack or stroke [1]. Atherosclerotic plaque 

progression over time in coronary arteries is affected by 

local hemodynamic and biomechanical factors, such as 

the Wall Shear Stress (WSS) and the Plaque Structural 

Stress (PSS) [2]. Low WSS is known to be associated 

with plaque progression but the association between 

PSS, and its combination with WSS, towards plaque 

progression has not been well-established yet [2]. In this 

work, we study the effect of PSS and WSS on human 

coronary plaque progression. 

 

Methods 

Forty-nine non-stented, non-culprit coronary arteries 

(IMPACT study) [3] were imaged at two time points 

(baseline and one-year follow-up) using combined near 

infrared spectroscopy intravascular ultrasound (NIRS-

IVUS) and optical coherence tomography (OCT). The 

2D plaque geometries and 3D lumen surfaces were 

extracted from the combined imaging data. PSS (max 

principal stress) in patient-specific cross-sections was 

calculated via ABAQUS, by using the material 

properties of individual plaque components reported 

previously [2,4]. The backward incremental method [4] 

was applied to quantify and incorporate the initial 

stresses, that were present within the plaque structure 

when the artery was imaged, in the finite element 

simulations. The individual and combined impact of 

PSS and WSS on plaque progression was studied using 

Linear Mixed Models in SPSS. For this purpose, the 

time averaged WSS (TAWSS), calculated previously 

for these coronary arteries [3], were combined with the 

PSS, computed in the Fcurrent study. The 3D artery 

geometries were divided into 1,5mm/45o sectors and the 

statistical analyses were sector-based. The plaque 

thickness change was used as the parameter to quantify 

plaque progression in the analyses. 

 

Results 

So far, the analyses of 17 patients have been finalized. 

Greater PSS was observed in the thin wall and in the 

plaque cap regions with the non-uniform stress 

distribution. For the statistical analysis, the arterial 

sectors were divided into three tertiles (low, mid, high) 

with respect to PSS and WSS. The effect of PSS and 

TAWSS individually, as well as when combined, on the 

plaque thickness change were statistically significant. 

Specifically, low PSS associated with plaque regression 

while high PSS associated with plaque growth (Fig 1). 

The analysis of the combined effect of PSS and WSS on 

plaque thickness showed that sectors of high PSS and 

low TAWSS had the greatest plaque progression 

whereas the ones of low PSS and high TAWSS the 

greatest plaque regression (Fig 1) . 

 
Figure 1: Impact of PSS and TAWSS combined on 

plaque thickness change. 

 

Discussion 

In this work, we have generated 2D and 3D patient-

specific coronary computational models to investigate 

the influence of PSS and WSS on atherosclerotic plaque 

change over time, from a unique data set of IVUS and 

OCT combined. Our analysis of the first 17 coronaries 

already showed the statistically significant impact of 

PSS and WSS on plaque change over time individually 

and combined. Next immediate step of our study is to 

finalize the analyses of the entire data set of 49 

coronaries. We also plan to further analyze the healthy 

and the diseased sectors separately. These will provide 

great insights for better understanding the plaque growth 

mechanisms and developing plaque progression 

prediction models. 
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Introduction 

Experimental circulatory loops are acquiring an 

increasing importance, given their possibility to be used 

as tools to deepen the knowledge of cardiovascular 

pathologies. In the context of in-vitro hemodynamics, 

Particle Image Velocimetry (PIV) is a well-established 

technique to measure the spatial and temporal evolution 

of the velocity and the Wall Shear Stress (WSS) inside 

anatomical phantoms. The aim of this work is to assess 

the feasibility to use a high-power LED illumination 

system [1] instead of a laser, to characterize the flow 

field and the WSS in large blood vessels. 

 

Methods 

The setup is shown in Figure 1. Two phantoms were 

manufactured using Sylgard 184: a cylinder (inner 

diameter of 20 mm) and an idealized symmetric 

abdominal aortic aneurysm (inner diameter ranging 

from 30 mm to 50 mm).  

 

 
Figure 1: 2D PIV setup: a) camera b) line light and 

cylindrical lens c) abdominal aortic aneurysm phantom 

 

A Mock Circulatory Loop consisting of a piston pump 

[2], a gear pump and a compliance chamber was used to 

impose the desired flow rate at the inlet of the phantoms. 

The flow rate and the pressure were measured upstream 

and downstream of the test section. A mixture of 

glycerol and water (61:39), matching the refractive 

index of the phantoms, was used as working fluid and 

the flow was seeded with 10 μm – diameter hollow 

spherical particles. A pulsed high-power LED 

(HardSOFT) and a line light were used to create a light 

sheet. The LED was operated with a pulse width of 20 

μs and a pulse separation time of 200 μs. The 

illumination system was synchronized with a camera 

(acA1920-155um - Basler Ace) fitted with a f=35 mm 

f#=1.8 lens, via a cRIO controller. Both phantoms were 

characterized under steady and pulsatile flow conditions 

with varying the flow rate from 3 l/min to 20 l/min.  

                                             

Results 

The flow rate measured with the ultrasonic flow meters 

was compared against the one obtained via the integral 

of the longitudinal velocity at the middle section of the 

cylindrical geometry (assuming axial symmetric flow), 

and for each flow condition the difference between the 

two was less than 5%. The flow behaviour in the 

abdominal aortic phantom was in agreement with 

previous studies [3]. The characteristic recirculation 

region is at the beginning of the deceleration phase for a 

pulsatile flow rate (period 1 s and peak flow rate 6 l/min) 

is clearly visible in Figure 2.  

 

 
Figure 2: Instantaneous velocity vectors with velocity 

magnitude colormap 

 

Discussion 

A cost-effective setup to perform 2D PIV studies of 

large blood vessels has been evaluated. We found that 

the system can be used to measure the instantaneous 

velocity field for a region of interest of 25 mm x 50 mm. 

Future works will include a comparison between the 

measured velocity fields and the results of 

Computational Fluid Dynamic and Fluid Structure 

Interaction simulations.  
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Background. Although Thoracic endovascular 

repair (TEVAR) is widespread in clinical practice for 

treating aortic disease, it has relevant systemic 

complications, such as the increase of the cardiac work 

load due to post TEVAR aortic stiffening, and local 

issues such as re-entry tears due to the tissue damage 

caused by endograft interaction. Such considerations are 

particularly important when considering the use of 

TEVAR in young patients or to treat ascending thoracic 

aorta, that is close to the heart. For this reason, the 

assessment of the biomechanical impact of TEVAR on 

the arterial systemic circulation is vital from many 

perspectives: procedure planning, device design, and 

follow-up analysis. Such analysis is often performed 

from a single perspective (e.g., stent-graft apposition 

[1], pre- vs post-op hemodynamics [2], etc.) using a 

single methodology (e.g., in-silico – FEA [3] or CFD 

[4], in-vivo [5], or ex-vivo [6]) lacking the capability to 

provide a biomechanical comprehensive analysis. 

Recent Advances. Given such considerations, 

the present study aims to elucidate these biomechanical 

mechanisms by coupling ex-vivo analysis related to the 

measurement of the pulse wave velocity and performing 

uni-axial tensile test on porcine tissue samples, and the 

in-silico analysis of the wall stress though finite element 

(FE) analyses of stent-graft deployment and the sample 

pressurization. The ex-vivo results highlight an increase 

of baseline PWV by a mean 0.78 m/s or 12% after 

TEVAR with a 100 mm stentgraft (P<0.013). In the in-

silico analysis, the average von Mises stress in the 

landing zone increases of about 15 % and 20% using 

respectively stent-graft with radial oversizing of 10% 

and 20%. The work shows the effectiveness of 

integrated framework to analyse the biomechanical 

mechanisms post TEVAR. Moreover, obtained results 

highlights the key aspect of prosthesis choice showing 

the stiffening after TEVAR and the increasing of wall 

stress proportionally to the stent-graft oversizing. 

Future directions Use 3D printing for both 

surgical planning purposes [7] and manufacturing mock 

aortic models, assessing the performance of printed 

materials to mimic materials features of the aorta. 

Figures 

 
Figure 1: In-silico modelling. from left to right: ex-vivo 

analysis of porcine aortic sample; computational 

modelling integrated with experimental data; FEA 

analysis of deployment and pressurization 

References 
1. Auricchio, MC, et al. (2013). Patient-specific aortic 

endografting simulation: From diagnosis to prediction, 

CBM 43 (4) 386–394. 

2. Auricchio, MC, et al. (2014) Patient-specific analysis of 

postoperative aortic hemodynamics: a focus on thoracic 

endovascular repair (TEVAR), Computational Mechanics, 

54(4), 943-953. 

3. Romarowski, MC et al. (2018). Computational simulation 

of TEVAR in the ascending aorta for optimal endograft 

selection: A patient-specific case study. Computers in 

biology and medicine, 103, 140-147. 

4. Romarowski, Faggiano, MC, et al. (2018). A novel 

computational framework to predict patient-specific 

hemodynamics after TEVAR: Integration of structural and 

fluid-dynamics analysis by image elaboration. Computers 

& Fluids. doi.org/10.1016/j.compfluid.2018.06.002 

5. de Beaufort, Nauta, MC et al. (2017) Extensibility and 

Distensibility of the Thoracic Aorta in Patients with 

Aneurysm. EJVES, 53 (2), 199–205. 

6. de Beaufort, MC, et al. Aortic stiffness Increases After 

Thoracic Endovascular Aortic Repair in an Ex-vivo 

Porcine Model [Annals of vascular surgery, 43, 302-308. 

7. Marone, Rinaldi, Marconi, MC, et al. (2018). A 3D-printed 

patient-specific model to assist decision making in 

endovascular treatment of thoracoabdominal aortic 

aneurysm. The Journal of cardiovascular surgery, 59(2), 

291. 

Acknowledgements. CompMech group - 

www.unipv.it/compmech/ Pavia University (IT); 

Thoracic Aortic Research Center, (PSD, University of 

Milan, IT), Vascular Dept. of UMCU, NL. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

PREDICTING 1-YEAR IN-STENT RESTENOSIS IN FEMORAL ARTERIES 
THROUGH MULTISCALE COMPUTATIONAL MODELING 

 
Anna Corti (1), Monika Colombo (1,2), Jared M Rozowsky (3), Stefano Casarin (4,5,6), Yong He (3),  

 Francesco Migliavacca (1), Jose F. Rodriguez Matas (1), Scott A. Berceli (3,7), Claudio Chiastra (1,8) 
 

1. Politecnico di Milano, Italy; 2. ETH Zürich, Switzerland; 3. University of Florida, FL, USA; 4. Houston 
Methodist Hospital, Houston, TX, USA; 5. Houston Methodist Research Institute, Houston, TX, USA; 6. 

Houston Methodist Academic Institute, Houston, TX, USA; 7. Malcom Randall VAMC, FL, USA;  
8. Politecnico di Torino, Italy 

 

Introduction 

In-stent restenosis (ISR) is an inflammatory-driven 

response of superficial femoral arteries (SFAs) to stent 

placement, characterized by exacerbated cellular 

proliferative and synthetic activities, leading to lumen 

re-narrowing and failure of the procedure [1]. Although 

multiple systemic, biological and biomechanical drivers 

are known to promote ISR, a thorough understanding of 

its underlying mechanisms is lacking. Computational 

multiscale frameworks of ISR, integrating continuous- 

and agent-based approaches, have recently emerged as 

promising tools to decipher the mechanobiological 

processes governing the post-stenting arterial wall 

remodeling [2]. However, patient-specific applications 

including multi-omics data have never been proposed 

yet [2]. This work presents a patient-specific multiscale 

agent-based modeling framework of ISR that integrates 

the effects of the hemodynamics and monocyte gene 

expression, accounting for systemic inflammation, on 

the cellular dynamics, to replicate the long-term 

response after stent placement in SFAs.  

 

Methods 

Two SFA lesions from the left and right legs of a patient 

who underwent self-expanding stenting were 

considered. Computer tomography, doppler ultrasound 

and monocyte gene expression were gathered at 

multiple time points within 1-year post-intervention.  

The framework receives as input the patient-specific 

stented SFA 3D geometry (baseline), the blood flow 

velocity waveform and the monocyte gene expression 

data, and generates as output a 3D arterial lumen 

geometry at 1-year follow-up. The framework consists 

of 2 cyclically coupled modules (Fig. 1A): (i) a 

‘hemodynamics’ module, in which the wall shear stress 

profile along the lumen is computed through 

computational fluid dynamics; (ii) a ‘tissue remodeling 

module’, in which first a 2D ABM replicates the arterial 

wall remodelling at several arterial cross-sections by 

simulating cell and extracellular matrix dynamics in 

response to the post-operative hemodynamic input and 

the inflammatory-related monocyte gene expression, 

and second a follow-up 3D arterial geometry is 

reconstructed from the ABM output. The ABM 

parameters were calibrated based on the data of the left 

SFA lesion at months 1 and 6. The calibrated framework 

was then used to simulate the arterial wall remodelling 

for both the SFA anatomies from baseline to 1 year. 

Results 

The framework successfully captured the patient-

specific post-operative lumen area change from baseline 

to 1 year (Fig. 1B). Specifically, (i) no significant 

differences were found between the patient’s and the 

simulated lumen area of the stented portion at the 

available follow-ups, and (ii) both the patient’s and 

simulated cases presented the greatest lumen area 

reduction at 1-month follow-up (p<0.05). However, the 

framework was not fully able to capture the local 

heterogenous response of the artery to stenting in the left 

SFA (Fig. 1C), suggesting that additional local factors 

may play a role in the remodeling process.  

 
Figure 1: A) Multiscale framework of ISR; B-C) 

Results of the framework applied to the left SFA lesion. 

Discussion and conclusions 

The multiscale framework predicted the overall 

patient’s lumen area reduction from baseline to 1-year 

follow-up, thus highlighting the potentialities of the 

developed approach in deciphering patient-specific 

pathological pathways in the context of ISR. Future 

efforts will be focused on the inclusion of additional 

local inputs (e.g., the local arterial wall damage) to 

improve the predictive power of the framework.  
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Introduction 

Flow diverting stents (FDS) are one of the leading 

methods for endovascular treatment of cerebral 

aneurysms. These high porosity meshes aim to provide 

a scaffold for healing of the parent vessel, redirecting the 

flow along it and reducing the flow into the aneurysmal 

sac, thus promoting the formation of a stable thrombus 

in the sac. However, 25% of treatments fail and need to 

be re-treated [1], with the thrombus not completely 

filling the sac and the aneurysm wall still being 

subjected to flow-induced mechanical stresses. This in 

vitro study investigates the impact of aneurysm 

geometry (sac aspect ratio and neck size) and vessel 

curvature on the hemodynamics of cerebral aneurysms 

treated with FDS, via Particle Image Velocimetry (PIV) 

measurements.  

Methods 

The experimental plan was divided in two steps. First, 

we investigated the effect of the Reynolds, Dean and 

Womersley numbers (parent vessel flowrate and 

curvature, Q =100, 200, 300, 400 ml/min, 𝜅 = 1/𝑟𝐶: 0.0, 

0.06, 0.14, and 0.22 mm-1) on intra-aneurysmal flow. 

Then, the effect of the aspect ratio of the sac (AR = 0.4 

and 1.6) and the neck size (3 and 5 mm) is studied for 

selected values of the Dean and Womersley numbers. 12 

idealized geometry flow phantoms were casted in 

optically clear silicone. These phantoms were connected 

to a flow loop reproducing physiological flowrates and 

cardiac frequencies. A blood mimicking fluid 

(water/glycerin/salt mixture), with the same viscosity as 

blood and refraction-index-matched to the silicone 

models, was used. Stereo-PIV measurements were 

performed at 2 cardiac frequencies (50 and 100 BPM) 

and 4 flowrates in the parent vessel ([100-400] mL/min). 

The models were then treated with an FDS (4 x 20 mm 

Pipeline, Medtronic), and measurements were repeated.  

Results 

Measurements showed a single counter-rotating vortex 

in the sac before treatment for all experimental 

conditions, in all but one geometry. The circulation in 

the sac was found to correlate strongly to the curvature 

of the parent vessel and the mean flow rate (Dean 

number scaling). Increases in neck size led to a strong 

increase in the circulation in the aneurysmal sac: +380%  

for a neck increase of 67% (from 3mm to 5mm), 

showing injection of vorticity from the parent vessel 

with wider necks. After treatment, the flow topology 

was identical to pre-treatment for the conditions with 

higher Dean numbers. For the low curvature cases, the 

circulation in the sac changed sign over the cardiac 

cycle, and flow reattached fully for larger neck size and 

larger aspect ratio. To assess the effect of treatment, the 

post-treatment velocity fields were compared to the pre-

treatment results. Depending on the curvature, neck size 

and aspect ratio, the post-treatment circulation 

decreased to values ranging from 65% to a few percent 

of the pre-treatment circulation. A linear model with 

interactions was used to assess the relative influence of 

the different parameters on the flow reduction due to 

treatment. This method revealed that some parameters, 

such as frequency, have very little influence on the 

treatment effect, while the curvature of the parent vessel 

played an outsized role. Sac aspect ratio had a complex 

influence when the injection of vorticity into the sac 

exceeded the formation number limit and induced break 

down of the main central vortex core. 

 
Figure 1: Velocity fields in idealized aneurysm flow 

phantoms (aspect ratio=0.4) pre- and post-treatment at 

peak systole for a mean flow rate = 300mL/min.  

Conclusion 

This in vitro investigation identified that curvature, 

aspect ratio and neck size dominate the efficiency of 

FDS treatment, and enable failure predictions.  
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Introduction 

The Thoracic Endovascular Aortic Repair (TEVAR) is 

a minimally invasive technique to treat thoracic aorta 

pathologies and consists of inserting a self-expandable 

stent-graft into the pathological region to restore the 

correct vessel lumen. A crucial risk factor that affects 

the outcome of the procedure is the high aortic arch 

angulation in the proximal landing zone which may lead 

to inadequate stent-graft sealing. This could cause other 

device-related complications like bird-beak, device 

migration, or endoleaks [1]. In this context, Canaud et 

al. [2] experimentally investigated the proximal fixation 

of commercial stent-grafts in healthy human aortas by 

increasing the aortic arch angulation. The proposed 

study aims at proposing an in-silico methodology to 

evaluate the impact of aortic arch angulation on virtual 

stent-graft deployment.  

 

Methods 

The Valiant Captivia (Medtronic Inc, Santa Rosa CA) 

thoracic stent-graft model (Fig.1a) is created using 

Solidworks (Dassault Systemes) and discretized with 

ANSA (BETA CAE System). The stent is discretized 

with beam elements and the graft with triangular 

membrane elements. The Nitinol is modeled as a 

superelastic material, the PET as a linear elastic fabric 

material. Also, the stent prestress is included in the 

complete sutured model [3].  

Following the procedure proposed by Canaud et al. [2], 

eight different aorta configurations are realized by 

increasing the arch angulation from 70° to 140° adopting 

the morphing tool available in the ANSA pre-processor, 

as reported in Fig.1b. Each aorta is discretized with 

triangular shell elements with a thickness of 1.5 mm and 

modeled as a hyperelastic material.  
 

 
Figure 1. (a) stent-graft configuration; (b) aorta 

configurations changing the arch angulation.  
 

The deployment simulations are performed using the 

explicit FE software LsDyna (ANSYS) and consist of 

crimping, morphing, and deploying the stent-graft in 

each vessel. 

 

Results 

The deployment simulation results for the 70° and 140° 

configurations are depicted in Fig. 2.   

In the second case (Fig.2b), despite the arch angulation 

is higher, the proximal fixation of the stent-graft is 

assured, in line with the literature results [2]. The radial 

force distribution exerted by the stent on the aorta is also 

reported.  
 

 
Figure 2. Crimp and deployment simulation results for 

the 70° (a) and 140° (b) aorta configurations with 

details on the radial force distribution on the aorta. 

 

Discussion 

The correct stent-graft apposition plays a significant role 

in the clinical outcome of the TEVAR procedure. The 

FE methodology here proposed may be followed by 

clinicians in the pre-operative planning to correctly 

position the stent-graft in the aorta. Furthermore, it can 

support the manufacturers to improve the device design 

to specifically address this problem.  
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Introduction 

Particle Image Velocimetry (PIV) has become a reliable 

measurement technique for the in vitro characterization 

of the local fluid dynamics. It plays a fundamental role 

in verifying/validating in silico models and/or in the 

design/optimization of cardiovascular devices [1]. 

However, the use of PIV is hampered by the high costs 

of its components (order of magnitude of 100 k€), and 

by the safety procedures required by the high-power 

lasers. Recently, alternative test benches that adopts 

solutions such as cameras embedded inside commercial 

smartphones [2] and low-power light sources, just to 

mention a few, have been proposed, thus reducing the 

costs to an order of magnitude of 1 k€. The present study 

explores the feasibility of adopting a test bench for 

cardiovascular applications, referred to as smart-PIV 

approach in the following, based on the use of 

smartphone cameras and low energy light source. In 

detail, (1) smart-PIV is adopted to analyze the flow field 

in realistic phantoms of healthy and stenotic left 

circumflex coronary arteries (LCX), and (2) the 

hemodynamic results are compared with those obtained 

from standard PIV measurements. 

 

Methods 
The study was conducted in two 3D-printed phantoms 

(Elastrat, Geneva, Switzerland). The first one represents 

a patient-specific replica of a healthy LCX reconstructed 

from angiographic images; the second one a diseased 

condition, through an artificially generated 67% 

diameter stenosis obtained by locally reshaping the 

healthy model. Measurements were carried out under 

steady-state flow conditions. The flow rates were 

monitored with an ultrasonic flow meter (Transonic, 

Ithaca, NY, USA) and set within the range (80-100 

mL/min for the healthy model and 10-80 mL/min for the 

stenotic one), according to in vivo measurements [3]. 

The working fluid (glycerin-water, 40:60) was seeded 

with polyamide particles (density 1030 kg/m3, diameter 

60 µm). In the smart-PIV set-up, the camera of a 

Samsung Galaxy S9+ (12800x720 pixels, 960Hz) and a 

low-power continuous laser were used for time-resolved 

image acquisitions. In the standard PIV set-up (Dantec 

Dynamics A/S, Denmark), one HiSense Zyla camera 

(CMOS, 2560x2160 pixels) and a dual pulsed Nd:YAG 

laser were adopted. The MATLAB (MathWorks, 

Natick, MA, USA) toolbox PIVlab was employed to 

post-process the acquired images using the ensemble-

correlation method. 

 

 

Results 
The comparison between smart-PIV and standard PIV 

2D axial velocity fields in the healthy and stenosed 

coronary phantoms is shown in Figure 1. The smart-PIV 

approach was capable to capture the main flow features 

identified by the standard PIV approach in the healthy 

vessel phantom (dictated by the main geometric 

attributes of the vessel, Fig. 1-a) as well as the in stenotic 

vessel (Fig. 1-b). In particular, (1) the increase in fluid 

velocity caused by the area reduction in the stenotic 

region with the classical jet-like flow configuration, and 

(2) the typical post-stenotic recirculation region were 

properly detected. Moreover, the smart-PIV was able to 

detect the expected expansion/stretching of recirculation 

region distal to the stenosis in consequence of an 

increasing flow rate (data not shown). 

 
Figure 1: Axial velocity maps in (a) healthy LCX 

phantom (Qinlet= 80 mL/min) and (b) stenotic LCX 

phantom (Qinlet= 30 mL/min). 

 

Discussion 
An easily reproducible and maneuverable, secure, low-

cost and low-energy consumption set-up for the in vitro 

characterization of healthy and stenotic coronary flows 

was proposed. The main limitation is related to the 

smartphone camera image acquisition frame-rate, which 

restricts the examinable flow regimes. However, the 

decrease in terms of costs and the increase in terms of 

security allow the smart-PIV system to be used for 

educational and research purposes for low-cost practical 

investigations. 
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Introduction 

Endovascular aneurysm repair (EVAR) has become a 

standard treatment of abdominal aortic aneurysm 

(AAA), given that EVAR is associated with superior 

intraoperative outcomes and similar long-term survival 

compared with open repair. EVAR consists in 

implanting an endograft, or stent-graft (stent covered 

with an impermeable fabric) into the aneurysm sac 

through endovascular navigation, only requiring a small 

incision in the femoral artery. Once the stent-graft is 

successfully positioned and deployed, the impermeable 

fabric works as a pressure isolation barrier, preventing 

the transmission of systemic pressure to the weakened 

aneurysm wall. For this reason, shrinkage of the 

aneurysm sac is commonly accepted as clinical evidence 

for a successful EVAR [1,2]. 

 

Methods 

We studied post-EVAR AAA shrinkage using 

numerical simulation, as shown in Figure 1. We set up a 

3D finite-element model of post-EVAR vascular 

adaptation within an open-source finite-element code, 

which was initially developed for growth and 

remodelling (G&R). We modelled the endograft with a 

set of uniaxial prestrained springs that apply radial 

forces on the inner surface of the artery. Constitutive 

equations, momentum balance equations, and equations 

related to the mechanobiology of the artery were 

formulated based on the homogenized constrained 

mixture theory. We performed a sensitivity analysis by 

varying different selected parameters, namely 

oversizing and compliance of the stent-graft, gain 

parameters related to collagen G&R, and the residual 

pressure in the aneurysm sac. This permitted us to 

evaluate how each factor influences post-EVAR 

vascular adaptation [3]. 

 

Results 

It was found that oversizing, compliance, or gain 

parameters have a limited influence compared to that of 

the residual pressure in the aneurysm sac, which was 

found to play a critical role in the stability of aneurysm 

after stent-graft implantation. An excessive residual 

pressure larger than 50 mmHg can induce a continuous 

expansion of the aneurysm while a moderate residual 

pressure below this critical threshold yields continuous 

shrinkage of the aneurysm. Moreover, it was found that 

elderly patients, with relatively lower amounts of 

remnant elastin in the arterial wall, are more sensitive to 

the effect of residual pressure.  

 
 

Figure 1: Simulations showing geometrical and 

maximum principal stress evolutions over the different 

simulation steps: formation of aneurysm, implantation 

of stent-graft and post-operative adaptation of 

aneurysm. 

 

Discussion and conclusion 

Ideally, implanting a stent-graft should avoid the 

aneurysm sac being subjected to systemic blood 

pressure, hence reducing the risk of aneurysm rupture. 

However, it was reported that aneurysm rupture may 

occur with a rate of 1%~3% of patients treated with 

EVAR. Our results show that elderly patients may 

present higher potential risk of aortic sac expansion due 

to intra-aneurysm sac pressure after EVAR than for 

younger patients. This indicates that elderly patients 

with AAA may be more susceptible to endoleaks-related 

complications after EVAR. The main perspective of this 

work will be the extension of the present model with 

layer-specific arterial wall models, and with 

applications to more relevant patient-specific cases 
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Introduction 

The biomechanical properties of the cardiovascular 

system are an important factor for its physiological 

function as well as pathological changes. The in vivo 

analysis of the changing individual biomechan-ical 

properties is of special interest for a better un-

desrstanding of the pathophysiology of the cardio-

vascular system. Based on these findings, additional 

biomarkers for the diagnosis of cardiovascular dis-eases 

can be established. 

The cyclic deformation of blood vessels, caused by the 

pulsatile activity of the heart, can be used to determine 

the elastic properties of blood vessels in vivo. This 

requires a high temporal resolution which is currently 

not available from most medical imag-ing modalities 

providing 3D data (MRI / CT). Ultra-sound imaging 

provides a high temporal resolution but has been limited 

to 2D data. Recently, time re-solved 3D ultrasound 

imaging (4D US) has become available. In combination 

with speckle tracking algorithms it provides full field 

deformation data of vascular walls. These data can be 

used to investigate the spatiotemporal deformation 

pattern of vascular walls and to determine their 

constitutive behavior in vivo [1]. 

 

Recent Advances 

4D US imaging with wall motion tracking provides 

information on the deformation of vascular seg-ments of 

up to 8 cm length as motion functions of discrete areas 

of the arterial wall. These can be un-derstood as material 

points in a continuum mechan-ics sense and thus be used 

to calculate in plane strain for wall areas of 2 to 10 mm². 

Based on these data and diastolic and systolic blood 

pressure, we have developed a finite element updat-ing 

approach to determine the individual, non-linear, 

anisotropic elastic properties of arterial walls [2]. This 

approach was applied to identify the con-stitutive 

behavior of healthy and diseased aortic walls from non-

invasive in vivo measurements [3]. 

In another approach, we have used the measured 

deformation data to calculate a linear approximation of 

the locally varying elastic properties of healthy and 

diseased aortic walls [4]. This approach is based on non-

invasive measurements (4D US, pulse pres-sure) alone 

and does not require, e.g. homogenizing, assumptions. 

 

Future directions 

We have developed different approaches to charac-

terize the elastic behavior of arterial walls, based on data 

which is available by non-invasive measure-ments. We 

are currently applying these methods to volunteers and 

patients with and without aortic an-eurysms, to find 

caracteristic changes in the elastic properties and ther 

spatial variation which correlate with the progression of 

the disease. 

 
Figure 1: Processing of 4D US data. Diastolic-systolic 
dis-placements plotted on the diastolic geometry (a) and 
derived circumferential strain field (b) from an 
aneurysmal segment (diameter 48 mm, length 65 mm). 
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Introduction 
In current clinical practice, 2D ultrasound imaging (2D-
US) is the first choice for abdominal aortic aneurysm 
(AAA) patients’ follow-up. Abdominal US is 
commonly used to assess the maximum antero-posterior 
(AP) AAA diameter with a semi-standardized 
procedure. Possible advanced application of (time-
resolved) 2D-US consists in assessing the stiffness of 
the aortic wall under pulsatile blood pressure through 
strain quantification [1]. However, mechanical models 
of AAA rarely take into account the surrounding tissues 
[2, 3]. Moreover, existing literature pays little attention 
to the effect of the pressure exerted on the patient by the 
operator during abdominal US scans. Previous attempts 
to quantify the inter-operator variability in transducer 
push resulted in very large ranges [4].  
Our goal is to evaluate how significantly 2D-US probe 
pressure affects AAA morphology and mechanics via 
finite element models.  
 
Methods 
A 3D finite-element model of patient-specific AAA, 
spine and intra-abdominal tissues was developed via the 
following steps: semi-automatic segmentation of a CT 
scan, surface smoothing and meshing.  
The surface mesh of the AAA, considered as the 
diastolic configuration, was subsequently imported in 
the ABAQUS/CAE software. The behavior of the AAA 
wall was linearized across the physiological pressure 
range, as shown in [5], with a Young’s modulus of 1 
MPa and a Poisson ratio of 0.495. A pressure of 5kPa, 
corresponding to the pressure increase between diastole 
and systole in a cardiac cycle, was applied to the inner 
walls of the AAA. To include the effect of surrounding 
tissues, the segmented volume of the abdominal soft 
tissues was meshed and modelled as a homogeneous 
hyperelastic material (shear modulus of 20 MPa, as in 
[2]). In addition, a portion of the spine was included and 
modelled as linear elastic material (Young’s modulus of 
17 GPa and Poisson’s ratio of 0.3). Contacts were 
modelled as tie constraints and the spine and AAA 
extremities were fixed to complete the FEM model, 
comprised of 465287 elements and 380362 nodes 
(Figure 1.A). The output strains and diameter changes 
were evaluated on a plausible scanning plane (i.e. the 
maximum AP diameter plane) at the peak systolic 
pressure without and with US probe pressure. The US 
probe was simulated as an external pressure of 5 kPa 
(taken from [4]) applied on a rectangular area (17 mm x 
34 mm) of the patient abdomen based on the US probe 
geometry and the scanning plane position. 

 
Results 
In Figure 1, maximum principal strains computed for the 
model without (1.B) and with probe pressure (1.C) are 
mapped onto the initial (dotted) and deformed (solid) cut 
views. From the initial to the deformed configuration, 
the AP diameter increased by 1.47%, and 0.63% 
respectively.  
 

Figure 1: Complete FEM model (A). Strain maps (max 
principal) due to internal pressure only (B) and with the 
added probe pressure (C). Deformation scale factor is 
set to 5 for better visualization.  
 
Discussion 
This work shows the impact of including ultrasound 
probe pressure in patient-specific structural simulations 
of AAA wall under pulsating blood pressure. Previous 
studies focused on deriving AAA mechanical properties 
from images without taking into account the complexity 
of the mechanical environment [1]. Our results show 
that a structural model complete of surrounding tissues 
allows to capture the effect of a probe pressure: the 
maximum strain is located in the anterior wall and the 
AP diameter experiences a diminished expansion that is 
compensated by a lateral dilation.  
The presented results suggest that probe pressure can 
significantly influence the AAA biomechanical 
environment during a US scan. The next steps will focus 
on including more realistic material models, loads, and 
boundary conditions in our model. 
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Introduction 
In current clinical practice, the rupture risk of an 
abdominal aortic aneurysm (AAA) is assessed from its 
maximal diameter. Previous research has shown the 
added value of other parameters in estimating the 
rupture risk, such as AAA volume, curvature and 
elasticity [1-3].  These studies were typically based on 
computed tomography (CT) imaging, which is 
unsuitable for longitudinal studies because of the use of 
radiation and nephrotoxic contrast. Therefore, this study 
focusses on the use of time-resolved 3D ultrasound 
(3D+t US) imaging, which provides the complete 
geometry of the AAA during the cardiac cycle, in a non-
invasive and inexpensive way. The goal of this study is 
to monitor the progression of geometrical and 
mechanical AAA parameters during the growth of the 
AAA, using 3D+t US. 
 

Methods 
For 22 AAA patients, 3D+t US images were acquired 
while the blood pressure was measured with an arm cuff. 
The AAA wall was automatically segmented on each 
time frame of the US images using an adaptation of a 
Star-Kalman algorithm. A centerline was created using 
a Dijkstra shortest path algorithm. The segmentations 
were resampled to obtain slices perpendicular to the 
centerline, from which the maximal diameter (Dmax) of 
the time-average geometry was determined. The point-
wise curvature of the aortic inner wall was determined 
with a finite differences approach, from which the 
median value was taken. Furthermore, the elasticity (Ep) 
of the aortic wall was determined from the systolic and 
diastolic diameter (Dsys and Ddia) and the pulse pressure 
(Δp): 

 

𝐸𝑝
. ∙∆

                       (1) 

Box-and-whisker plots of the elasticity were created for 
different Dmax groups, and groups were compared with a 
Wilcoxon rank sum test. Furthermore, linear regression 
between Dmax and curvature was studied, in which 
differences between slow (<3mm/y) and fast-growing 
AAAs (>3mm/y) were investigated.  
 
Results 
An example of a segmentation on the ultrasound data is 
given in Fig 1a, showing good correspondence with the 
image features. In Fig 1b, the elasticity is shown for the 
different diameter groups, showing a difference between 
the smallest aneurysms and the other groups (p=0.016 

for medium and p=0.029 large AAAs). Fig 2 shows (a) 
the spreading in growth rates and (b) a negative 
correlation between Dmax  and the curvature (R2 =0.73, 
p<0.01), with no clear relation to the growth rate.  
 

 
Figure 1a: Geometry plotted on the ultrasound data. b: 
Box-and-whiskers plots of elasticity grouped by Dmax. 

 
Figure 2a: Growth rates for the different patients. b: 
Relation between Dmax and curvature. Datapoints of the 
same patient are connected. 

Discussion 
A tool to automatically determine the maximal diameter, 
curvature, and elasticity of a AAA from a 3D+t US 
image has been developed. With this, a positive 
correlation between Dmax and Ep was found, which 
corresponds to previous research [4]. Furthermore, a 
decrease in curvature with the progression of Dmax is 
shown, which can be explained by the AAA growing in 
all directions. Next steps are analyses of aortic wall 
stresses, AAA volume and thrombus volume, for which 
in-house tools are available. The promising results show 
the feasibility of our tool to monitor mechanical and 
geometrical AAA parameters in a longitudinal study, to 
relate these parameters to growth and rupture risk.  
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Introduction 

Rupture risk of abdominal aortic aneurysms (AAAs) is 

currently estimated based on the maximum diameter, 

which has been proven to be a non-optimal criterion [1]. 

Biomechanical models can improve rupture risk 

prediction using patient-specific geometries obtained 

from imaging modalities such as computed tomography 

(CT) and ultrasound (US). US is safe, cheap and adds 

temporal information for mechanical characterization. 

Previous studies have shown that intraluminal thrombus 

(ILT) affects the rupture risk [2], and should therefore 

be included in rupture risk assessment. Imaging ILT 

using US is challenging, due to the limited contrast 

between lumen and thrombus. In this study, we 

investigate the feasibility of US-based mechanical 

characterization of both the thrombus and AAA vessel 

wall. 

 

Methods 

The US images of 10 AAA patients (volume rate 4-8 

Hz) were acquired in the Catharina Hospital Eindhoven. 

After the US exam, the brachial blood pressure was 

measured. The thrombus and vessel wall geometries 

were segmented using an in-house developed fully 

automatic segmentation algorithm, which was validated 

using CT. The segmentations of the lumen and inner 

vessel wall were used to determine the volume-time 

curves. The systolic and diastolic thrombus volumes 

(VILT,sys and VILT,dia) were used  to calculate the in-vivo 

relative thrombus volume change during the cardiac 

cycle. The shear modulus (G) was calculated using 

equation 1, with the Finger strain (εF)  and the diastolic 

and systolic circumferential stress (σdia  and σsys), 

calculated using Laplace’s law. 

𝐺 =  
(σ𝑠𝑦𝑠 − σ𝑑𝑖𝑎)

2∙𝜀𝐹
  (1) 

 

Results 

Figure 1 shows an example of an US image with the 

difference between the systolic and diastolic geometry 

of both lumen and vessel wall in blue.  

Figure 2 shows an example of the volume-time curves. 

The volume-time curves for the lumen and vessel show 

a clear pulsatility. However, for the thrombus volume no 

clear pulsation is seen.  

 

The thrombus volume change (Figure 3) for all patients 

has a median of 0.4 %, with an IQR of 1.5%. The median 

shear modulus of the vessel wall is 1.12 MPa, with an 

IQR of 0.8 MPa (Figure 3). 

 

Discussion 

The pulsatility in the volume-time curves show 

feasibility for mechanical characterization. The 

thrombus volume change was comparable to the ones of 

Kontopodis on ECG-gated CT (median 0.4% , IQR 3), 

showing that the assumption of incompressibility is 

valid[3]. The stiffness found in this study is higher 

compared to the ones in van Disseldorp et al [4] (median 

1.1 MPA, IQR 0.7-1.4). Those deviations might be 

explained by the assumptions in Laplace’s law. Future 

research will focus on thrombus and vessel wall stiffness 

estimation using inverse FEA. The patient-specific 

geometry in combination with the patient-specific 

stiffness of both thrombus and vessel wall can ultimately 

be used for FE-based stress analysis for more accurate, 

patient-specific rupture risk prediction.  
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Figure 1: US images with displacements of the 

lumen and vessel between diastole and systole 

(blue) 

 

Figure 2: Volume-time curves of the lumen, total 

artery, and intraluminal thrombus. 

 

Vessel Lumen 

Figure 3: Compressibility of the thrombus and 

shear modulus of the vessel for 10 AAA patients 
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Introduction 

To reduce the uncertainties associated with estimating 

biomechanical rupture risk indices of abdominal aortic 

aneurysms (AAAs), it is crucial to first evaluate their 

personalized mechanical properties. The main aim of 

this study is to identify the constitutive material 

parameters of AAAs in vivo using a novel combination 

of 4D ultrasound (4D US) and a modified virtual fields 

method (mVFM). Traditional VFM is used to identify 

unknown material parameters from experimental full-

field deformation data [1] by applying the principle of 

virtual work to a parametric stress field. Since the stress 

components depend on the constitutive parameters at 

any point, it is possible to derive a system of scalar 

equations of the material parameters, which can be 

solved to evaluate the constitutive model parameters. In 

this study, instead of full-field deformation data, we use 

the 3D deformation field derived from 4D-US images of 

AAAs as input to mVFM. 

 

Methods 

4D-US images of a AAA patient were recorded in a 

supine position during multiple heartbeats at an 

acquisition rate of 4-8 volumes per second. The US 

image volumes were segmented in the end diastolic 

phase. The inner wall and outer wall were tracked over 

the cardiac cycle using a 3D speckle tracking algorithm 

[2], and the 3D wall displacement between the diastolic 

and systolic phases was evaluated as shown in Figure 1. 

A tetrahedral finite element mesh was generated using 

the diastolic geometry of the AAA wall. The 

displacement vector of each node in the mesh was 

evaluated based on weighted linear interpolation of the 

displacement vectors of their innerwall and outerwall 

neighbors. The deformation field was smoothed using 

an unsupervised discretized spline smoother.  

The modified VFM (mVFM) combines the iterative 

nature of the well-known finite-element model updating 

(FEMU) technique [2] with a virtual work – based cost 

function of the traditional VFM. For the implementation 

of mVFM, two different models of FEA were simulated: 

(1) Strains were evaluated using the current 

configuration, where the displacement of each node was 

solely prescribed based on 3D tracking data derived 

from US; (2) The virtual fields were derived using a 

stressed intermediate configuration, where an  

intraluminal pressure corresponding to the deformation 

field was applied, an initial guess for the material 

parameter was provided, and displacements were 

prescribed in every boundary where tractions were 

unknown.  
 

Results & Discussion 

An uncoupled Neo-Hookean model (Mooney-Rivlin 

formulation with c01 = 0) was used to describe the 

material behavior. An initial guess of c10 = 1.24.106 Pa 

was used in the implementation of mVFM. By 

iteratively minimizing the deviation from the principle 

of virtual work, c10 prediction values converged within 

5 to 6 iterations as shown in Figure 2.  

Thus, mVFM has allowed us to harvest the advantages 

of both these methods: (1) setting up the iterative 

problem automatically based on FEMU, and (2) 

achieving quick convergence based on VFM. We were 

able to demonstrate, for the first time, the feasibility of 

evaluating unknown constitutive model parameters of 

AAAs using a novel combination of 4D US and mVFM. 

As the next step, regional variation in material 

properties will be captured using mVFM. 
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Figure 1a: Automatic segmentation of the US images. 

b: Speckle tracking of the AAA inner wall  

 

Figure 2: Iterative process for the prediction of c10 
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Introduction  

Cardiovascular disease is a leading cause of death 

worldwide. Bioresorbable polymeric scaffolds have 

already shown great promise in treatment of valvular 

and arterial related diseases [1]. However, there is a lack 

of information on how scaffold (micro)structure and its 

surrounding mechanical conditions drive the process of 

scaffold degradation and endogenous tissue restoration 

(ETR) in vivo. We hypothesized that scaffold 

characteristics, such as wall thickness and fiber 

distribution would influence the scaffold degradation 

and ETR process. Therefore, we examined two designs 

of a novel polymeric electro-spun scaffold, with 

different wall thicknesses. The information obtained by 

this research can inform computational models that 

simulate the ETR process. This can enable a simulation-

based design optimization of the scaffolds in terms of 

maximizing the biocompatibility and long-term 

performance of the scaffolds. 

 

Methods  

Animal trials: the animal experiments were approved 

by the Animal Ethics Committee of the KU Leuven 

(093/2020), similar to [2]. Unilateral carotid 

interposition scaffolds were implanted in fourteen 1-

year old Swifter sheep at the animal facility of KU 

Leuven (Fig. 1A). Preoperatively, the blood pressure 

and carotid axial prestretch were measured. After a six 

month follow-up, the animals were sacrificed and the 

explants were harvested.  

Imaging: ultrasound images and magnetic resonance 

images (MRIs) were collected at different timepoints, 

both pre- and postoperatively. 

Microstructural analysis: scanning electron 

microscopic (SEM) images were obtained from the 

explanted scaffold. Histological analysis, using different 

stainings was performed to characterize the constituents 

of the restored tissue. 

Mechanical analysis: planar biaxal and ring extension 

experiments were conducted on native carotid arteries 

and explanted scaffolds. 

 

Results 

Five animals needed to be sacrificed early because of 

insufficient flow on echo and/or wound problems. The 

other animals (3 already explanted, 6 still in follow-up) 

remained well. Fig 1B illustrates one explant with the 

restored tissue after 6 months. Figure 1C indicates an 

SEM image from an early explant (8 days post 

implantation). Here, the restored cells and scaffold can 

be visualized. Figure 1D represents a histological image 

with H&E staining (8 days post implantation). Cellular 

infiltration was observed throughout the scaffold. The 

follow-up ultrasound and MRI imaging were also 

performed (not shown).  

Figure 1: A) implanted scaffold, B) explanted scaffold 6 

months after implantation, C) SEM image of an 

explanted scaffold (8 days post implantation), D) 

histological image with H&E staining (8 days post 

implantation). 

 

Discussion  

Preliminary histological and SEM data indicate that 

tissue restoration is initiated already after 8 days of 

implantation. Ultrasound and MRI imaging are being 

performed and 6 months data will be available at the 

time of conference. The preliminary results of 

ultrasound and MRI imaging show that wall thickness 

may play an important role in scaffold behavior and 

could consequently have an important influence on the 

ETR and scaffold degradation. The results of the 

histological analysis and mechanical tests will provide 

more information regarding the influence of the scaffold 

microstructure and mechanical properties on the ETR 

and scaffold degradation process, and will be used in 

future work to inform computational models. 
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Introduction 

Mechanical properties of cancer cells are linked to 

disease aggressiveness and patient prognosis; measuring 

cancer cell viscoelasticity is therefore potentially 

attractive from a perspective of a clinical setting. 

However, live-cell mechanophenotypisation assays are 

often limited by low throughput, unphysiological levels 

of stress, or the necessity of highly expert operators. We 

describe a quantitative phase microscopy-based 

approach for shear modulus estimation based on [1]. 

The system employs a deconvolution-based approach to 

minimize the influence of the fluidic system and an 

approach with two perfusion media with different 

refractive indexes to estimate cell height, a parameter 

needed for modulus calculation. 

 

Methods 

The system consists of a holographic microscope Q-

PHASE (Telight), syringe pump as a flow source, shear 

stress-optimised sample chamber and flow meter, 

components are connected with PTFE tubing. Two 

syringes with media of different RIs are connected to the 

cell chamber, and image 𝜙1(𝑥, 𝑦) with the first medium 

with RI 𝑛𝑚1 and image 𝜙2(𝑥, 𝑦) with the second 

medium with RI 𝑛𝑚2 is measured, the cell height 𝑑(𝑥, 

𝑦) is calculated (described in detail in [2]): 

 

 𝑑(𝑥, 𝑦) =
λ(ϕ2(𝑥,𝑦)−ϕ1(𝑥,𝑦))

2π(𝑛𝑚1−𝑛𝑚2)
 (1) 

 

Consequently, shear strain is calculated from the centre 

of mass changes in direction of the flow dY(t) and cell 

height Lcell : 𝛾(𝑡)  = 𝑑𝑌(𝑡)/𝐿𝑐𝑒𝑙𝑙  and the whole analysis 

is shown in figure Fig. 1. Viscoelastic parameters are 

calculated using a Kelvin-Voight (KV) model. Because 

the generated flow is distorted by the flow system, the 

impulse response is not square. The convolution model 

we describe in [3] enables us to formulate a simple cost 

function for estimation of the parameters of KV model 

using a suitable optimization method.  

 

Results 

The system was tested on cancer cells of known Young 

modulus (Fig. 1) and using cytoskeleton-targeting 

drugs. We determined the cells differ in a stress-strain 

response and we extracted viscoelastic parameters using 

parametric deconvolution. The shear modulus of cells 

was roughly 9fold lower compared to Young modulus 

determined by AFM and both methods demonstrated to 

be linearly dependent. The system furthermore enables 

to study of dynamic processes like actin cytoskeleton 

recovery after cytochalasin washout. Shear modulus 

normalisation is observable within 15 min, following 

actin recovery. 

 

 
Figure 1: block diagram, calculation of Center of Mass 

(CoM) and stress/strain response in cancer cell lines. 

 

Discussion 

In agreement with our previous study we observed 

identical trends in stiffness of cancer cell lines. 

Compared to AFM, this approach is easy to implement 

on a QPI microscope and enables to measure also 

refractive index and cell viscosity directly. Because 

viscosity is influenced by tubing and syringe used, 

parametric deconvolution is used, making the viscosity 

measurement independent of fluidics. Viscosity 

measurement can provide additional information that 

can be biologically interesting.  
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Introduction 

Cellular microenvironment carries out a crucial role in 

affecting and dictating cellular functions thus 
influencing several biological processes such as 

morphogenesis, tissue regeneration and repair [1]. The 

bidirectional communication between cells and the 

extracellular matrix (ECM) occurs through the 

transmission of biochemical/biophysical signals at sub-

micrometric level involving different sub-cellular 

component such as focal adhesions, cytoskeleton 

structures and the nucleus. Then a series of events can 

be activated, eventually affecting cellular fate [2,3]. 

Moreover, the ECM is a dynamic entity and its 

properties change during time (i.e. tissue growth, 
disease progression) representing a fundamental aspect 

that should be taken into account in order to design more 

reliable bio-interfaces able to impact cell function and 

behavior. The aim of this work is to realize a dynamic 

cell culturing platform, by exploiting the photo-

switchable properties of azobenzene molecules, which 

allow to precisely modulate on demand surface 

topographic features both in space and time, in order to 

affect and guide cell response in terms of morphology, 

migration, proliferation and differentiation.  

                                                                                                            

Methods 

pDR1m was spin coated to realize a thin film on glass 
bottom petri dishes and a micrograting relief was 

inscribed by using a scanning confocal microscope with 

514 nm wavelength and a time exposure of 30s. The 

removal of the impressed pattern was performed by 

using a mercury lamp with a rhodamine filter for 2 min.   

A JPK NanoWizard II was used to measure mechanical 

properties of living cells. MCF10A cells were grown in 

DMEM/F12 with 5% horse serum, glutamine and 

antibiotics. Cells were seeded on pDR1m substrates at 

10³ cells/cm² 24h before pattern inscription. Then, cells 

were fixed in paraformaldehyde 4% and immuno-
stained for paxillin, nuclei and actin. FAs, cells and 

nuclei area, orientation and shape factor were measured 

by Fiji software. Nuclear volume was measured by 

Imaris software. 

 

Results 

The dynamic azopolymer platforms were realized to 

provide cyclic topographical signals to cells. The linear 

pattern inscription/removal was performed after giving 

the cells the time to adapt to the new environment. 

Results showed the efficacy of the dynamic system to 

modulate cell and focal adhesions morphology such as 
area, elongation and orientation (Figure 1). Moreover, 

MCF10A cell nuclei were affected by the cyclic 

topographic signal presentation, with nuclear area, 

elongation and volume increasing from flat-to-pattern 

and decreasing after pattern-to-flat variations, 

resembling the flat condition. Finally, cell mechanical 

properties were influenced by the dynamic stimulus, 

showing an increase of the cell Young’s modulus  on 

pattern and a decrease on pattern-to-flat surfaces. 

 
Figure 1: Fluorescence images of MCF10A cells 
labelled with phalloidin (actin, green), paxillin (FAs, 
red), Hoechst 33342 (nucleus, cyan) on flat, pattern and 
erased surfaces (left to right).  
 
Discussion  

Topographical signals are known to affect cell behavior 

at different levels, from adhesion to differentiation. 

Here, a dynamic photo-switchable platform was realized 

to transmit cyclic stimuli and to give precise instructions 

to cells thus controlling their functions, in terms of 
spreading, alignment, orientation, nuclear shape and 

volume, and mechanical properties. Indeed, the surface 

topography of the azopolymer film which undergoes 

flat-to-pattern-to-flat variation can transmit the cyclic 

signal to the cells and produce a cyclic cell behavior 

from cell-scale to submicron-scale.  

 

Conclusion 

The ability of azobenzene molecules to induce a 

reversible surface mass transport has led to the 

realization of a cell culturing platform for the 

investigation of cell behavior in a dynamic context. The 

transmission of specific instructions paves the way to 
the possibility to control and revert cell functions both 

in space and time.  
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Introduction 

Mechanical loading has been shown to significantly 

increase bone mass in mice. Indeed, osteoblasts and 

osteoclasts, the cells responsible for bone formation and 

resorption, respond to cues secreted by osteocytes 

embedded in the matrix, which assume a crucial role in 

governing bone mechanoregulation. To elucidate bone 

modeling processes at the cellular level, our lab has 

developed a transgenic reporter mouse (bone cell 

reporter, BCR) which enables identifying and 

characterizing single osteoblasts (Ibsp-eGFP knock-in) 

and osteoclasts (TRAP-mCherry knock-in) in their local 

in vivo mechanical environment. In this project, we 

explored if the response of BCR mice to mechanical 

loading is comparable to wildtype (WT) mice, making it 

a suitable model for subsequent mechanobiological 

studies. 

 

Methods 

At 12 weeks of age, BCR and WT female mice were 

pinned at 5th and 7th vertebra and 3 weeks later, loading 

of the 6th caudal vertebra (CV6) was performed for 5 

min, 3000 cycles, 10 Hz frequency, 3 days/week for 4 

weeks (n=9-10 mice/group). Images were acquired 

weekly using in vivo micro-CT (vivaCT 80, voxel size 

10.5 µm). Micro-finite element simulations [1] were 

performed to compute the effective strain (EFF) 

distribution in the samples (Young's Modulus: 14.8GPa; 

Poisson's ratio: 0.3). Mechanoregulation was quantified 

comparing conditional probability curves and percent 

differences for mean EFF among the different 

remodeling regions (formation, resorption, quiescence) 

[2]. Immunostaining of TAZ, a key mechanoregulator of 

bone [3], was used to assess mechanosensitivity in 30-

µm-thick sections using 3D confocal microscopy (n=3 

mice/group). Statistical differences in 

mechanoregulation data were computed with one-way 

ANOVA with Dunnett posthoc test for the in vivo data 

and an unpaired t-test for comparison of histological 

data. 

 

Results 

Since the first week of loading, mean EFF at formation 

sites was higher (not significant) compared to quiescent 

sites for both BCR and WT mice and lower (mostly 

significant) for resorption sites (Fig. 1 A-B). A similar 

EFF distribution between remodeling clusters was 

visible in the corresponding conditional probability 

curves. TAZ immunostaining demonstrated higher 

expression in the loaded (8N) group compared to control 

(0N) for both BCR and WT mice (Fig. 1 C) and the 

expression was predominantly observed around 

resorption cavities. Consistent with immunostaining 

results, quantification of TAZ intensity accentuated the 

significantly higher expression of TAZ in loaded mice 

compared to controls (Fig. 1 D). 

 

Figure 1: A-B) Mean EFF at formation, quiescent and 

resorption sites expressed as percentage differences 

from BCR and WT mice for 8N group. C) Representative 

images showing endogenous signals of osteoblasts 

(Ibsp-eGFP), stained Hoechst (nuclear, blue) and TAZ  

(purple) in BCR and WT mice for 8N and 0N groups. D) 

Mean intensity (a.u.) of TAZ signals of BCR and WT 

mice for 8N and 0N groups. Scale bars: 50 µm.*p<0.05, 

**p<0.001, ***p<0.0001.  

 

Discussion 

Our results indicate that BCR mice have a similar 

response to mechanical loading as WT mice given the 

similarities in the mechanoregulation analysis and the 

significant upregulation of TAZ expression between the 

8N and 0N loading groups. Additionally, BCR mice 

allow identifying single osteoblasts and osteoclasts 

through their  fluorescent reporters in native bone. 

Ultimately, BCR mice can provide valuable insights 

toward the investigation of bone adaptation and 

mechanoregulation in the local in vivo environment. 
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INTRODUCTION 

Traction Force Microscopy (TFM) constitutes a mixed 

experimental-computational methodology which allows 

to estimate forces acting on the surface of cells due to 

mechanical interaction with the surrounding 

environment (ECM) during processes like cell adhesion 

or migration. Taking advantage of available 

microscopic techniques, measurement of displacements 

within hydrogels (that mimic the ECM) can be 

performed. Then, by using an adequate hydrogel’s 

constitutive law cell tractions can be reconstructed. 

While the accuracy of TFM cellular force reconstruction 

is crucial to provide precise insight into cell mechanics 

and its potential role in the development of certain 

pathologies, many aspects of the methodology remain 

still unclear. Particularly, the evaluation of the 

applicability of employing a linear approach in cell 

traction field reconstruction, due to its simplicity and 

low computational cost, may be of interest especially 

when elaborate constitutive hyperelastic laws are to be 

numerically implemented for nonlinear matrices. 

     

METHODS 

TFM can be carried out through two distinct 

fundamental approaches: the forward method, and the 

inverse method. The forward method is employed for 

computation of cell tractions directly from measured 

displacements through the selected constitutive law for 

the hydrogel. The inverse method searches for a new 

displacement field that closely resembles the measured 

one within a minimization procedure that follows a 

regularization strategy. Then, tractions are computed 

from the new displacement field through the constitutive 

law. Previously, we developed a novel inverse method 

that enforces the new displacement field to satisfy force 

equilibrium within the hydrogel [1]. The results 

provided by our inverse method significantly 

outperform those produced by the forward method on 

both linear and nonlinear hydrogels [1,2]. The aim of 

this study is to present a comprehensive assessment of 

the accuracy of traction reconstruction with respect to 

important challenges in 3D TFM, by using synthetically 

generated (control) ground truth solutions as a reference 

for comparison purposes. TFM accuracy, via the 

definition of a specific error indicator, is evaluated in a 

set of real scenarios such as: mechanical nature of the 

hydrogel (linear or nonlinear), cell morphology, level of 

strain achieved within the hydrogel for different cellular 

pulling forces, and the feasibility of considering a linear 

material behaviour for collagen in traction recovery. The 

nonlinear hyperelastic model selected for 

implementation considers the fibrillar microstructure of 

collagen hydrogels [3] and was calibrated with shear 

rheology tests.  

  

RESULTS 

 
Figure 1: Error of reconstructed tractions solution 

assuming a linear behaviour of the collagen matrix 

versus ground truth solution of the considered nonlinear 

matrix in forward and inverse methods. Small, 

intermediate and large cellular pulling force cases. 

 

DISCUSSION 

The main conclusions to be drawn from the study are the 

following: (i) cell traction reconstruction becomes more 

challenging for complex (non-spherical) cell geometries 

that exhibit multiple large protrusions. (ii) cellular 

pulling force magnitude does not significantly impact on 

the accuracy of traction reconstruction. (iii) linear 

modelling constitutes a poor assumption when 

compared its performance with that of a nonlinear model 

that accurately represents the real mechanical nature of 

the synthetic collagen matrices considered in this paper. 

This knowledge may be useful to properly design TFM 

in vitro experiments, and to further investigate new 

methods and models in mechanobiology. 
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Introduction 

Tumour growth is a force-sensitive process, regulated in 

part by mechanical feedback from surrounding tissue 

(1). Such mechano-responsiveness can govern tissue-

specific risk and progression of cancer, ultimately 

impacting disease outcomes. However, the underlying 

biomechanisms by which mechanical loading influences 

cellular growth and proliferation have not yet been 

uncovered. In this study, we propose a joint theoretical-

experimental framework to determine how the feedback 

between growth, mechanical loading, and cell-cell 

exchange flow could restrict tumour cell proliferation. 

Methods 

Model development: Cell size is regulated by an 

interplay between energy-consuming pumps, 

mechanosensitive ion channels, actomyosin tension, and 

cytosolic proteins that coordinate to manipulate cellular 

osmolarity and subsequently cell volume � (2, 3). 

Growth induced by electro-osmotic fluxes of multiple 

permeable ion species ������/�	 can be driven by 

impermeable solute (protein) synthesis �
/�	 and 

deviations in membrane potential �, such that the 

osmotic pressure difference across the cell membrane is 

given by ΔΠ  ���∑ Δ�� � 
/��. Assuming a 

membrane water permeability ��,�, single cell growth 

may be written as ��/�	  ���,��Δ� � ΔΠ�, where 

the hydrostatic pressure difference Δ� depends on active 

cell stress and external mechanical loading. With further 

consideration of convective and diffusive solute flow 

between connected cells, we aim to quantify the external 

pressure �� required to inhibit cell division by restricting 

growth below a critical mitotic volume V���� (Fig 1A).  

Experimental methods: Hydrogels of varying stiffness 

(0.58-1.1 kPa) were generated by crosslinking gelatin 

with transglutaminase. 4T1 mammary carcinoma cells 

were encapsulated within hydrogels and after 7 days we 

quantified tumour spheroid size and cell number (DNA). 

Computational analysis: A continuum model was 

developed using user-defined material subroutines 

within Finite Element (FE) software Abaqus to predict 

tumour cell (��) proliferation as dependent on spheroid 

stress   induced by matrix deformation: 

d��dt  #��τ�% '1 � tr� �
3�� + , �1� 

where τ� is the timescale for tumour proliferation in the 

absence of other factors. To simulate growth we adopted 

a multiplicative decomposition of the deformation 

gradient , into ,- (growth tensor) and ,. (elastic tensor) 

(4, 5), such that ,  ,.,-. Here ,/  λ-1, where λ- 
 c�/c3 is the growth stretch, 1 is the second order identity 

tensor and c3 is the initial number of cells in a spheroid.  

Results and Discussion 

Our model predictions for electro-osmotic control of 

division suggests that synthesis during the cell cycle 

reduces membrane potential and increases cytosolic 

osmotic pressure to drive cell growth. Simulations 

indicate that compressive loading and exchange flow 

through gap junctions in connected cells can restrict 

osmotically-regulated cell growth and subsequently 

limit the potential for a cell to surpass the size 

checkpoint for division (Fig 1B). Our experiments of 

tumour spheroid growth in hydrogel indeed show that 

spheroid size reduces with increasing hydrogel stiffness 

(Fig 2C) and our associated simulations can characterize 

the stress-dependence of growth using a mechano-

sensitive formulation (Fig 2D-E). These results provide 

new insight into the stress-dependent nature of cell and 

tumour growth, with broad applications to patient-

specific cancer diagnosis and tissue engineering. 
 

 
 

Figure 1: (A) Cells increase in volume and reduce 

membrane potential during their cycle; (B) Model 

predictions for cell growth suggest that mitosis can be 

restricted by stress and cell-cell contact; (C-E) 4T1 

spheroid growth can be mechanically controlled by 

hydrogel stiffness in agreement with model predictions. 
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Introduction 

Collagen fibrils (CFs) are viscoelastic, nanoscale fibers 

that make up a large variety of tissues in our bodies and 

provide the biomechanical scaffold for cell attachment. 

Despite their major relevance for mechanical integrity 

and cell function, data on the time-dependent 

mechanical behavior of CFs is sparse. Currently, there 

is a debate as to which extent intermolecular cross-

linking affects CF stiffness and molecular sliding – a 

mechanism speculated to be a major contributor to 

viscoelasticity1,2. Creep experiments on individual CFs 

would be an appropriate method to investigate 

molecular sliding. However, such experiments were not 

feasible to date, due to shortcomings in tensile testing 

methods. We recently developed a nano tensile testing 

instrument, the NanoTens3, and implemented force-

control enabling us to conduct creep experiments. 

Methods 

Fig. 1: Results of a creep experiment on an individual 

collagen fibril in tension (a). Force (blue) is held 

constant at 1 µN, while strain (red) is measured over 

time. The Burgers model in Kelvin-Voigt configuration 

(b) is fitted to the creep data. 

 

CFs from mouse tail tendons were deposited on 

microscope slides and incubated in methylglyoxal 

(MGO) or control buffer for 4h at 37ºC in equal number. 

CFs were then prepared for tensile testing with the 

NanoTens by gluing to the substrate and application of 

magnetic beads. Tensile tests were conducted in PBS by 

lifting each magnetic bead along with the attached CF 

via magnetic tweezer and placing them in a 

microgripper mounted on a force probe. Force-control 

was achieved by feeding probe readout back into the 

system PI controller. Through this, force probe position 

is actuated such that force applied to the CFs is 

following a force setpoint. We applied force step-inputs 

to 0.5, 1.0 and 1.5 µN and held the force constant for 60s 

to all CFs, MGO cross-linked and control, while 

measuring strain. Through this, we conducted a creep 

experiment (Fig. 1 a). We fitted the Burgers model in 

Kelvin-Voigt (KV) configuration to the resulting strain, 

solving it for constant force input (Fig. 1 b).   

Results 

 
Fig. 2: We find significantly increased elastic response 

(a - E2, c – E1) to force step-inputs and reduced creep 

per time (b) in cross-linked CFs. The transient response 

(KV, c and d) shows significantly increased elastic 

response but no differences in time constant. 

Significance was tested with the Mann-Whitney U-test.    

 

The elastic response is significantly increased for both 

spring elements (E1, E2) in the Burgers model due to 

MGO cross-linking. Furthermore, also the long-term 

viscosity (η2) is significantly increased, which manifests 

in reduced creep over time (Fig. 2 b). However, transient 

viscoelasticity, e.g. the time constant of the KV element, 

is not affected by cross-linking. Overall, the magnitude 

of the applied force only affects the elastic response, but 

not the viscous behavior. 

Discussion 

To the best of our knowledge, we have for the first time 

conducted creep experiments of nanoscale fibers and by 

that studied nanoscale phenomena independent from 

interaction of the fibers at scales above. The results 

clearly demonstrate reduced molecular sliding due to 

intermolecular cross-linking. At the same time, cross-

linking evidently increases the elastic response, which 

combined with the reduced sliding indicates reduced 

energy dissipation due to cross-linking. Contrarily, 

transient viscoelasticity seems not to be affected. We 

therefore contribute the transient viscoelasticity to 

rearrangements in the water network as well as 

straightening and uncoiling of collagen molecules that 

is independent of intermolecular cross-linking. 
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Introduction 
Most cells in native soft tissues are subjected to 
multiaxial loading conditions. To examine how 
different mechanical boundary conditions influence 
tensional homeostasis in cell-seeded tissue equivalents, 
we developed a novel biaxial bioreactor to study and 
compare this phenomenon in a uniaxial and biaxial 
setting. In combination with a detailed 
micromechanical computational model and a simple 
theoretical mechanical analog model, we are able to 
identify possible cell-level quantities a cell might 
regulate that translate into tensional homeostasis on 
tissue-level on short time scales (hours) where collagen 
production and removal can largely be neglected. 
 
Methods 
The biaxial bioreactor [3] has two highly sensitive 
force transducers which allow the precise measurement 
of cell-generated forces in initially stress-free collagen-
based tissue-equivalents over a period of up to 2 days. 
The device is capable of accurately applying static and 
dynamic strains through the independent control of 
each axis (Fig. 1A). This allows measuring the cellular 
response of force generation to external perturbations 
in a uniaxial and biaxial setting. The experiments were 
performed with 3T3 fibroblasts and primary cells 
extracted from murine aortas. In the computational 
model [1], collagen fibers of the extracellular matrix 
are modeled as non-linear finite beam elements. A cell 
can form a connection to a surrounding fiber via 
integrins which are represented as catch-slip bonds 
with a force-dependent unbinding rate. This complex 
system was reduced to a simple theoretical mechanical 
analog model (Fig. 1B) consisting of springs and a 
motor element [2]. 
 
Results 
The experiments with the novel bioreactor showed that 
the homeostatic force (𝐹!), established after 
approximately 24 hours, is higher in a biaxial setting 
than in a uniaxial setting (Fig. 1C). Additionally, we 
found that 𝐹! depends on cell density and collagen 
concentration. After applying a single external step 
perturbation, we observed that cell-seeded collagen 
gels cannot exactly restore their homeostatic force, 
even over periods of several hours (Fig. 1C). Our 
computational model was able to reproduce these 
observations for varying cell densities and collagen 
concentrations. We used the simple mechanical analog 
model to test different hypotheses of which mechanical 

cellular quantity might be regulated on short time 
scales and found that cells most likely regulate their 
contractile forces rather than stress or strain in the 
extracellular matrix or their own shape. 
 

 
Figure 1: A) Biaxial bioreactor placed in incubator. B) 
Schematic of mechanical analog model. C) Experimental 
results of applying an external perturbation to cell-seeded 
tissue equivalents (3T3 fibroblasts, 1.0E6 cells/ml, 
collagen concentration 1.5 mg/ml. Mean ± SEM, n = 4.)  
 
Discussion 
The results highlight the importance of appropriate 
boundary conditions when performing experiments 
with 3D tissue-equivalents. A biaxial setting, which is 
more natural as almost all tissues and cells are subject 
to multiaxial loading conditions in-vivo, produces a 
different homeostatic force under otherwise identical 
conditions. Combining the experimental and 
computational results with the mechanical analog 
model, we were able to confirm that the deviation of 
the force from 𝐹! after an external perturbation is a 
consequence of the mechanisms underlying tensional 
homeostasis such as the catch-slip bond behavior of 
integrins. 
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Introduction 

Collagens are the most abundant and structurally the 

most important proteins of the human extracellular 

matrix. Therefore, mechanical properties of collagen 

molecules (tropocollagen), and the progressively larger 

structures they form, are crucial for tissue mechanics 

and function. While there are a number of studies 

modeling the mechanical behavior of tropocollagen 

molecules via molecular dynamics (MD) approaches 

there is little but none experimental data available [2,3]. 

Due to MD limitations experimental validation of 

predicted behavior such as molecular uncoiling is 

needed and will also provide further insight into 

collagen mechanics.  

Here, we present an approach to experimentally 

characterize adhesion forces between tropocollagen 

molecules and mica. 

Figure 1: Example force-distance curve. Different force 

regimes [2] are indicated by background colors. 

Methods 

Maleimide based surface functionalization [1] is used to 

tether individual collagen type III molecules onto an 

AFM tip using a N-hydroxysuccinimide (NHS), 

polyethylene glycol (PEG), maleimide (MI) linker 

system.  

Table 1: Pulling length and pull-off force results. AFM 

SMFS measured in HAc and with 4s holding time. 

Atomic Force Microscopy (AFM) Single Molecule 

Force Spectroscopy (SMFS) measurements  

were conducted in water and acetic acid on mica at 

different approach and retraction speeds (0.1, 0.25, 0.5, 

1, 1.5, 2 nm/s) and at different holding times (0, 1, 2, 4s) 

to investigate Tropocollagen-substrate interactions. 

 

Results 

We detected collagen-substrate interactions on mica and 

in acetic acid. All detected force-distance curves showed 

similar behavior.   

In a typical force-distance curve (see Figure 1), 

unspecific adhesion interactions within the first 30 nm 

are followed by tropocollagen-related interactions with 

pulling lengths longer than 2 µm and pull-off forces of 

up to 1.4 nN in acetic acid (0.5 mol/L). More than 38000 

force curves were used for analysis. 

 

 
Figure 2: Analysis of 3340 force curves measured in 

acetic acid, at 0.5 µm/s approach and retraction 

velocities and four different holding times (0s, 1s, 2s, 

4s). Different force regimes [2] are indicated by 

background colors. A) Pull-off force, B) Pulling length.   

Discussion 

We report first experimental measurements on collagen 

molecules reaching deformation-relevant forces. 

Further, determined median pull-off forces for longer 

holding times are confirmed by MD simulations of 

shear-dominant stresses applied which reported a peak 

force of 621 pN with 12.7% strain [4]. Measured median 

pulling lengths may indicate even higher strains 

suggesting even more severe modification, i.e. pulling 

out of one of the three peptide chains forming the 

collagen triple helix.  
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Introduction 

In many solid tumours, such as sarcoma, a 

desmoplastic reaction takes place and as a result solid 

tumors stiffen as they grow in a host’s normal tissue. 

Stiffening is caused by an increase in the structural 

components of the tumor, particularly in the density of 

the extracellular matrix fibers and mainly of collagen 

[1,2]. Although tumor microenvironment stiffening 

poses a major physiological barrier to the effective 

delivery of drugs, the underlying mechanisms remain 

unclear [3].  

In this study, we investigated the effect of collagen 

content / stiffness on fibrosarcoma cells, particularly on 

specific cytoskeletal properties involved in tumour 

growth and invasion [2, 4]. Also, the nanomechanical 

properties and tumor microenvironment alterations 

during cancer progression were studied in tissue level 

[1,4]. Atomic force microscopy, optical and 

fluorescence microscopy, image processing and 

biological assays were used in order to assess cells 

cytoskeletal remodeling and tumor microenvironment 

alterations.  
 

Methods 

Cells: Human fibrosarcoma cell line HT1080 and the 

murine fibrosarcoma cell line MCA205 were 

maintained in DMEM and RPMI-1640, respectively, 

supplemented with 10% Fetal Bovine Serum (FBS) 

and 1% antibiotics. Orthotopic fibrosarcomas were 

established by implantation of HT1080 and MCA205 

into the third mammary fat pad of 6-8-week-old 

C57BL/6 mice. Tissue biopsies were obtained at 3 

different time points during cancer progression. AFM 

measurements (Molecular Imaging, PicoPlus) on live 

cells and fresh samples were conducted, with silicon 

nitride cantilevers (MLCT-Bio, Bruker). The force 

maps were analyzed by AtomicJ using the Hertz 

model. Cells’ cytoskeleton was assessed by staining F-

actin with phallodin and β-tubulin with relevant 

antibodies. Fibers orientation was evaluated with 

FilamentSensor tool. Collagen abundance was 

evaluated via picrosirius red staining and images were 

acquired using an Olympus BX53 microscope with 

linear polarizers.  
 

Results  

Our results demonstrated that collagen stiffness 

remodels cells’ cytoskeleton (Fig. 1A, B). Cells were 

becoming softer (Fig. 1C) and with more aligned stress 

fibers when on stiffer substrates (Fig. 1D). In tissue 

level, during cancer progression the tumor’s collagen 

content was increased due to desmoplasia (Fig. 1E). 

AFM analysis of tumor biopsies at different times of 

tumor growth in fibrosarcoma revealed two distinct 

characteristics as far as the distribution of elastic 

modulus is concerned: a lower elasticity peak, due to 

cancer cell softening and a higher elasticity 

distribution, due the collagen overproduction (Fig.1F).  

 
Figure 1: A) Representative MCA205 cell (blue: 
nucleus, Green: β-tubulin, Red: F-actin) B)MCA205 
cells on different substrates. C) F-actin stress fibers 
orientation, D) MCA205 cells’ stiffness, E) Collagen 
content and F) Nanomechanical signature during 
cancer progression (HT1080 murine tumor model).  

Discussion 
Overall, our results demonstrated that collagen 

stiffness modulates sarcoma cells cytoskeleton 

remodeling. Furthermore, we found that AFM 

techniques are sensitive to access small 

nanomechanical modifications during cancer 

progression, which are related to cancer desmoplasia 

and cancer cells’ softening. Further research in this 

area is demanded so as to develop novel 

nanomechanical biomarkers that can be used for 

diagnostic and prognostic purposes.  
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Introduction 

The main cause of cancer-related death is metastasis; 

early detection or prediction are crucial. Metastasis is 

currently predicted via histopathology, disease-

statistics, or genetics, yet those are often-inaccurate, not 

rapidly available, and require known markers. We have 

developed a rapid (~2hr) mechanobiology-based 

approach to rapidly diagnose cancer and provide early 

prognosis of the in vitro invasiveness of cells [1], which 

we show here accurately agrees with the clinical 

likelihood for metastasis [2,3]. 

 

Methods 

We evaluate the mechanical invasiveness of cells from 

ten breast and pancreatic cancer cell lines and also from 

freshly resected, enzymatically degraded, human 

pancreatic and skin tissue samples [2,3]. Cells are 

seeded on physiological-stiffness (2.4 kPa) gels with 

fluorescent beads embedded at their surface as markers. 

Within 1-hr of seeding, the invasive cell-subsets 

forcefully push into an indent an impenetrable, 

physiological-stiffness polyacrylamide gels, while non-

invasive/benign cells do not. The fraction of cells that 

indent the gels and their attained depths are determined 

by fluorescence microscopy. In cell lines, we compare 

to trans-well, Boyden chamber, migration assays (8 µm 

pores, 72 hrs). In tumor samples, clinical histopathology 

and patient follow-up are used as gold-standard. 

 

Results 

We show (Figure 1) that the percentage of indenting 

cells and their attained depths, together the sample’s 

mechanical invasiveness, agree with the in vitro and 

literature established metastatic potential in cell lines 

and with the clinically determined invasiveness in tumor 

samples [2,3].  

 

 
Figure 1: K-means cluster analysis of pancreatic tumor-

samples (●) together with breast (▲) and pancreatic (♦) 

cell-lines demonstrates separation between metastatic 

and non-metastatic cells. With permission from [2]. 

 

We demonstrate, via finite element modeling, the force 

levels and configurations and cell mechanobiology 

required to attain invasive indentations [4]. Utilizing the 

current experimental and clinical database, we have 

developed machine learning models to automatically 

predict the invasiveness and metastatic risk. 

Specifically, 2-class models (distinguishing invasive 

from non-invasive) provide high sensitivity and 

specificity, respectively 0.92 and 1, and 5-class models 

(i.e. normal, benign, non/low/high metastatic-risk) 

provided sensitivity and specificity of 0.69 and 0.91 [5]. 

 

Discussion 

The mechanical invasiveness of high or low-metastatic-

potential and benign/normal cells are significantly 

different, allowing determination of cancer-type 

specific, clinically relevant prognostic thresholds. Our 

innovative and unique mechanobiology-based approach 

provides a rapid and accurate cancer diagnosis and 

prediction of metastatic likelihood in tumors, already 

during the time of first diagnosis, which can critically 

affect patient-specific treatment protocols and disease 

management. 
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Introduction 

Bone has the fascinating ability to self-regenerate. 

However, under certain conditions, such as Type 2 

diabetes mellitus (T2DM), this ability is impaired.  

T2DM is a chronic metabolic disease known by the 

presence of elevated blood glucose levels that is 

associated with reduced bone regeneration, high fracture 

risk and non-union. Several cellular processes have been 

shown to be affected in T2DM patients, such as 

impaired osteoblast (OB) function and slower cell 

migration [1]. However, it is yet unknown how the 

T2DM‐related alterations at the cellular level contribute 

to altered bone regeneration. Therefore, the aim of this 

study was to identify key cellular activities that impact 

bone regeneration in T2DM, using an in silico approach. 

 

Materials and Methods 

A previously described computer model able to explain 

bone regeneration in uneventful conditions of healing 

[2] was further developed to investigate bone 

regeneration in T2DM. The computer model combined 

finite element (FE) analysis, to determine the 

mechanical environment within the defect region, and 

an agent-based model (ABM) to characterize biological 

processes taking place during bone regeneration. To 

analyze the impact of distinct T2DM-altered cellular 

activities on the overall regeneration, distinct biological 

alterations were modulated and compared against non-

diabetic healing with a design of experiments (DoE) 

approach. 

Aspects analysed included the presence of stromal cells 

(MSCs), cellular migration, proliferation, differentiation 

and apoptosis. To verify the computer model findings an 

in vivo experimental setup was replicated, in which 

regeneration was analysed in healthy and diabetic after  

a rat femur bone osteotomy stabilized with a plate 

fixation [1]. Two FE models were built having the same 

gap size (3mm) and overall geometry (Fig.1), but with 

different loading conditions, to take into account the 

higher body weight of the diabetic animals. The gap 

region was initially filled with granulation tissue, while 

titanium material properties were assigned to the plate 

and screws. 

 

 
Fig. 1: Computer model of a rat femur osteotomy, 

replicating the experimental setup described in [1]. In 

red, the cross section shown in Fig 2A. 

 

Results 

Initially, higher compressive strains were predicted 

within the defect of the diabetic rat (Fig. 2A). The 

parametric analysis revealed that alterations in MSC 

proliferation, MSC migration and OB differentiation 

had the highest impact on bone defect regeneration. To 

verify our findings against in vivo data, a 

downregulation of these cellular activities was 

simulated and computer model predictions of bone 

regeneration where compared to experimental µCT data 

of bone regeneration in diabetic. Under these constrains, 

in silico predictions of regenerated bone in diabetic and 

and non-diabetic cases matched qualitatively and 

quantitatively those from ex vivo microCT at 12 weeks 

post-surgery (Fig. 2B and C). 

 

 
Fig. 2: (A) Minimum Principal Strains within the 

healing region. Bone defect filling 12th week post-

osteotomy in experiments [1] and simulations (B) 

qualitative and (C) quantitative.  

 

Discussion 

Our results suggest that alterations in MSC proliferation, 

MSC migration and OB differentiation due to T2DM 

were most relevant to the delay in bone regeneration. In 

vivo data showed that osteopontin and BMP2, known to 

affect the cellular activities of MSCs and OB, were 

considerably down regulated in diabetic animals (1, 3). 

A down regulation of these specific cellular activities 

relevant to bone defect healing may be considered as key 

drivers for an impaired regeneration in diabetics. Future 

studies should investigate salvage strategies that could 

tackle these specific cellular processes.  
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Introduction 
Bone (re)modelling is a biological optimisation process 
whereby the structure is adapted and maintained to meet 
the demands of mechanical loading. The adaptation is 
directed by osteocytes and results from a joint effort by 
osteoblasts and osteoclasts which form the basic multi-
cellular unit (BMU). Recently, a micro-Multiphysics 
Agent-based (micro-MPA) model has been developed to 
provide unprecedented capabilities at simulating cell 
mechanobiology and behaviour at the tissue-scale [1]. 
However, the rules governing the cellular behaviours 
require calibration. Previous in silico studies have 
investigated and unified the theories of trabecular and 
cortical remodelling [2], albeit not within the context of 
an ABM. To this end, we aim to understand the 
emergence of bone (re)modelling from specific rules 
pertaining to the cells of the BMU.  

Fig. 1: a) Initial condition of cortical bone under 
uniaxial compression; b) no load, uniaxial compression, 
and combined loading. c) Initial condition of the 
trabecular bone for uniaxial compression. d) Bone 
formation, resorption, and quiescence for uniaxial, 
biaxial and 45° rotated biaxial compression. 
 
Methods 
Cell behaviours and rules were implemented and 
investigated using a two-dimensional version of the 
micro-MPA model [1]. This 2D model relied on the 
same finite-difference and finite-element solvers for the 
diffusion and tissue mechanics, respectively. 
Osteocytes, osteoblasts and osteoclasts were modelled 

as independent agents on a discrete lattice with square 
elements of uniform length. Trabecular and cortical 
bone were discretised as two domains with 150 pixels 
squared (Fig. 1ac). A timestep consisted of an update of 
the agents followed by diffusion, whereas tissue strain 
was updated every 20 timesteps. The osteocytes were 
responsible for inducing resorption by producing 
receptor activator of nuclear factor kappa-Β ligand 
(RANKL) in regions of minimal effective strain (εeff) 
[3]. RANKL was modelled as a chemoattractant for 
osteoclasts which resorbed mineral within their Moore’s 
neighbourhood. Whereas the osteoblasts deposited 
osteoid predominantly in the direction of increasing 
mineral concentration. Osteoblast motility was 
governed by an affinity towards regions of higher 
effective strain. Various loading scenarios were devised 
for testing the rules governing the BMU’s behaviour and 
capability of (re)modelling. The cortical bone was 
subjected to no load, uniaxial compression, and 
combined loading (Fig. 1b). The trabecular bone was 
loaded uniaxial, biaxial, and rotated (45°) biaxial 
compression (Fig. 1d). The results were verified by 
qualitatively assessing the resulting micro-architecture. 
 
Results 
The simulations show that the BMU can be guided by 
mechanosensitive RANKL signalling by osteocytes and 
reproduce experimentally observed (re)modelling 
patterns in the cortical (Fig. 1b) and trabecular region 
(Fig. 1d) for all loading scenarios after 800 iterations.  
 
Discussion 
The advantages of studying mechanobiology with this 
2D micro-MPA model were its low computational cost 
and its capability of rapid development cycles and 
calibration. The emergence of the (re)modelling process 
from our investigation of the BMU’s behaviour with this 
model aligns with experimental observations and 
corroborates findings from previous in silico 
investigations [1,2]. The implemented rules are suitable 
for further investigation with a more refined model that 
includes pathways targeting bone formation and 
metabolism. 
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Introduction 

Osteoarthritis (OA), a degenerative joint disease is 

suspected to be triggered by multiple factors, with 

abnormal mechanics and inflammation being 

predominant ones. In silico models can provide unique 

insights to unravel the complex interplay between 

mechanics and pro-inflammatory cytokines in the 

initiation and progression of OA. One of the novel 

approaches in this context is to couple finite element 

(FE) models with systems biology models. In this 

approach, the mechanics translating across multiple 

length scales (from joint-level to cell-level) obtained 

using FE models is coupled with intracellular 

gene/protein regulatory networks modelling 

intracellular biochemical processes in a multiscale 

manner. Using such an approach, the aim of this paper 

is to delineate the effect of physiological and 

pathological mechanical signals (post meniscectomy) 

on the fate of articular chondrocytes in the human knee 

joint, in combination with pro-inflammatory cytokines. 

   

Methods 
The modelling workflow incorporates computer models 

at 3 different length scales (figure 1) as follows: 

A FE model of the right knee of a 70 year old female 

was developed in FEBio [1]. Hyperelastic material 

properties were assigned to cartilage, menisci and the 

ligaments as obtained from literature. Joint kinetics and 

kinematics for stance phase of the gait was used as input 

boundary conditions for the knee joint. 

FE models of the chondrocyte and its 

microenvironment (containing the pericellular matrix 

(PCM) and extracellular matrix (ECM) ) for the 

different zones of the cartilage (superficial zone (SZ), 

middle and deep zone (DZ)) were developed in Abaqus. 

The ECM and PCM were modelled as fibril reinforced 

poro-viscoelastic materials [2]. The cell was modelled 

as a biphasic material. The maximum compressive and 

shear strains obtained at the different zones of articular 

cartilage from simulations of the knee joint were used as 

input boundary conditions for the cell-level model.  

An additive, semi-quantitative regulatory network 

for chondrocyte mechanotransduction and 
inflammation was developed using a combination of 

knowledge-based and inference-based approach. The 

forces sensed by cells in the cell-level FE model were 

used as an input to perturb the regulatory pathways.  

 
Figure 1. Multiscale model of human knee joint  

Results 

Meniscectomy led to increased strains in the articular 

cartilage as compared to a healthy joint, resulting in 

higher forces sensed by the chondrocytes in all the zones 

of cartilage. This increased cellular forces led to 

subsequent build-up of inflammatory cytokines over 

time, which in tandem with the abnormal mechanical 

loading led to blocking of relevant mechanotransduction 

pathways (TRPV4 and YAP/TAZ) in SZ chondrocytes. 

Furthermore, a phenotypic switch of SZ chondrocytes to 

a hypertrophy-like state was observed (evidenced by the 

high activity of the pro-hypertrophic biomarkers 

RUNX2, Coll-X, MMP13, ADAMTS5). On the 

contrary, the DZ chondrocytes initially remained in their 

stable state showing very small degenerative effects due 

to meniscectomy. However, when the SZ had 

degenerated considerably at a later stage, the DZ 

chondrocytes showed hypertrophy-like behaviour. This 

was due to higher mechanical forces now transmitted to 

the DZ of the cartilage.  

 

 
Figure 2: Activity of SZ chondrocyte biomarkers due to 

meniscectomy and pro-inflammatory cytokine IL-1b. 

 

Discussion 
The multiscale model developed (combining FE and 

systems biology) predicted that meniscectomy induces 

inflammation and subsequent loss of ECM components 

in articular cartilage. It also revealed the differential 

behavior of SZ and DZ chondrocytes, which was due to 

the difference in mechanics perceived in the different 

zones. Calibration and validation of the model with 

respect to an in-vitro setup of dynamic compression of 

cartilage explants is ongoing, to make it more robust. 
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Introduction 

Bone is a unique tissue due to its remodeling ability. 

During bone remodeling, new bone tissue is secreted in 

response to certain mechanical or biological stimuli. 

Being a mechanically sensitive tissue, bone adapts its 

structure according to its loading, through the activity of 

osteoclasts and osteoblasts. Osteoclasts are the bone 

cells responsible for bone resorption, while osteoblasts 

are the bone-forming cells. Although the transduction of 

the mechanical signal into a biological response is still 

under debate, remodeling algorithms are an important 

tool to test distinct hypothesis to explain this 

biomechanical communication. This work presents a 

new approach to link the mechanical and biological 

components of bone remodeling, combining a biological 

model and a mechanical model of bone remodeling 

previously proposed [1-2]. 

 

Methods 

The remodeling algorithm begins with a mechanical 

analysis to calculate the strain energy density (SED) 

field. Based on the SED level, the nodes discretizing the 

domain are divided into three groups – resorption, 

formation and quiescence – with distinct parameters to 

control bone’s biological response. These parameters, 

here proposed for the first time, regulate osteoclasts and 

osteoblasts activity, which ultimately affects bone’s 

apparent density. 

The algorithm is validated with a benchmark example 

[3], consisting on a 2D bone patch loaded with an 

oblique load, as presented in Figure 1a). Simulations are 

combined with three distinct numerical methods – finite 

element method (FEM), radial point interpolation 

method (RPIM) and natural neighbor radial point 

interpolation method (NNRPIM). 

 

Results 

Figure 1b), c) and d) show the trabecular distribution 

attained at the end of the simulation with FEM, RPIM 

and NNRPIM. Although bone’s apparent density 

distribution maps differ from each other, the obtained 

trabeculae reflect the orientation of the applied load, 

validating the algorithm. 

 

 
Figure 1: (a) Schematic representation of the 

benchmark example used; Trabecular bone distribution 

obtained with (b) FEM, (c) RPIM and (d) NNRPIM. 

White regions represent bone, while black regions 

represent non-bone areas. 

 

Discussion 

The combination of meshless methods (i.e. RPIM and 

NNRPIM) with a biomechanical model of bone 

remodeling was proposed for the first time in this work. 

As presented in Figure 1, meshless solutions presented 

highly individualized trabeculae with smooth contours, 

supporting their use in remodeling algorithms. 
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Introduction 

Bone is characterized by a continuous process of 

remodelling driven by complex actions of biological 

cells, biochemical and mechanical factors. Conditions of 

altered mechanical loading, e.g. microgravity, present 

an adverse effect on bone homeostasis, associated with 

increased bone resorption [1]. Mathematical modelling 

represents a complementary method to investigate cells 

interconnections and their influence on the 

mechanobiology of bone remodelling. In this study, we 

extend a previous computational model of bone 

remodelling [2] to take into account recent biological 

evidence, i.e. Wnt pathway. Wnts are secreted 

glycoproteins that promote osteoblast proliferation and 

bone formation [3]. Conversely, sclerostin inhibits Wnt 

signaling by binding with Wnt receptors LRP5/6, 

leading to a decrease of bone formation. Using this 

novel model, we investigate the effects of microgravity 

on mineralized bone area and calcium concentration.  

 

Methods 

The mathematical framework consists of ordinary 

differential equations that take into account mechanical 

stimulus, endocrine regulation and local biochemical 

mediators [1-2]. Mechanotransduction is considered 

through the response of osteocytes subjected to a 

mechanical stress [4]. Biochemical regulations involve 

signaling molecules of RANK-RANKL-OPG pathway 

regulated by nitric oxide and prostaglandin E2, 

transforming growth factor β, parathyroid hormone and 

Wnt signaling [1, 4-5]. Wnt pathway is described via 

competitive binding reactions between Wnt, sclerostin 

and LRP5/6. It is integrated in the previous model [2] 

adopting the implementation proposed by [3]. We used 

average values of the model parameters in line with [2]. 

In 1g gravity, the load is set to obtain a strain ε=1500 με 

in the trabecular sample and in microgravity the 

theoretical mechanical stimulus is F= 0N. The 

simulation is performed considering initial 30 days of 1g 

gravity, followed by 180 days of microgravity, while the 

last 40 days are defined by 1g gravity. 

 

Results 

We analysed the microgravity effects on the temporal 

evolution of mineralized bone area and on the calcium 

concentration in bone fluid. In Figure 1 we compare the 

outcomes of the current model with the results achieved 

with the previous model [2], showing good agreement. 

The incorporation of the Wnt pathway leads to a slightly 

accentuated diminution of bone area in microgravity 

 
Figure 1: Variation of calcium in bone fluid (a) and 

bone area (b) achieved from previous model [2] (blue 

line) and current model (red line). 

 

conditions and to a subsequent increase of calcium 

concentration in bone fluid. 

 

Discussion 

With respect to the current model, the previous one [2] 

underestimates calcium concentration in bone fluid and 

subsequently overestimates bone area. The 

incorporation of Wnt pathway contributes to the 

development of a more accurate equation system. The 

novel computational framework paves the way for a 

more predictive model in order to investigate the 

microgravity conditions that influence long term space 

missions. 
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Introduction 

Aged bone presents several osteocyte-specific defects 

including a lack of mechano-responsiveness, 

uncoupling of bone deposition and resorption, and 

increased bone fragility attributed to poor bone quality 

[1]. However, the mechanisms underlying the 

concurrent decline in bone mass, quality, and mechano-

sensitivity with age remain unclear. The important role 

of osteocytes in these processes and the age-related 

degeneration of the intricate lacuna-canalicular network 

(LCN) in which osteocytes reside point to a primary role 

for osteocytes in bone aging [2].  However, the extent to 

which LCN defects impact osteocyte mechano-

transduction, intercellular communication, and solute 

transport remains unclear.  

 

Methods 

Given technical constraints in experimentally dissecting 

these processes, we applied two in silico approaches to 

investigate the functional impact of LCN disruption 

resulting from either systemic aging or from osteocyte-

intrinsic defects in TGF-β signaling (TβRIIocy-/-) in 

C57BL/6 mice. Using 3D reconstructed confocal 

images of fluorescently-labelled osteocyte networks, we 

applied Connectomic Network Analysis to model solute 

transport and computational fluid dynamics (CFD) to 

model LCN fluid flow and mechano-sensation [3]. 

 

 
Figure 1: CFD streamlines demonstrated significantly 

lower fluid velocity and shear stress around individual 

osteocytes from both aged wild-type (36 mo. WT) and 

young TGF-β receptor knockout mice (2 mo. TβRIIocy−/−) 

compared with young healthy controls (n = 5). 

Results 

We found that osteocytes from aged and TβRIIocy−/− 

mice had 33 to 45% fewer, and more tortuous, 

canaliculi. Connectomic network analysis revealed that 

diminished canalicular density is sufficient to impair 

diffusion even with intact osteocyte numbers and overall 

LCN architecture. Computational fluid dynamics 

predicted that the corresponding drop in shear stress 

experienced by aged or TβRIIocy−/− osteocytes is highly 

sensitive to canalicular surface area [4]. Simulated 

expansion of the osteocyte pericellular space to mimic 

perilacunar/canalicular remodeling [5] restored 

predicted shear stress for aged osteocytes to young 

levels. 

 

Discussion 

In this work, we identify canalicular loss as a driver of 

declining mass transport and mechano-stimulation 

within the LCN of aged bone and of bone with 

osteocyte-intrinsic defects in transforming growth factor 

beta signaling. Overall, these models show how loss of 

LCN volume through LCN pruning may lead to 

impaired fluid dynamics and osteocyte exposure to 

mechano-stimulation. Furthermore, osteocytes emerge 

as targets of age-related therapeutic efforts to restore 

bone health and function. We identify the ability to 

restore physical stimulation to osteocytes through 

expansion of the pericellular space. Future studies will 

determine if therapeutic stimulation of osteocyte 

function can improve bone health with age.  
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Introduction 

For blood to travel from the heart to the different parts 

of the body, blood vessels, i.e., arteries and veins, are 

essential for the delivery of nutrients, oxygen and the 

removal of cellular waste. If these originate for the first 

time, the process is called vasculogenesis, while if they 

are created from existing ones, angiogenesis. In this 

work, from an in-silico point of view, the influence of 

the stiffness and viscoelasticity of the extracellular 

matrix (ECM) is modeled. For this purpose, a discrete 

3D agent-based model has been developed, based on 

previous studies [1], in which the vascular network 

grows immersed in the ECM. 

 

Methods 

The mathematical model contemplates the subsequent 

forces: angular (𝐹𝑎), random (𝐹𝑟), chemotactic (𝐹𝑐), 

directional persistent (𝐹𝑝), mechanical (𝐹𝑚) and 

viscoelastic (𝐹𝑣). Depending on their location, a 

distinction is made between Tip cells (‘t’), located at the 

tip and Vessel cells (‘v’), positioned inside the vessels. 

Additionally, there are the cells of the ECM (‘g’), which 

has been modeled as a spatial distribution of particles 

forming a sphere, interconnected with their neighbors. 

Regarding the cell type, a certain set of forces is applied 

(see eqs. 1 and 2) and when the Vessel cells complete 

their cell cycle, they proliferate, giving birth to a 

daughter cell and increasing the size of the vascular 

network: 

 

𝜇
𝑑𝑥𝑖
𝑑𝑡

= 𝐹𝑖
𝑚,𝑛𝑛 + 𝐹𝑖

𝑚,𝑡𝑔
+ 𝐹𝑖

𝑟 + 𝐹𝑖
𝑐 + 𝐹𝑖

𝑝
+ 𝐹𝑖

𝑣,𝑡𝑔
 (1) 

𝜇
𝑑𝑥𝑗

𝑑𝑡
= 𝐹𝑗

𝑚,𝑛𝑛 + 𝐹𝑗
𝑚,𝑣𝑔

+ 𝐹𝑗
𝑟 + 𝐹𝑗

𝑎 + 𝐹𝑗
𝑣,𝑣𝑔

 (2) 

 

 

Results 

The results have been structured in three parts: (i) 

constant ECM stiffness, (ii) ECM stiffness gradients and 

(iii) ECM viscoelasticity (see Figs. 1 and 2): 

 

 
Figure 1: In the positive part of the X-axis a nominal stiffness 

is maintained (𝑆𝑐 = 5,56 ∙ 10−5
𝑛𝑁

𝜇𝑚
) while the negative part is 

tested with different values of this stiffness, in this case 𝑆𝑐/2. 

 

 
Figure 2: Representation of the cell number versus the cases 

of ECM viscoelasticity considered (referred to different 

viscoelastic coefficients). Five realizations were performed for 

every case. 

 

 

Discussion 

The main findings are: first, increased proliferation is 

observed with increasing spring elastic constant; 

second, stiffer zones have higher cell concentration 

because there is a tendency for the cells to migrate to 

more rigid zones; and third, the network becomes less 

dense as the value of the viscoelastic coefficient of the 

ECM increases. Qualitatively, these results are aligned 

with experimental data available in the literature [2-4]. 
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Introduction 

Duchenne muscular dystrophy (DMD) is a severe 

muscle wasting disease that affects 1 in every 3,500 

boys [1]. DMD is caused by a lack of dystrophin, a 

protein essential in maintaining the strength of the 

muscle fiber membrane. The weak membrane is 

susceptible to damage by muscle contractions during 

everyday movements, initiating a cascade of muscle 

fiber necrosis, and chronic inflammation [2]. However, 

despite extensive research and knowing the cause of 

DMD, there is no cure for DMD and current treatments 

have had limited efficacy. 

Computational modeling provides a powerful to tool to 

investigate complex behaviors in skeletal muscle that 

may not be accessible through experiments. In this 

abstract, we present a computational model of chronic 

muscle degeneration in the mdx mouse model of 

DMD. The new model combines the strengths of other 
previously developed computational models 

([3],[4],[5],[6]) to offer a more comprehensive 

simulation of repetitive injury, cellular interactions, 

inflammatory cues, and muscle repair. 
 

Methods 

To simulate chronic injuries and disease progression in 

the mdx mouse, a previously published agent-based 

model of acute injury response in mdx skeletal muscle 

was adapted utilizing Repast Simphony [3]. Cell 

“agents” behaviors included migration, growth factor 

secretion, division, differentiation, and apoptosis. 

Key changes made to the prior model included infliction 

of multiple injuries, inflammatory cell migration, and 

chemokine diffusion. New dystrophic conditions were 

defined by literature-derived rules. Damage was defined 

as % of fiber area replaced with necrotic tissue. 

To mimic how damage changes during disease 

progression in the mdx mouse [7], we simulated 

decreasing levels of damage over time: 2% for the first 

2 weeks, 1% until 3 months old, 0.5% until 6 months 

old, and finally 0.25 % for 6 months. 

Daily constant microinjuries of 0.25%, 0.5%, and 1% 

were inflicted to simulate the responses to chronic injury 

in healthy and dystrophic mouse muscle. 

Simulations were run for 1 year. The model was 

validated using published literature data on change in 

cross-sectional area (CSA), fibrosis, satellite stem cell 

(SSC) count, and macrophage cell count. 
 

Results 

With the variable damage protocol, the model captures 

the peak onset of muscle fiber damage that levels off 

after 3 months leaving some increased fibrotic tissue, 

followed by a relatively stable period up until 8 months  

  
Figure 1. (a) Fibrosis/extracellular matrix (ECM) fold 

change and (b) Muscle fiber recovery predictions from 

variable damage schedule in an mdx mouse.  
 

when muscle fiber recovery declines and fibrosis begins 

to increase at a much faster rate (Fig. 1).  SSC counts 

follow a similar trend to literature data, peaking at 3-4 

months and declining steadily with age. Starting at 4 

months, there is a steep decline in M1 macrophages and 

at 6 months, M2 becomes the predominant phenotype. 

Daily infliction of a constant level of damage to both 

healthy and dystrophic muscle caused degeneration and 

increased fibrosis. Lower levels of daily damage (0.25% 

and 0.5%) allowed dystrophic and healthy muscle to 

maintain their fiber size and extracellular matrix until 

~6-8 months. Dystrophic and healthy mice differ 

significantly in muscle fiber recovery when daily 

damage is increased to 1%, but are similar at lower 

damage levels. Unexpectedly, the simulated mdx mouse 

does not degenerate as rapidly as the healthy mouse. 
 

Discussion 

Through low-level, daily injuries, the model simulations 

capture the peak damage before the mdx mouse is 3 

months old and the switch from a pro-inflammatory 

environment to an anti-inflammatory, pro-fibrotic 

environment after 6 months. As the only change in the 

model is inflicted damage, this transition is an emergent 

behavior based on the altered cell behaviors and growth 

factor and chemokine secretions. 

One key finding from the simulations was that 

sustained, repetitive injury, even as low as 0.25% of the 

muscle fibers, results in impaired regeneration. This 

suggests that this amount of damage is not viable over 

time and implies that the amount of damage likely 

decreases, possibly through protective measures, such as 

increased stiffness to minimize strain or through altered 

cellular mechanisms not included within this model. 
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Introduction 
Angiogenesis is the process by which new blood vessels 
sprout off from existing vasculature. Sprouting 
angiogenesis plays a major role during many 
physiological and pathological processes, including 
bone regeneration. Insufficient re-vascularization is a 
major clinical challenge leading to non-unions of 
fractures or other injuries. During sprouting, endothelial 
cells (ECs) are known to be sensitive to local mechanical 
signals and to interact with outer-vascular stromal cells 
(SCs) through cellular traction forces (intrinsic loads). 
However, also outer-vascular mechanical cues impact 
tissue deformation during sprouting (extrinsic loads) 
and affect patterning [1]. How these different 
mechanical cues impact sprout patterning remains, 
however, largely unknown. This study aimed to 
investigate the relative role of extrinsic and intrinsic 
mechanical signals on sprout patterning, using a 
computer modeling approach.  
 
Methods 
In silico multi-scale models of the mechano-regulation 
of sprouting angiogenesis and SCs organization were 
developed to represent two different experimental 
setups: 1) the healing region of a mouse osteotomy 
subjected to physiological loading and stabilized with a 
rigid or a semirigid fixator [2] (angio_vivo) and 2) a 
gelatin substrate subjected to either static or cyclic 
uniaxial loading [1] (angio_vitro). Finite Element 
Models (FEMs) at the tissue scale, to compute 
mechanical strains, were coupled to Agent-Based 
Models (ABMs) at the cellular scale, describing ECs 
and SCs activity in response to local mechanical signals 
(e.g. durotaxis) [3] (Fig.1). 
 

 
Figure 1: Schematic representation of the coupling 
between ABMs and FEMs. Exemplarily, the FEM for 
angio_vivo is shown. 
 
The iterative nature of the model allowed to obtain 
results at discrete time points. Vessel patterning 
predictions were compared to dedicated histological 
data of the in vivo (angio_vivo) and in vitro experiments 
(angio_vitro) [1].  

Results 
Vessels fragments, consisting of multiple ECs, were 
predicted to gradually align towards the lateral direction 
(i.e. perpendicular to the bone long-axis) while 
approaching the osteotomy gap, as observed 
experimentally (Fig.2). Furthermore, the lack of 
vascularity within the gap observed for the semi-rigid 
fixator was mimicked by the in silico analyses and could 
be explained by high mechanical strains locally, which 
were the result of extrinsic mechanical loads (Fig.2).  
 

 
Figure 2: Healing region 7 days post-fracture. 
Emcn=Endomucin stained.  
 
The same computer model was also able to describe 
vessel patterning in the in vitro experimental setting.  
 
Discussion 
Our results suggest that high extrinsic mechanical 
loading is capable to overrule intrinsic mechanical cues 
on a cell-matrix and cell-cell mechanical 
communication level. Taking the macro-mechanical 
constraints into account will enable the development of 
strategies to modulate angiogenesis through mechanics. 
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Introduction 
Aortic valve interstitial cells (AVICs) oversee 
extracellular matrix (ECM) maintenance and turnover in 
the aortic valve (AV) and take on an activated phenotype 
in diseases such as bicuspid AV (BAV) disease, in 
which the AV has two instead of the normal three leaflet 
tissues. AVIC activation is characterized by increases in 
ECM production, remodeling, and contractility via 
expression of alpha-smooth muscle actin stress fibers 
(SFs). Currently, we have a limited understanding of the 
intrinsic differences between AVICs from structurally 
normal AVs and BAVs and how these differences 
contribute toward an increased rate of disease 
progression in the BAV population. Herein, we used 
experimental and computational methods to estimate 
AVIC SF architecture and contractile forces in tissue-
emulating 3D hydrogels.  
METHODS 
Porcine AVICs and fluorescent microbeads were seeded 
in peptide-modified, poly (ethylene glycol) hydrogels 
for 72 hours before experimentation. The sample was 
incubated in Tyrode’s Salt before obtaining an image 
stack of a single AVIC and surrounding fluorescent 
microbeads. Afterwards, Cytochalasin D was added to 
elicit cell relaxation through actin depolymerization and 
a second z-stack of the same FOV was obtained. The 
images were analyzed with our software FM-track, 
which outputted an AVIC surface mesh and field 
displacements. The displacements were interpolated 
onto the AVIC surface mesh, resulting in a 1:1 mapping 
between the initial and final AVIC shapes. The 
hydrogel, AVIC cytoplasm, and AVIC nucleus were 
modeled. AVIC geometry and spatial position was 
informed by 3DTFM data. Average nuclear geometry 
and spatial position was informed by immunostaining 
images from prior studies. The mesh consisted of 
~50,000 linear tetrahedral elements. The hydrogel 
domain was modeled as a Neo-Hookean solid. To 
account for cell-induced degradation or strengthening of 
the gel, 𝜇 was allowed to vary spatially from the 
experimentally measured value of 108 Pa. The 
cytoplasm and nuclear domains were modeled as Neo-
Hookean using eq. 1 with shear moduli of 750 and 7500 
Pa, respectively, as informed by literature values [3,4]. 
SFs were modeled in the cytoplasm with total Cauchy 
stress given as:  
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where the first and second terms account for the passive 
and active stress produced by the SFs, respectively, 𝐻() 

is a Heaviside step function that ensures SF passive 
stress arises only in tension (𝐼# > 1), 𝐼# is the SF stretch, 
𝜓(
!" is the SF strain energy density function 𝜓(
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(𝐼# − 1),, where 𝜇!" and 𝜙3!" are the SF modulus 
and expression level, respectively, 𝒎 is the SF 
orientation, and 𝑓 is the contractile strength per unit SF. 
Parameters 𝜇!" and 𝑓 are set to 390 and 1590 Pa, 
respectively [3,4]. We backed out 𝒎 and 𝜙3!" by 
minimizing the error between the simulated and 
experimental hydrogel displacements.  
RESULTS. 
The model successfully predicted SF orientations (𝒎) 
within the AVIC cytoplasm (Fig. 1). In addition, the 
model successfully predicted SF expression levels (𝜙3!") 
and total stress (𝑻!"), which showed that the highest SF 
expression level, and therefore total stress, was localized 
at the AVIC protrusions (Fig. 1A&B). The simulated 
AVIC shape in the final configuration (red) showed 
good agreement with experiment (green) (Fig. 1C).  
 

 
Figure 1: SF orientation depicted by lines. (A) SF expression level. 

(B) Total SF stress. (C) The simulated (red) and experimental (green) 
AVIC shapes in the final configuration.  

 

DISCUSSION  
To our knowledge, we present for the first time the 
ability to predict 3D SF architecture and contractile 
strength in AVICs embedded within a 3D medium. This 
novel experimental and computational approach allows 
for unprecedented insight into AVIC SF structure, 
expression levels, and contractile forces in full 3D, 
which reflect AVIC biophysical state and phenotypic 
activation level. Moreover, our simulation was able to 
predict that AVICs strengthen and do not meaningfully 
degrade the hydrogel, contrary to previous reports in the 
literature. This is likely a result of the AVICs excreting 
nascent ECM components that reinforce the PEG 
hydrogel material, leading increased in local moduli.  
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Introduction 
Energy absorption by Magnetic Nanoparticles (MNPs) 
under alternating magnetic fields is the source of the 
heating properties used for magnetic hyperthermia. 
These experiments are usually performed at frequencies 
f = 100-800 kHz and field amplitudes up to 50 kA/m. In 
a simple description, the basic mechanisms for energy 
absorption are related to relaxation of magnetic 
moments within single-domain nanoparticles. 
Relaxation can occur by Néel relaxation between the 
hard and easy magnetization axes of the magnetic 
material, and by physical rotation of the MNPs if they 
are immersed in a carrier liquid (Brown relaxation). The 
work carried out by the UNIZAR group over the last few 
years has shown that, when energy absorption by NPMs 
occurs within magnetically charged cells, biological 
membranes (cells and endosomal membranes) can 
suffer physical damage as a consequence of the energy 
released by the particles. [1,2] 
This membrane damage cannot be explained by 
considering only the effects of temperature. Recently, 
Carrey et al. [3] have proposed that the generation of 
ultrasonic waves, in the range of W/cm2 (sufficient to 
cause damage to the membrane in eukaryotic cells) due 
the mechanical oscillation of NPMs under a magnetic 
field gradient could explain the observed results.  
 
Materials and methods 
The main objective is the development of a valid 
experimental methodology for the study of mechanical 
waves generation by MNPs under magnetic fields. 
Hence, an experimental setup has been developed 
combining the emission/reception of US and the 
possibility of emitting high-frequency alternating 
magnetic fields. The samples are contained in the botton 
of a glass tube filled with water. The bottom is 
surrounded by the coil which applies the field and in the 
top of the tube we put the hydrophone for the acoustical 
signal acquisition. 
In turn, a multiphysics computational model has been 
made, emulating the experimental configuration under 
certain hypotheses. 
 
Results 
In the preliminary results, when applying an alternating 
magnetic field to the MNPs we can see an increment on 
the signal received in the hydrophone. (figure 1.a) 
Attending to the FFT of the ‘control’ and ‘sample’ 
signals (figure 1.b), the amplitude in the first harmonic 
for the sample signal is greater than the control one. The 

signal received in the control sample has been proved to 
be caused by interferences caused by the coil when 
applying the field. This ‘noises’ has been almost deleted 
by moving the hydrophone away from the coil but a 
signal post-processing method is going to be applied for 
better results. 

 
Figure 1: a. Control, MNP sample and difference 
adquired signals; b. Fast Fourier Transform (FFT) of 
the control and sample signals. 
 
Attending to the computational results, when applying 
a field of the same characteristics to the MNPs, we can 
observe maximum displacements of 20E-12 m. 
 
Conclusions 
In short, this effect could make it possible to generate 
ultrasound in cells that have magnetic nanoparticles. An 
efficient targeting of NPMs would also lead to the 
possibility of performing ultrasound therapy at the 
cellular level, for example targeting MNP aggregates in 
lysosomes [3]. The new phenomenology that could 
potentially be discovered in the event of a positive 
outcome of this hypothesis could include new 
therapeutic and detection strategies such as mechanical 
intracellular actuation, new imaging protocols, and 
selective biomolecular detection. 
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Introduction 
We showed previously that cell migration is guided 
towards concave areas by a curvature gradient [1]. 
We called this phenomenon curvotaxis that is not 
induced by gravity. We showed that curvotaxis is a 
mechanobiological process involving the 
cytoskeleton and nucleus. The nucleus, is pushed by 
apical cortex pressure and is consequently displaced 
toward concave areas where the stress is lower [2, 
3]. Influenced by the repositioning of the nucleus, 
the cell migrates to concave areas until a more 
relaxed mechanical state is reached. Nonetheless 
static curved surfaces guide cell migration only 
locally. We hypothesize that changing curvature 
dynamically by generating travelling waves at the 
surface of the substrate should stimulate and drive 
cell migration over large distances.  Verifying our 
hypothesis directly by in vitro methods would 
require a long-time to develop the working 
prototype of a dynamic wavy substrate able to 
stimulate and drive cell migration. We proposed to 
verify it first using in silico with cell avatars. 

Methods 
We have developed in silico cell avatars that 
reproduce the mechanisms by which the cells sense 
the curvature of the substrate dynamically during 
cell migration [2, 3]. Cell model is a network of 
mechanical interactions that reproduce the 
contractile and dynamic structure of the 
cytoskeleton bound to the extracellular 
environment via focal adhesions. The cell model, in 
open access [4] is developed using LMGC90, a 
computational framework dedicated to non-
smooth contact dynamics and multi interaction 
systems. Waves of 10µm of amplitude and 160µm 
of wave-length were simulated at the surface of a 
virtual substrate at a speed of 4µm/iteration. 
Migration of the cellular model was then initiated 
and driven by curvotaxis. 

  
Results 
The cell model follows the progression of the wave 
and migrates indefinitely as long as the wave exists. 
Influenced by the travelling wave, the nucleus 
moves towards the concavity and the cell migrates 
in that direction. When retaining the same 
wavelength and velocity parameters, the speed of 
the cellular avatar decreased by a third when we 
lowered the amplitude of the wave 5 µm. But, with 
a wave amplitude of 20µm, cell model migrated 1.5 
times faster. 
  
Discussion & Conclusion 
Using the model, concerning the impact of travelling 
waves on cell migration, we answer a question that 
would otherwise be hard to directly address by 
experimental means. We propose the first in-silico 
proof-of-concept to guide cell migration by 
generating travelling waves. This will help in the 
designing of dynamic substrates to stimulate cell 
migration in vitro. Our in-silico avatar of migrating 
cells can later be implemented for cell engineering 
and lab-on-chip technology, as a live augmented 
reality tool to drive smart substrate actuation and 
control cells in vitro. 
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Introduction 

Mechanical forces, acting on eukaryotic cells, are 

responsible for cell shape, cell proliferation, cell polarity 

and cell differentiation thanks to two cells abilities 

known as mechanosensing and mechanotransduction 

[1]. These signals propagate from the extracellular 

matrix to the nucleus with different well known physical 
connections, but how the mechanical signals are 

transduced into biochemical one remains an open 

challenge [2].  

Recent findings showed that the cell-generated forces 

affect the translocation of transcription factors (TFs) 

from the cytoplasm to the nucleus. Along these lines, 

nuclear pore complexes (NPCs) features play an 

important role during this process [3]. Owing to the 

complex patterns of strains and stresses of the nuclear 

envelope caused by cytoskeletal forces, it is likely that 

the morphology of NPC changes as cytoskeleton 
assemblies’ change. This may ultimately affect 

molecular transport through the nucleus, hence altering 

cell functions.  

Among the various TFs, Yes-associated protein (YAP) 

is able to activate specific pathways when entrapped into 

the cell nucleus [3]. 

 

Methods 
A multiscale finite element (FE) model aimed to 

simulate the macroscopic cell spreading and consequent 

changes in the cell mechanical behaviour was 

developed. In this way the intracellular stress states and 

YAP nuclear transport can be related.  

The model was supported by an experimental campaign 

designed to control cell shape and thus the intracellular 

stress states. Particularly, adipose stem cells were 

cultivated for 24h on circular or rectangular fibronectin 

micro-islets patterned surfaces having size 1300 µm² or 

5000 µm². 
The FE modelling strategy consisted in the definition of 

two numerical models representing two different scales 

of observation: (i) a full 3D non-linear mechanical 

model that reproduced the stretching/spreading of the 

whole-cell lying on the substrate and based on a proper 

experiment-derived displacement field as function of 

micropattern geometry; and (ii) a specific 2D periodic 

meso-model of the nuclear envelope subjected to 

pattern-related displacements derived from the full 3D 
FE simulations.  

 

 
Results 
Micropatterned substrates possessing small or large 

adhesive islets were employed to precisely control 

cellular spreading area. Furthermore, different 

micropattern shape dictated for peculiar actin stress 

fibres assemblies. Our results showed that such 

cytoskeleton organization differently impact nucleus 
morphology and YAP nuclear/cytoplasm trafficking. 

Moreover, different stresses distribution is observed 

with the 3D FE model on cellular and nuclear surfaces 

which correspond to different NPCs responses (Fig. 1).  

 

Discussion 
Nuclear translocation requires the crossing of the 

nuclear membrane through NPCs, so the altered 

morphologies of NPCs affect the YAP translocations. 

Since it is difficult with electron microscopy acquire the 

representative regions of interest of NPCs, the numerical 

models are useful to partially overcame this technical 

limitation, providing a valuable insight on how 

nanoscale nuclear pores change their morphology 

features according to deformations occurring at the 

whole nucleus level. 
 

 
Figure 1: Representation from experimental based 3D 
FE model to the 2D FE model scheme with a zoom on 
NPC structure. Scale bar 20 µm. Cell displacement 
field: 0-60µm; Nucleus displacement field 0-8.5µm; 
NPC displacement field:0-0.75µm 
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Introduction 

Sophisticated biofidelic finite element (FE) models of 

sideways falls are an emerging tool for predicting hip 

fracture. These models can predict the fracture results of 

a sideways fall [1]; however, they often require femoral 

geometry beyond what is typically acquired during 

clinical scans. As such, there exists a large body of 

femoral data that cannot currently be utilized in 

sideways-fall FE models. 

We aim to validate our femoral extension methodology 

in a fully automated biofidelic pipeline against 

experimentally validated models for use in large clinical 

cohorts. 

 

Methods 

Six preexisting validated biofidelic FE fall models [1] 

were used as a reference for this study. In these, the 

femur was cut 175mm distal to the greater trochanter, 

and strain-rate-dependent nonlinear material properties 

were assigned based upon CT gray levels [2].In each 

new model, the original CT scan was truncated, and the 

femur was extended using a hollow tube (𝜌=1.8g/cm3) 

to the original femur length. The model was 

subsequently built in the same manner as the reference 

models.  

Truncation distances ranged from 5mm to 150mm. This 

was split into 20 equally spaced bins and a random 

distance was chosen from each bin for each of the 6 

specimens. This resulted in 120 simulations. For easier 

interpretation, the truncation distances were converted 

to scan coverage distal to the lesser trochanter (SC). 

 
Figure 1: Biofidelic FE fall simulation with the femur 

truncated and extended. 

For each simulation, the peak force on the force plate 

(FPerror) and the angle orientation of left femur (Serror) 

was compared to the corresponding reference model. 

Association between metrics was measured using 

Kendall’s rank correlation coefficient (𝜏). 

 

Results  

Two simulations did not solve correctly and were 

discarded. Across all simulations, FPerror ranged from 

−0.118 kN to 1.56 kN. In general, truncated models had 

lower peak forces (positive FPerror) as SC decreased (𝜏 =
0.44,  p<0.001 Fig 2). Serror magnitudes ranged from 

0.60° to 9.29° and was correlated with both SC (𝜏 =
0.39, p<0.001) and FPerror (𝜏 = 0.20, p=0.002) 

 

 
Figure 2: FPerror decreases as scan coverage past the 

lesser trochanter (SC) increases for each of the 6 

specimens.  

 

Discussion 

SC influenced FPerror at all coverages, however scans 

covering only the lesser trochanter showed largest 

FPerror. In most cases, the connection between the femur 

extension and the bone failed; this is not representative 

of the experiment or reference models and resulted in a 

larger than expected FPerror. This may be alleviated by 

different connection methods and should be the focus of 

future work. Additionally, as Serror was associated with 

FPerror and SC, Serror likely contributes to the FPerror and 

reducing Serror through better femur orientation methods 

may reduce FPerror. This reduction is likely to be 

secondary to error from femur connection methodology. 

Insufficient CT scan coverage can introduce large model 

errors and care should be taken when interpreting 

models built using extended femurs from especially 

short CT scans. 
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Introduction 

Although rotator cuff tears are often clinically linked to 

a superior translational instability possibly because of 

insufficient joint centering, to date a thorough 

understanding of glenohumeral motion in patients with 

rotator cuff tear is lacking. The clinical manifestation of 

rotator cuff tears varies largely among patients: some 

patients have no complaints and the diagnosis is an 

incidental finding, while other patients have severe pain 

and limited range of motion that can be marginally 

restored with conservative treatment [1]. 

The aim of this study was to assess the reliability of 

fluoroscopically measured glenohumeral translation 

during a 30° shoulder abduction test. 

 

Methods 

Ten patients with rotator cuff tear and asymptomatic 

contralateral side participated in this study (6 men and 4 

women; mean (standard deviation), age: 65.6 (10.3) 

years; height: 175 (8) cm; body mass: 79.5 (15.8) kg; 

body mass index (BMI): 26.2 (5.5) kg/m2). 

Single plane fluoroscopic images were acquired for each 

shoulder, with a pulse rate of 3Hz during 30° abduction 

and adduction in the scapular plane with extended 

elbows and hands in neutral position without additional 

weight and with handheld weights of 2kg and 4kg. 

All images were manually labelled (Figure 1) once by 

one rater and twice by another rater. Inferior (-) -

superior (+) glenohumeral translation during the entire 

motion was calculated. 

Figure 1: Example of a labelled image at initial position 

with glenoid coordinate system [2]. GH1—

Glenohumeral head joint center (as a best-fit circle); 

Ɵ—Abduction angle; CSA—Critical shoulder angle; 

H1—center of humeral shaft. 

Intra-class correlations (ICC) with their 95% confidence 

interval (CI), limits of agreement and paired t-tests of 

the translation range during abduction and adduction for 

interrater and intrarater reliabilities were computed. 

 

Results 

Moderate to good interrater and intrarater reliabilities of 

the translation range during abduction (ICC [95% CI]; 

interrater: 0.803 [0.691; 0.877]; intrarater: 0.817 [0.712; 

0.887]) and adduction (ICC [95% CI]; interrater: 0.705 

[0.551; 0.813]; intrarater: 0.688 [0.529; 0.801]) were 

found. 

Differences in the translation range between repeated 

measurements were not statistically significant (mean 

difference, interrater: abduction, -0.1mm, p=0.686; 

adduction, -0.1mm, p=0.466; intrarater: abduction 

0.0mm, p=0.888; adduction, 0.2mm, p=0.275). 

Limits of agreement for the glenohumeral translations 

were found to be within 3mm, for both interrater and 

intrarater reliabilities during abduction and adduction. 

During abduction, glenohumeral translation (average 

between the two raters) ranged from 3.3mm to 3.8mm 

and to 4.1mm and from 2.3mm to 3.9mm and to 3.8mm 

for the asymptomatic and symptomatic side for 0kg, 2kg 

and 4kg, respectively. During adduction, glenohumeral 

translation ranged from -3.4mm to -3.5mm and to -

3.9mm and from -1.9mm to -3.1mm and to -3.4mm for 

the asymptomatic and symptomatic side for 0kg, 2kg 

and 4kg, respectively. 

 

Discussion 

The proposed method is suitable for measuring inferior-

superior glenohumeral translation in the scapular plane 

and further exploring shoulder joint kinematics in 

loaded abduction tests. In addition, differences in 

glenohumeral translation during abduction and 

adduction within a subject (e.g., between sides or 

conditions, or before or after treatment) or between 

subjects (e.g., patients versus controls) exceeding 3mm 

should be considered relevant. 
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Introduction 

Multiscale modeling is a widely used approach in 

computational biomechanics.  The combination of 

different spatial and temporal scale models and 

simulation strategies can provide a more in deep 

understanding of the complex biological system. 

Applications of this strategy were also recently 

presented in the field of In Silico trials for joint 

replacement solutions (IST4JR) where computational 

models are used to assess the safety of new implant 

designs. For example, in [1], body-level simulations 

provided knee joint loading for tissue-based analyses 

that estimated contact pressure and wear in Total Knee 
Replacements (TKRs). The combination of 
musculoskeletal (MSK) multibody-dynamics and finite 
element (FE) analyses proved to be a promising 
solution to realistically simulate the in vivo loading 
conditions during specific tasks of induvial patients and 
predict the surface damage process of the implant. 
However, one critical question that to the author’s best 

knowledge has never been answered is how to assess 

model credibility of such multiscale models. This study 

aims to investigate this aspect, of fundamental 

importance in the context of regulatory acceptability for 

the adoption of the methodology in clinical practice.  

 

Methods 

A multiscale platform was developed coupling a MSK 

model of a subject implanted with an instrumented 

Zimmer NK-II cruciate-retaining knee prosthesis and a 

FE wear model of the specific implant. Experimental 

data obtained from the fifth edition of the KGC 

Competitions [2] were used to scale the generic MSK 
model and run the walking simulations. Kinematic and 
dynamic results obtained from the MSK analyses 
performed in OpenSim v3.3 were provided as inputs to 
the FE simulations that were run using Ansys 
Workbench: the relative pose of the TKR components 
during one gait cycle together with the load history 
defined the boundary conditions for the FE model. 
Wear simulations were performed to estimate the 
volume lost and the wear depth on the surface of the 
tibial insert during the service life of the device.  
A two layer model credibility assessment framework 
was proposed to account for the different modelling 
approaches, spatial and temporal scales (Fig. 1). The 
first layer was designed based on the guidelines 
described in the VV&40 standard [3] and includes 
typical verification, validation and uncertainty 
quantification (VV&UQ) activities that are specific for 
the two modelling approaches; the second layer 

referred to the whole system-level predictions and 
investigated the possible source of errors that can arise 
when the sub-models interact (e.g., propagation and 
reiteration of model uncertainties through the 
pipeline).  

 
Figure 1: Two layer model credibility assessment 

framework for the multiscale MSK- FE model. 
 

Results 

Among the model form assumptions investigated in the 

first VV&UQ layer related to the MSK model was the 

kinematic definition of the knee joint. A maximum 

variation range of about 4 mm, 1° and 100 N was found 

for anterior- posterior translation, flexion-extension 

rotation and axial force respectively when different knee 

spline functions were implemented. Predicted and 

experimental joint reaction forces and moments acting 

on the tibial insert component and measured by the 

instrumented knee implant showed a good level of 

agreement (R2 ~ 0.8). Regarding the first credibility 

layer related to the FE model, typical verification 

activities aimed at reducing the numerical error were 

defined and performed (e.g., mesh convergence analysis 

on the maximum contact pressure). FE model results in 

term of volume lost estimated after 106 wear cycles were 

compared to experimental data available in the literature 

and percentage difference were found of about 7 %. 
 

Discussion 

In this study, a new framework to assess model 

credibility of a multiscale model was developed and 

applied to a combined simulation approach where MSK 

and FE analyses are used to evaluate the risk associate 

to a typical failure mode in TKR.  
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Introduction 
Naturally, with aging, human muscles become weaker 
[1]. However, this process can be accelerated or 
aggravated by ongoing pathological processes. 
Recently, the loss of muscle force, namely dynapenia, 
has been associated to (1) sarcopenia (i.e., the loss of 
muscle mass/volume), (2) poor (suboptimal) muscle 
control and/or (3) innervation problems. While 
quantitative measures (e.g., dynamometry, medical 
imaging) exist and enable to acquire important pieces of 
information, what is currently missing is a way to fuse 
such information in one diagnosis. Consequently, the 
decision is often left to the clinicians’ own experience. 
To this end, we hereby propose a modeling (in silico) 
framework to conduct the differential diagnosis for 
dynapenia, aiming to provide clinicians with a tool to 
identify the cause of the loss of muscle force.      
 
Methods 
Magnetic Resonance Imaging (MRI), surface 
electromyography (sEMG) and dynamometry data will 
be fused to develop the Digital Twin of a patient. This 
will be employed to conduct a series of in silico 
simulations, specifically designed to test various 
scenarios and rule out, one by one, those that do not 
explain the observed loss of muscle force (Figure 1). 
Sarcopenia will be implicitly accounted for, as the 
muscle parameters of the Digital Twin will be derived 
from each patients’ own MRI data. Suboptimal muscle 
control will be tested implementing different 
optimization functions and using various modelling 
approaches (e.g., EMG-assisted [2] approaches and 
Static Optimization). Reduced muscle activation (due to 
innervation problems) will be determined via in vivo 
superimposed neuromechanical electrical stimulation 
measures, acquired on the patient in the lab. Model 
verification and validation will be performed to ensure 
the predictions are physiologically plausible. The 
clinical validity of the framework and outcome 
assessment will be tested on a healthy adult (normative) 
cohort and a cohort of candidate for total hip 
arthroplasty patients.   
 
Results 
Preliminary tests have been run to optimize the 
experimental protocol, to define a pipeline to efficiently 
develop the Digital Twins and to test the simulation 
environment (i.e., model-to-experiment registration, 
methods and parameters to run the simulations). The 

developed modeling pipeline, that employs the novel 
STAPLE toolbox [3], is currently being validated using 
an independent and publicly available validation data 
collection [4].  

 
Figure 1: Proposed framework to determine the primary 
cause of dynapenia (red), combining experimental 
measures (gray) and in silico simulations (dark blue). 
Exp = experimental, mod = model predictions, EMGa = 
EMG-assisted, MVIC = maximal isometric voluntary 
contraction torque, SNMES = superimposed 
neuromuscular electrical stimulation. 
 
Discussion 
Once validated, the proposed framework has the 
potential both to inform clinical decision making and to 
be used as stratification tool in the enrollment phase for 
clinical trials aiming to test drugs for sarcopenia, where 
the inclusion of dynapenic (not sarcopenic) patients may 
be a confounding factor. 
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Introduction 
Spring-Assisted Posterior Vault Expansion (SAPVE) 
has been adopted at the London Great Ormond Street 
Hospital for Children (GOSH) to treat raised intracranial 
pressure in patients affected by syndromic 
craniosynostosis (SC), a congenital calvarial anomaly 
causing the premature fusion of skull sutures [1]. 
SAPVE involves elastic distractors used to dynamically 
reshape the skull and increase the intracranial volume 
(ICV). The surgical outcome is uncertain due to the 
complexity of the procedure and the lack of knowledge 
of the interaction between spring and skull. Finite 
Element (FE) modelling was proved suitable to 
accurately predict the outcome of spring expansion in 
syndromic and non-syndromic populations [1, 2]. We 
developed, tested and validated a patient-specific model 
able to predict the ICV increase for SC patients, using 
information retrievable from Computed Tomography 
(CT) scans and improved the current understanding of 
the effect of surgical correction. 
 
Methods 
Eighteen patients, who underwent SAPVE at GOSH 
(age at surgery = 2.6 ± 1.8 years) and had preoperative 
(74 ± 106 days before surgery) and postoperative (257 ± 
234 days after surgery) CT data (fig.1A, B) were 
selected and classified by type of SAPVE performed (2 
springs implanted on top or side of the skull and 4 
springs implanted). Osteotomy dimensions, spring 
models and location were recorded from postoperative 
CT scans and notes. Expanding on a previously 
validated methodology [1], the 3D model outer surface 
was extracted and smoothed. The location and size of 
the surgical cuts were parametrised using 3 parameters 
(fig.1C) and replicated on the surface model. A constant 
thickness (equal to the patient’s average calvarium 
thickness) was applied to the geometry in ANSYS 2020 
(Canonsburg, Pennsylvania, US) before simulating the 
spring expansion [1]. A Design of Experiment (DoE) 
was performed to assess the parameters impact on the 
surgical procedures’ outcome i.e., the post-expansion 
ICV (automatically estimated in ANSYS using a 
computational tool developed in Python language 
[version 3.9]). Each parameter was assigned with a 
parametric range and an Optimal Space-filling Design 
was selected for the DoE. For each patient, the predicted 
postoperative skull shape was retrieved and compared 
with the respective postoperative CT model. Predicted 
and postoperative ICV (ICVFE, ICVCT) were also 
compared. The local sensitivity of ICVFE to each 
parameter was analysed for each patient of each group 

(i.e., variation of ICVFE when a single input parameter 
varies with all the other inputs to their current value). 

Figure 1. (A) Preoperative, (B) Postoperative CT 
models, (C) FE model with osteotomy and parameters, 
(D) comparison of end-of-expansion FE model (dark 
grey) and postoperative CT model (light grey). 
 
Results 
The average postoperative ICVCT recorded was 1394 ml 
± 216 ml and the FE model yielded comparable values 
(fig.1D) with an average of 1484 ml ± 267 ml (R2 = 0.76, 
p<2.10-6). The results of the sensitivity analysis showed 
a consistency throughout the cohort but highlighted 
some differences in terms of intensity depending on the 
type of procedure performed (fig.2). The ICV of patients 
in the 4 springs group appears to have a statistically 
higher local sensitivity to the parameter L compared to 
the two others groups (p = 0.0312). 

Figure 2. Local sensitivities of ICVFE to osteotomy’s 
position (i.e., parameters) for each procedure (left). On 
the right, minimal (top) and maximal (bottom)volumes 
estimated by Ansys after the DoE compared to relative 
postoperative CT (middle). (*) = statistically different. 
 
Discussion 
This work shows that our FE model can reliably predict 
the effect of spring insertion on SC patients and allows 
for parametric optimization of surgical cuts. The study 
indicates how to optimize the ICV increase according to 
the type of procedure and provides indication on the 
most robust surgical strategy. 
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Introduction 

Evidence of safety and efficacy is necessary to obtain 

marketing authorization for a new medical product from 

regulatory agencies. Historically, efficacy and safety are 

established through in vivo or in vitro controlled 

experiments, but In Silico methods, referred to as In 

Silico trials, are increasingly being included in 

regulatory submissions. In many cases there is no clear 

pathway for regulatory approval of In Silico Trials [1]. 

In 2018, the ASME VV-40-2018 standard was 

published [2], designed to assess the credibility of 

computational models adopted for the regulatory 

evaluation of new medical devices. Here, the VV-40 

standard is adopted to assess the credibility of the 

Bologna Biomechanical Computed Tomography 

(BBCT)-hip, a digital twin technology for which we 

sought qualification advice from EMA for its use 

surrogate biomarker of the fracture endpoint. 

 

Methods 

BBCT-hip is a digital twin model that calculates a 

surrogate biomarker of the risk of fracture, called 

Absolute Risk of Fracture at time zero (ARF0). To do 

so, it predicts 1,000,000 possible fall impact forces for a 

body of the height and weight equal to those of the 

patient and compares them to the loads to failure for 

each possible impact direction predicted by a patient-

specific Finite Element (FE) model of the femur based 

on the patient’s QCT data. ARF0 is calculated as the 

ratio of the number of fall impact forces causing a 

fracture divided by their total number. ARF0 is a better 

surrogate biomarker of fracture than areal Bone Mineral 

Density (aBMD) [3, 4] and might be employed in 

Clinical trials Phase II and Phase III to assess new 

antiresorptive treatments efficacy. In this framework, 

BBCT-hip credibility is demonstrated conducting a 

technical validation plan inspired by ASME VV-

40:2018:  

1. Definition of Context of Use (CoU): ARF0 is used as 

a surrogate biomarker of the primary endpoint proximal 

femoral fracture in phase II and phase III clinical trials 

to evaluate the efficacy of a new antiresorptive drug, in 

place of DXA-based aBMD. 

2. Risk Analysis: combining model influence and 

consequence BBCT-hip risk is determined to be high for 

the established CoU.  

3. Verification and Validation activities carried out with 

rigor (credibility level) commensurate to model CoU 

and risk: Code verification evidences are provided by 

the vendors (Ansys Inc; MathWorks Inc) of the 

simulation frameworks used to implement BBCT-hip. 

Calculation verifications are conducted on all 

components of the model that can contribute to the 

numerical approximation error. The influence of the 

Model form and Model inputs on the quantity of interest 

(load to failure) was evaluated. Validation was 

conducted on predicted deformations and load to failure, 

as well as on classification accuracy. Prediction 

accuracy was evaluated comparing the FE analyses with 

in vitro experimental tests [5,6]; stratification accuracy 

was assessed in vivo using a pair-matched retrospective 

cohort of post-menopausal women [4]. 

4. Applicability: the relevance of the quantities of 

interest and of the validation activities to the CoU was 

analysed. 

 

Results 

Verification and Validation activities allowed to 

establish the numerical approximation error (< 5%) and 

the extent uncertainties in BBCT-hip inputs affected 

load to failure prediction to (differences < 7%). The 

strain prediction accuracy was characterized by a Root 

Mean Squared Error (RMSE) of 7%. The load to failure 

prediction produced a Standard Error of the Estimate 

normalised by the average measured failure load 

between 15% and 16%. The area under the ROC curve 

AUC=0.852 was significantly higher for ARF0 than 

AUC=0.750 corresponding to DXA-based T-score at 

the femoral neck.  

 

Discussion 

A pathway to assess the credibility of an In Silico Trial 

methodology to be used in regulatory submissions is 

here proposed and adopted for BBCT-hip. It has 

recently been included with a clinical validation plan in 

a qualification advice request submitted to EMA. This 

work fosters the adoption of standardized pathways for 

In Silico Trials qualification in EU.  
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Introduction 

Lower limb amputation can have significant impact on 
the patients’ quality of life and physical abilities [1], and 

has also been shown to have social [2] and cognitive 
effects [3]. The literature reports that the use of a  
prosthetic device is associated with increased cognitive 

load [3]. The limited research which exists has 
demonstrated that more advanced prosthetic knee joints 

(e.g., microprocessor-controlled knees, MPK) have 
been able to reduce the cognitive burden on the users 
compared to non-microprocessor-controlled knees 

(NMPK) [4]. However, current methods (e.g., EEG) are 
cumbersome and can only be used in controlled settings. 
Recently, eye trackers have become of interest with 

respect to assessing cognitive load in amputees. One 
pilot study looked at the transitions from stairs to level 

ground and vice versa and found that amputees spend 
more time focusing on the transition area compared to 
the able-bodied population [5].  

The use of eye trackers, however, is fairly new in this 
field and its relevance for the assessment of cognitive 
load is still unknown. Therefore, the purpose of this 

study was to investigate the use of gaze data obtained 
from a mobile eye tracker in patients with lower limb 

amputation to estimate the cognitive load in different 
motor tasks.  
 

Methods 

A mobile eye tracker (Tobii Pro Glasses 3, Stockholm, 
Sweden) was used to record the gaze location in a 
patient with unilateral transfemoral amputation and an 

able-bodied participant. The participants were asked to 
wear the eye tracker, similar to regular glasses, while 

performing different activities of daily living. The 
experiment was performed in a laboratory environment 
that allowed stair and ramp ascent/descent, walking on 

different terrains, and tight turns. A preliminary 
qualitative analysis of the gaze data obtained during stair 
ascent was performed. For this evaluation, the gaze data 

was mapped to a screenshot of the stairs.   
 

Results 

The qualitative gaze analysis can be seen in Figure 1. 
The left and right image show the results for the able-
bodied participant and the subject with transfemoral 

amputation, respectively. On the left, the visual 
sampling is spread out equally across the stairs, whereas 
on the right, the sampling is concentrated in the areas of 

visual interest to safely ascend the stairs when using a 
prosthesis. In the latter case, there are clearly visible 

“hot spots” associated to the steps taken with the 
prosthetic leg (i.e., 2nd and 4th stair).   

 
Figure 1: Gaze locations during stair ascent, 
accumulated from two trials for an able-bodied 

participant (left)  and a participant with transfemoral 
amputation (right). The colors indicate the duration of 

each fixation, i.e., the redder the spot, the longer the 
fixation.  
 

Discussion 

The preliminary analysis showed clear differences in the 
gaze patterns of the able-bodied participant compared to 
the subject with transfemoral amputation. The next step 

in this research is to perform a more extensive data 
collection that will include more participants, wearing 

different prosthetic devices, and a larger set of tasks 
(e.g., dual-tasking). This will show whether eye tracking 
could be used to assess the cognitive burden while using 

a prosthesis. Furthermore, it is of interest to investigate 
whether eye tracking can determine the assumed 
differences in the cognitive burden between different 

types of devices, for instance, NMPK versus MPK 
systems. 
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Introduction 

Population ageing in western countries leads to the 

increasing prevalence of fragility fractures due to 

osteoporosis, that causes bone mineralization loss and 

microarchitecture degradation. To demonstrate efficacy 

of new antiresorptive drugs in phase III clinical trials, 

thousands of patients need to be enrolled for several 

years [1]. Patient-specific finite element (FE) models 

have been developed and demonstrated to be a better 

predictor of femur fracture with respect to the clinical 

standard, i.e., absorptiometry [2]. 

However, to validate an In Silico Clinical Trial 

technology it is of chief importance to obtain an output 

comparable with that of real past clinical trials, typically 

the number of observed fractures, but the current models 

usually give physics-based results (e.g., fracture load, 

fracture risk). 

Here we report our preliminary convergence results of a 

stochastic clinical trial simulator (placebo arm) based on 

FE models orchestrated by a simple Markov chain. 

 

Materials and Methods 

The starting cohort was composed by 94 patient-specific 

proximal femur FE models from the Sheffield cohort of 

post-menopausal women [3], from which a statistical 

anatomy atlas was derived and used to generate 150 

synthetic models. 

The 150-patients synthetic cohort was simulated for an 

observation timespan of 10 years, with a timestep of 1 

month: briefly, every month each patient mineralization 

was updated (1% areal bone mineral density loss per 

year [4]) and she fell (also multiple times) or not 

(Poisson distribution, 0.65 falls per year [2]); for each 

falling, a load orientation was randomly chosen 

(uniform distributions) in the intervals -30:30° in antero-

posterior and -30:0° in medio-lateral directions, 

respectively [2]; the estimated fracture load was 

compared with a stochastically-generated patient-

specific falling load magnitude [2]; if the stochastic load 

exceeded the fracture load, the patient was classified as 

fractured at that year, and excluded from further 

simulations. The same simulations were performed with 

mineralization updates every 2, 4, 6, and 12 months; the 

number of fallings and the associated stochastic 

parameters were kept the same as the 1-month timestep, 

to isolate the effects of bone remodelling frequency. 

To explore convergence of the stochastic realizations of 

the Markov-chain, the starting 94 femurs were simulated 

25 times for a 10-years timespan with a timestep of 12 

months, and the number of fractured patients was 

monitored at the end of year 1, 5, and 10. Convergence 

was assumed when the relative difference of the 

cumulative coefficient of variation was under 0.01 for at 

least 5 realizations [5]. 

 

Results 

In the bone remodelling timestep convergence study 

only one patient fractured at a different year (9th instead 

of 7th, from 4-months step on), because of a difference 

of a few Newtons in the estimated failure load (2274 [2-

months step] vs 2277 [4-months step], with a falling 

load of 2275 N). A timestep of 12 months was therefore 

considered adequate. 

The convergence of the fraction of patients fractured 

within 1, 5, and 10 years was achieved after 16, 20, and 

10 realizations at 27.8%, 78.8%, and 93.8%, 

respectively. 

 

Discussion 

This work demonstrated a simple orchestrator to 

simulate real-like clinical trials with a Markov chain 

model. The fast convergence of the mineralization 

update of such stochastic models will be of chief 

importance if FE models will be coupled with a 

computationally intensive bone remodelling simulation. 

Also, some works [6] reported a slower mineralization 

decay, so our research has possibly explored a worst-

case scenario. 

If validated, this simple approach can be used for the 

simulation of phase III clinical trials with an efficient 

use of computation time. 
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Introduction 
Inertial measurement units (IMUs) have become 
increasingly popular in assessing gait parameters in 
patients suffering from osteoarthritis (OA) [1]. We have 
previously shown that differences in gait patterns 
between patients with hip OA and healthy controls 
measured with IMUs are comparable to those assessed 
using marker-based methods reported in the literature 
[2,3]. 
The aim of this study was a direct comparison of an 
IMU- with a camera-based system for assessing gait 
patterns in patients with hip OA before and changes after 
total hip arthroplasty (THA). 
 
Methods 
Fifteen patients (10 male, 5 female; age, 64.4 (SD: 12.7) 
years; body mass index, 27.2 (2.5) kg/m2) with unilateral 
hip OA scheduled for THA participated in this study. 
Measurements were performed pre- and 1 year 
postoperatively. At both visits, participants performed a 
gait analysis in a 20m hallway with seven inertial 
sensors placed on the pelvis, thigh, shank and foot 
(RehaGait, Hasomed, Magdeburg, Germany) and a gait 
analysis on a 10m laboratory walkway using 
retroreflective markers placed according to the PlugIn 
Gait model and 10 high-speed cameras (Vicon, Oxford, 
UK). 
Walking speed, cadence and hip flexion/extension 
trajectories were calculated and extracted from the 
respective software and hip range of motion (ROM) 
during stance was calculated. For each system, 
differences in pre- and postoperative discrete parameters 
were tested using paired t tests (P<0.05) and in hip angle 
trajectories normalized to gait cycle (GC) using 
statistical parametric mapping (SPM) with paired t tests 
(P<0.05). 
 
Results 
Walking speed increased postoperatively with both 
systems (Table 1), but this increase was not significant 
(P>0.09). Hip flexion/extension ROM measured with 
RehaGait increased postoperatively by 10.8° (P<0.001) 
and measured with Vicon by 7.2° (P=0.005, Table 1). 
Similarly, hip flexion increased postoperatively on 
average by maximally 8.9° (0-29%GC; P<0.001) and 
8.4° (84-100%GC; P=0.007) when measured with 
RehaGait and by 6.9° (0-22%GC; P=0.009) and 6.4° 
(67-100%GC; P=0.001) when measured with Vicon 
(Figure 1). 

Table 1: Mean (SD) of discrete gait parameters 
measured with IMUs (RehaGait) and Vicon for patients 
with hip OA before (pre) and after (post) THA. 

Parameters IMU 
pre 

IMU 
post 

Vicon 
pre 

Vicon 
post 

Walking 
speed (m/s) 

1.13 
(0.17) 

1.18 
(0.14) 

1.19 
(0.19) 

1.27 
(0.13) 

Cadence 
(steps/min) 

111.3 
(9.4) 

111.8 
(7.1) 

109.4 
(9.6) 

110.7 
(7.4) 

Hip ROM 
stance (°) 

25.5 
(6.3) 

36.3 
(7.7) 

32.5 
(9.5) 

39.7 
(5.1) 

 

 
Figure 1: Mean (±1SD) hip flexion in patients before 
(red) and after (blue) THA with corresponding SPM 
statistics (grey areas indicate significant differences). 
 
Discussion 
Both systems detected similar improvements in hip 
kinematics of patients with hip OA who received THA. 
Differences in definition of the pelvic segment (IMU 
overlying the 5th lumbar vertebra vs markers on anterior 
and posterior iliac spines) and definition of neutral hip 
angles might have contributed to differences in absolute 
joint angles and time periods with significant 
differences. Nevertheless, gait assessments using IMUs 
have a huge clinical potential because they allow to 
assess pre- and postoperative changes in gait in a short 
time and are suitable for application in large clinical 
trials. 
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Introduction 

The treatment of large bone defects remains a clinical 

challenge, where current treatment strategies present 

many limitations. Tissue engineering scaffolds appear 

as a promising treatment strategy, where scaffolds are 

used to support tissue growth. Due to the intrinsic 

piezoelectric properties of biological tissues, 

piezoelectric scaffolds have recently attracted a lot of 

attention [1]. These scaffolds generate electrical signals 

under mechanical deformation. Experimental studies 

have shown the benefits of piezoelectric materials in 

scaffold-supported bone regeneration [2], however, the 

influence of scaffold design on the electro-mechanical 

coupling remains largely unknown. The objective of this 

study is to investigate the influence of scaffold design 

on the generated electrical signals under external 

mechanical loading. 

 

Methods 

Finite element models of cuboid scaffolds, with overall 

dimensions of 40×20×20mm and porosities of 65 and 

85%, were created in ABAQUS/CAE 2020. Scaffold 

dimensions were based on experimental studies of a 

large bone defect in a large animal model [3]. 

Piezoelectric patches with a thickness of 0.03mm were 

tied to the scaffold walls to create electric potentials. 

Titanium properties were assigned to the scaffold and 

piezoelectric PVDF and barium titanate properties were 

used for piezoelectric patches (Table 1). A compressive 

load that simulated mechanical conditions during daily 

walking [4] was applied to both top and bottom faces of 

the scaffold. The electric potential of the face of the 

patches in contact with the titanium scaffold was set to 

be zero. Due to symmetry, only 1/8 of the scaffold was 

modelled (Figure 1a). The model was meshed using 

quadratic hexahedral elements with size of 0.1mm.  

 

 Titanium  PVDF Barium titanate 

Young’s modulus 

(GPA) 

104 2.7 112 

Poisson’s ratio 0.3 0.35 0.3 

d31 (pC/N) - 21 -60 

d32 (pC/N) - 1.5 -60 

d33 (pC/N) - -32.5 140 

d15 (pC/N) - -27 260 

d24 (pC/N) - -23 260 

Relative permittivity - 8.5 1450 

Table 1: Material properties [5-7] 

Results 

Figure 1b shows the voltage distribution generated by 

the piezoelectric patches made of barium titanate in the 

scaffold with porosity of 65%. Patches attached on the 

vertical walls exhibit higher voltage values since they 

are subjected to higher compression. In addition, 

scaffolds with higher porosity produced higher voltages 

due to higher stresses. 

The voltage obtained using different piezoelectric 

materials and scaffold porosities are summarized in 

Table 2. 

 

  
Figure 1: a) 1/8 of the scaffold’s model with 

piezoelectric patches (green), b) Voltage distribution 

generated by piezoelectric patches (Porosity: 65%, 

Patches material: barium titanate) 

Material Scaffold porosity  Voltage (V) 

Barium titanate 65 % +0.9 to -2.8 

Barium titanate 85 % +4.9 to -4.2 

PVDF 65 % +1.2 to -1.3 

PVDF 85 % +1.3 to -2.3 

Table 2: Voltage results for different piezoelectric 

materials and scaffold porosities 

Discussion 

The designed scaffolds produced a voltage range which 

has previously been reported to enhance cell 

proliferation [8]. and osteogenic differentiation [2], 

making our results suitable for bone regeneration 

purposes. In the future, the relevance of these electrical 

signals for bone regeneration will be investigated.  
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Introduction 

Slowly developing tissue disorders are often caused by 

adverse cell responses. Bottom-up (intracellular) 

network modeling is a common way to estimate such 

responses. However, it requires extensive experimental 

research, and network feedback is often highly sensitive 

to the network topology. Moreover, the capacity to 

integrate time sensitivity to chronic stimulus exposure is 

limited. In this work, we present a novel top-down 

network modeling approach, reflecting a comprehensive 

methodology to estimate cell activities (CA) over long 

time periods including dose-dependent time sensitivity. 

The methodological workflow is illustrated by 

predictions of intervertebral disc Nucleus Pulposus (NP) 

cells, based on which this approach was developed.  

Methods 

A system of interest was initially determined, consisting 

of key relevant external stimuli and CA for NP cells. 

Chosen stimuli are glucose (glc) and pH and load 

magnitude (mag) and frequency (freq). CA of interest 

were the mRNA expression (expr) of tissue proteins 

(Aggrecan (Agg), Collagens Type I & II (Col-II, Col-

II)) and proteases (MMP3 and ADAMTS4) (Fig.1). 

 
Fig. 1: System of interest (A) systematically approached (B) 
and calculated with the PN-equation (C). Effects of 
mechanical load are dose- and time-dependent (D). 
In this top-down network modelling approach, the cell 

is considered as a black box and each individual CA 

(𝜔𝐶𝐴) is interpreted as an individual, parallel network 

(PN), regulated by their surrounding stimuli (Fig.1, B). 

The relationship between a stimulus and a CA is 

determined by the sensitivity of a CA to the given 

stimulus (subscript s) (𝑥𝑆
𝐶𝐴)[1] and the relative impact 

of a stimulus to a CA (𝜃𝑆
𝐶𝐴)[2]. Eventual CA was further 

influenced by inflammation in the cell neighborhood 

(not shown in Fig.1). Time sensitivity was integrated for 

loading parameters. Values were estimated by a constant 

adaptation of 𝑥𝑆
𝐶𝐴, depending on the initial, user-defined 

stimulus dose. In case of anabolic stimulus doses (Fig.1, 

C), hourly decay was obtained by utilizing the dose 

dependent difference between 𝑥𝑆
𝐶𝐴 and 1, which led to 

faster decays at higher initial stimulus doses 

(illustratively shown for doses (a) and (b), Fig.1, C). PN 

environments were calculated with the PN-equation, an 

ordinary differential equation uniquely developed for 

the hereby presented time-dependent parallel networks 

(PNt) methodology. It provided interrelated outputs for 

each CA, reflected as PN-activity. Subsequently, results 

were presented for 4h jogging (mag: 0.65 MPa [3], freq: 

2.75 Hz) and six months microgravity exposure (0.25 

MPa (estimated from [3]), 0 Hz), assuming an optimal 

cell nutrition environment (5 mM glc, pH 7.1).  

Results 

Whilst one hour of jogging was predicted to be highly 

anabolic, an important catabolic shift after two hours of 

jogging was observed (Fig.2, left). In contrast, 

microgravity exposure led to a less pronounced but 

continuous catabolic shift in the NP cells.  

 
Figure 2: CA during 4h of jogging (left) and six months of 
microgravity exposure (right). 

Discussion 

Predictions indicate that beneficial effects of jogging 

seem to be strongly time-sensitive, with important 

downregulation of Agg and upregulation of MMP3 after 

2h of activity. Such results might help to shed light on 

contradicting findings about the benefit of jogging [4,5]. 

The absence of load as experienced in microgravity led 

to constant downregulations of Agg and Col-II mRNA 

expr, whilst protease mRNA expr were predicted to 

remain low within the first months in space. Results are 

in good agreement with literature and provide 

explanations to both, disc swelling as found in bedrest 

studies [6] or disc desiccation, as found in astronauts [7]. 

The PNt-Methodology reflects a brand-new network 

modeling approach that uniquely allows to estimate CA 

over time for user-defined conditions. 
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Introduction 

Longitudinal bone growth is influenced by various 

mechanical, hormonal, and genetic factors. While 

mechanobiological models of the fetal or early 

postnatal growth plate model the hormonal gradients in 

a differentiated manner, in growth models of the older 

child or adolescent this biological component is usually  

represented by a fixed baseline [1]. In particular, the 

growth spurt during puberty and the declining growth 

rate due to cellular senescence are not taken into 

account. The addition of these factors is necessary to 

model long-term growth and catch-up growth after 

temporary epiphysiodesis [2] or glucucocorticoid 

administration [3]. 

 

Methods 

The growth rate gr results from cellular senescence cs, 

a biological baseline εb, a mechanically stimulated 

component εm, a theoretical generalized hormonal  

factor h and the additional accelerated and later 

diminished growth rate due to sex hormones during 

puberty p(x): 
 

 𝑔𝑟 = 𝑐𝑠 [ℎ (ε𝑏+ε𝑚 + 𝑝(𝑥))] (1) 

 

Reference measurements of the femur in boys between 

1 and 18 years by Anderson and Green [4] were used 

for calibration. Regression of growth in the first ten 

years of life before puberty using a logarithmic 

function and values normalized to growth in the first 

year is used to calculate the decline in growth due to 

chondrocyte senescence: 

 

 𝑐𝑠 = 𝑎 ln(𝑔𝑟𝑜𝑤𝑡ℎ𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒) + 𝑏 (2) 

 

The peak growth rate representing the pubertal growth 

spurt is isolated by subtracting the values obtained by 

equation (1) from the growth measurements and 

analyzing them with the Curve Fitting Tool in Matlab 

(Version R2018b, The Mathworks, Natick, USA) using 

the Gaussian function: 

 

 𝑝(𝑥) = 𝑎1𝑒
−(

𝑥−𝑏1
𝑐1

)2

+ 𝑎2𝑒
−(

𝑥−𝑏2
𝑐2

)2

 (3) 

 

The functions are compared with the original growth 

chart for validation. Catch-up growth is examined after 

h has been reduced to 50% in the first five years. 
 
 

Results 

The regression yielded coefficients a=-0.1558 and 

b=0.9894 and an R-squared of 0.9992, and a1=-3.314; 

b1=-7.079; c1=2.482; a2=0.7852; b2=2.626 and 

c2=1.1502 with an R-squared of 0.9993 and agrees 

well with the original growth diagram. Catch-up 

growth modeling was able to compensate for about 

35% of the reduced growth in the first five years. 

Figure 1: Green-Anderson growth chart (red, solid). 
Growth predicted by the present model (blue, dotted). 
Growth reduced to 50% for the first five years with 
following catch-up (green, dashed). 
 

Discussion 

Consideration of cellular senescence and pubertal 

growth spurt in mechanobiological models of 

longitudinal bone growth is necessary to study catch-

up growth. However, in the present model, cellular 

senescence alone cannot fully explain the rebound 

phenomenon sometimes observed in children, and 

additional effects of hormones on cellular senescence 

should be investigated and included in theoretical 

modeling. Further research will aim to combine finite 

element modeling with the mathematical models 

presented here. 
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Introduction 
Tumours are not only composed of cancer cells, but also 
comprise a wide variety of different cells (e.g., 
epithelial, immune or host cells), as well as non-cellular 
components such as chemical substances or 
extracellular matrix (ECM) components. All these are 
collectively designated as Tumour Microenvironment 
(TME). The mutual interaction between tumoural cells 
and their TME greatly influences the evolution of the 
disease. In particular, the mechanical properties of the 
ECM have demonstrated to play a key role on cell 
behaviour, in terms of proliferation and migration [1]. 
Hence, understanding the crosstalk between cells and 
their TME seems crucial to advance in cancer research.  
 
In this sense, mathematical models are invaluable tools 
to check hypotheses or isolate effects, thus allowing a 
better grasp of the phenomena governing cancer 
progression. Mathematical models and simulation tools 
(in silico models) are therefore considered as optimal 
complements of in vitro experiments, especially of 3D 
models such as microfluidic devices, currently 
considered as the most biomimetic, since they are able 
to reproduce the complex environment of cells, 
including their mechanical interactions [2]. 
 
This work focuses on the influence of the substrate 
mechanical properties on the evolution of glioblastoma 
(GBM), the most common and lethal primary brain 
tumour. Previous studies with in vivo animal models 
have shown that ECM stiffness influences growth, 
migration, and drug resistance in this tumour [3].  
 
Methods 
We present a continuum mathematical model to 
describe the evolution of tumour cells interacting with 
their TME. We model the cell populations 𝐶  and 
chemical species 𝑆  by means of transport equations 
with a source term, that is, by the system of partial 
differential equations: 
 

= ∇ · 𝐹 (𝑪, 𝑺, 𝑷) + 𝐴 (𝑪, 𝑺, 𝑷)𝐶 , (1) 

= ∇ · 𝐹′ (𝑪, 𝑺, 𝑷) + 𝐴′ (𝑪, 𝑺, 𝑷)𝐶 , (2) 

 
where, in general, both the flux terms 𝑭, 𝑭′ and the 
source terms 𝑨, 𝑨′ can depend on the field variables and 

some external parameters 𝑷, such as the mechanical 
properties of the ECM. The model has been previously 
validated [4] with different experiments reproducing the 
evolution of GBM under hypoxic conditions.  
 
The main goal of the present work is to extend this 
model to consider the effect of the substrate mechanical 
properties. To do this, we fit the model to experimental 
results of GBM in microfluidic devices. These results 
reproduce the formation of necrotic cores, characteristic 
of GBM evolution, under different substrate stiffnesses. 
Statistical analyses are also performed to determine the 
behavioural differences in each experimental condition. 
 
Results 
The presented mathematical model reproduces the 
formation of necrotic cores in GBM for different values 
of the ECM stiffness, which allows us to derive 
relationships between the mechanical properties and the 
different phenomena involved in GBM evolution in 
microfluidic devices.  
 
Discussion 
We have developed a framework to simulate tumour 
evolution incorporating the effect of the mechanical 
properties of the ECM. The presented model allows to 
incorporate the effect of the substrate stiffness on cell 
growth and migration and yields good results when 
reproducing experimental data of tumour progression in 
microfluidic devices, enabling a better understanding of 
GBM evolution.  
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Introduction 

Knee articular cartilage (AC) chondrocytes (CC) 

respond to mechanical loads through a process known 

as mechanotransduction (MT). Moderate mechanical 

stimulations maintain normal tissue function, whereas 

injurious loads may promote AC degradation and 

increased expression of pro-catabolic mediators, which 

likely influences the early progression of osteoarthritis. 

Network-based models (NBM) can integrate detailed 

biological information for CC regulation [1], in contrast 

to tissue-scale mechanobiology models [2]. They allow 

to predict steady states (SS) of CC behavior, according 

to different micro-environments imposed as nodal initial 

conditions. A novel NBM was developed as a 

continuous dynamical system, including important 

mechano-sensors, downstream MT cascades and the 

regulation of inflammatory processes.  

Methodology 

A corpus of 44 peer-reviewed articles from indexed 

journals was retained to map mechanoregulatory 

molecular interactions of CC. The interactome 

(simplified in Fig.1) consisted of 115 nodes, related to 

each other through 263 directed edges. It was converted 

into a semi-quantitative mathematical model through a 

system of differential equations [3]. A physio-osmotic 

(PO) initial condition was simulated through TRPV4 

and 51 nodal perturbation. We further assessed 

whether our model could predict expected SS under 

inflammation (INF) and injurious mechanical loads, i.e., 

static compression (ST) and static hydrostatic 

compression (SHC) through PIEZO and PTCH 

activation, respectively. The ability of the model to 

predict semi-quantitatively reasonable changes in CC 

activity, depending on physico-chemical environments 

reported in the literature, was used for evaluation. 

 
Figure 1. Schematic representation of MT events. 

Results 

Under PO conditions, the NBM model evolved towards 

an anabolic SS (Fig. 2, blue): expression levels were low 

for enzymes and high for anabolic factors. INF and HS 

led to a catabolic SS, (Fig. 2, orange; yellow): pro-

inflammatory mediators and enzymes were fully 

expressed. SHC promoted intermediate anti-

inflammatory and pro-anabolic responses, but proteases 

and transcription factors indicated possible undue AC 

turnover (Fig.2, purple).  

 
Figure 2. SS for the Physio-osmotic stimuli (PO-blue), Inflammation 

(INF-orange), High Strain (HS-yellow) and Static Hydrostatic 

Compression loads (SHC-purple). 

Evaluation showed that the model could replicate 

94,12% of the conditions selected (Table 1). 

Table 1. Evaluation details.  the response should increase,  means 

the opposite. If green, the response is correct, if red not. 
Nodal activation Expected response   

Connexin  ATP    

TRPV4 
 Ca2+ COL2A ACAN TGF 

 NO ADAMT5 IL1  

51  ACAN    

v  ACAN    

PIEZO  Ca2+    

PTCH  GLIr Ihh   

PTHrP 
 CITED2 ACAN   

 MMP1 MMP3   

Discussion 

MT links associated with PO loading regimes appeared 

cornerstone to activate anti-inflammatory cytokines. 

This result highlights the importance of proteoglycans 

to protect the AC against daily fluctuations of low-grade 

inflammation. SHC seemed less harmful than high 

strain, but with limited ability to preserve AC integrity, 

reflecting potential deleterious effects of persistent static 

postures. Hypertrophy was favoured by high strain 

rather than SCH. In conclusion, a MT NBM coupled 

with inflammatory complexity has been successfully 

developed, revealing a unique potential to reflect load-

induced chondroprotection or AC degradation in 

different mechano-chemical-environments. 
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Introduction 

Early bone fracture healing is a complex phase that has 

an intrinsic importance in the generation of an adequate 

reparative callus environment. Due to its complexity, 

the early stage of bone fracture healing, typically called 

the inflammatory phase, could benefit from the support 

of computational analysis [1]. Therefore, we present the 

COmputational Mechano-biological Model of Bone 

INjury Immunoresponse (COMMBINI): a multiscale in 
silico approach that simulates the early bone fracture 

process with the support of finite element analysis and 

agent-based model (ABM). An original methodology to 

calibrate the model, which employs in vivo 

immunofluorescence images, is hereby presented.  

 

Methods 

The innovation behind COMMBINI is the introduction 

of a discrete ABM to describe the biological dynamics 

at the cellular level. While other models of immune 

response in bone healing were using a continuous 

domain of investigation [2], the presented model is 
simulating each individual cell. All cells migrate, 

proliferate and secrete cytokines according to specific 

rates. For calibration of the in silico model, we use a 

deep learning algorithm to segment cell nuclei from 

immunofluorescent images (DeepCell [3]) of the murine 

standardized fracture model callus at post fracture day 3 

(PFD3) [4].  

 
Figure 1: Top: in silico immunofluorescence (model 

output); Bottom: immunofluorescent image at PFD3 

showing cell nuclei (blue) and CD206-positive cells 

(red). The latter is used as a marker for the anti-

inflammatory cells (M2) to calibrate the model. For a 

direct comparison, a COMMBINI-like image within the 

same Region of Interest (ROI) is generated to show the 
position of M2 cells in vivo. Scale bar: 50 µm.  

The algorithm extracted information about cellular 

quantification and distribution, focusing on the M2 anti-

inflammatory macrophages. The comparison with the 

ABM output (also named in silico immunofluorescence) 

ensures a parametric adjustment of the model to 

guarantee a more close-to-reality outcome (Figure 1). 

  

Results 

In first instance, the calibration process showed that the 
original in silico model was characterized by a low 

macrophages recruitment ratio. This was highlighted by 

a reduced number of cells predicted by COMMBINI, 

when compared with the immunofluorescence images. 

An iterative adaptation of the parameter value was 

observed to lead to a more realistic output (Figure 2).  

 
Figure 2: Qualitative (left) and quantitative (right) 

comparison between in vivo (orange, avg:156,6 

cells/mm2) and in silico (blue, avg: 138.8 cells/mm2) M2 

cell distribution post calibration. Scale bar: 50 µm. 

 

Discussion 

The in silico immunofluorescence is  a powerful 

calibration instrument to use in the model building 

stage, easing the path towards full experimental 

validation. However, due to its intricacy, COMMBINI 

will necessitate further iterations to obtain a global 
calibration that takes into consideration all the 

parameters and variables involved. The model 

calibration will surely lead to a more realistic algorithm, 

assisting the creation of a tool that can help to shed light 

on the complexity and importance of the early 

inflammatory stage on the whole of the regeneration 

process.  
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Introduction 

During embryogenesis, complex synovial joint shapes 

emerge through growth and morphogenesis. Fetal 

movements have been shown to be critical for the 

healthy development of joints [1]. The cell-level 

dynamics underlying joint shaping, particularly the 

effects of mechanical loading on such dynamics, are still 

poorly understood. In this research, we quantified the 

individual contributions of the main cellular dynamics 

involved in growth and morphogenesis of the murine 

distal humerus over time using a predictive 

computational simulation of joint development. We 

assessed the impact of absent muscular contraction on 

these cell-level dynamics.   

 

Methods 

Embryonic mouse limbs at three different 

developmental ages were imaged at the Diamond Light 

Source synchrotron using phase contrast X-ray 

microtomography. Both wild type and muscleless-limbs 

from the Splotch delayed (Sp-d) line were studied. Cells 

in the distal humerus were segmented and their shapes 

and centroid positions extracted. Local growth rates in 

the distal humerus between two consecutive ages were 

estimated based on the change in cell volume, ECM 

volume and cell number using equations from [2] which 

were adapted to the type of data gathered in this study. 

These growth rates were integrated into a finite element 

model of the murine distal humerus with which growth 

between ages was predicted. The impact of each of the 

three considered drivers for growth—cell volume, ECM 

volume and cell number changes—was explored by 

successively simulating growth when each of these 

drivers was kept constant or was the only active one.  

 

Results 

Accurate shape predictions were obtained for both 

wildtype and muscleless-limb distal humeri between 

each ages demonstrating the reliability of our growth 

rate estimations. For example, Theiler Stage (TS) 24 to 

TS25 wild type growth predictions are shown in Fig. 1. 

Assessment of individual contributions revealed a 

pronounced time evolution: in wild type mice, from 

TS23 to TS24, ECM volume increase was the main 

driver for growth, but it played no role from TS24 to 

TS25 where increases in cell number and volume were 

the main growth factors (Fig 2). In muscular dysgenesis 

mice from TS23 to TS24, cell and ECM volume 

decreased promoting tissue contraction which was 

compensated by a pronounced increase in cell number. 

 
Figure 1: Distal humerus growth maps and predictions 

from TS24 to TS25 wild type when cell volume, ECM 

volume and cell number changes are all included. L: 

Lateral, M: Medial, D: Distal, Pr: Proximal. 

 

 
Figure 2: Distal humerus growth rate estimations when 

cell volume, ECM volume and cell number changes 

between consecutive ages are all included (orange bar), 

or when only one of these factors was active. Negative 

growth rates would promote tissue contraction. 

 

Discussion 

Accurate shape predictions in the murine distal humerus 

were obtained from integration of cell expansion, ECM 

volume increase and cell proliferation data, suggesting 

that these behaviours are the main drivers of murine 

distal humerus growth and morphogenesis. The 

temporal patterns of these three drivers were revealed. 

When muscle contractions were absent, the contribution 

of these growth factors were altered, demonstrating the 

influence of mechanical stimuli on the dynamic cell 

behaviours driving growth and morphogenesis. 
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Introduction 

Human mesenchymal stem cells (hMSCs) have been at 

the center of regenerative medicine research due to their 

ability to differentiate into various cell types and to self-

renew. It is known that various cell surface receptors 

play an important role in their differentiation and self-

renewal. One such receptor is the cadherin, which 

maintains the cell–cell adhesion and mechanically 

couples cells together.1 Recently, cadherin-11, which is 

a member of the type II classical cadherin family, has 

been shown to be involved in the fate commitment of 

hMSCs.2 Interestingly, cadherin-11 has no known 

intrinsic signaling activity and is thought to affect cell 

behavior via interactions with other cell surface 

receptors. Members of the platelet-derived growth 

factor receptor (PDGFR) family are hypothesized to be 

interaction partners of cadherin-11.3 Experiments 

confirmed that PDGFR-α can bind to extracellular 

cadherin-11 regions and its activity increases upon 

binding4, whereas the interaction between PDGFR-β 

and cadherin-11 suppresses the activity of the growth 

factor receptor. Cadherin-11 knockdown experiments 

also decreased in cell proliferation.3 These interactions 

between cadherin-11 and PDGFRs indicate a crosstalk 

between these receptors and their downstream signaling 

activities.  

In this study, we used a computational model to 

represent the experimentally proven interactions 

between cadherin-11 and the two PDGFRs and we 

inspect whether the crosstalk also exists downstream of 

the signaling initiated by the two receptor families. We 

compared our predictions to experimental observations 

on receptor activity and cell proliferation.  

Results 

We developed a standardized qualitative dynamical 

model of the PDGFR and cadherin-11 signaling 

pathways (Figure 1) using ordinary differential 

equations described by Mendoza and Xenarios.5 This 

framework allowed us to monitor the relative activity 

levels of each molecule in the system. We performed 

model simulations to mimic the conditions in previous 

experimental studies (i.e. cadherin 11 knockdown and 

inhibiting the extracellular domain of cadherin-11) and 

to predict the effect of crosstalk on cell proliferation.   

Overall, our predictions suggest the existence of a third 

layer of crosstalk, namely between the β-catenin 

(downstream to cadherin-11) and an ERK inhibitor (e.g. 

dusp1 or MKP1, downstream to PDGFRs, referred as 

“crosstalk protein” in Figure 1), in order to match the 

experimental data, or in other words, for cadherin-11 to 

influence the proliferation of hMSCs.   

 

 
Figure 1: Overview of the cadherin 11–PDGFR 

crosstalk model. Green arrows represent activation, red 

connections represent inhibition. 

Discussion 

Our results provide computational evidence for a multi-

layer crosstalk between cadherin-11 and PDGFR 

receptors, which ensures dynamic control over the 

proliferation in hMSCs. We believe computational 

models such as ours are crucial for the discovery of 

many more possible crosstalks between signaling 

pathways controlled by cell surface receptors. 

Elucidating these crosstalks will eventually contribute 

towards a better understanding of cell decision-making 

in response to physical, chemical and mechanical 

changes in the extracellular environment.   
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Introduction 

Incidence of osteoporosis (OP) is increasing with our 

aging population. Denosumab, a common treatment for 

OP, is a monoclonal antibody that binds to RANKL and 

thus reduces osteoclastogenesis, osteoclast-mediated 

bone resorption and remodelling rates. Upon cessation 

of treatment, however, resorption rises quickly to levels 

even higher than baseline and thus rapid bone loss 

occurs (i.e. rebound effect) [1]. This has been attributed 

to: (a) accumulation of osteoclast precursors due to 

blocked differentiation to osteoclasts (i.e. the gate-

blocking effect) [2] or (b) osteomorphs, cells in the 

marrow originating from the fission of osteoclasts on the 

bone surface. Osteomorphs can survive low RANKL 

conditions as occur during treatment with denosumab 

[3]. In this work, we used an in-house micro-

multiphysics agent-based (micro-MPA) model to 

explore mechanisms responsible for the rebound effect 

following cessation of denosumab treatment. 

 

Methods  

For the micro-MPA model, bone and marrow cells are 

represented as agents on a voxel-based lattice and are 

motile and capable of producing or resorbing tissue and 

signaling molecules [4]. Osteomorphs were 

implemented as an additional cell type with a half-life 

of 6 months, residing in the marrow and moving towards 

higher RANKL faster than osteoclasts on the surface. 

The probability of an osteoclast fissioning to 

osteomorphs is inversely proportional to its RANK 

binding site occupancy and the probability of 

osteomorphs fusing to osteoclasts on the surface is 

proportional to their RANK binding site occupancy. A 

micro-multiphysics solver is used to determine the 

diffusion and reactions of signaling molecules. 

Concomitantly, the bone mechanical environment is 

simulated using micro-finite element analysis to 

determine the internal strains, which serve as stimulus 

for the osteocytes and osteoblasts. Micro-computed 

tomography (micro-CT) data serves as input for the 

baseline model structure. Starting from 7 micro-CT 

scans of iliac crest biopsies from postmenopausal 

women (age: 72±5 years) [4], simulations with and 

without osteomorphs were run for 2 years of denosumab 

treatment with an additional 2 years of follow-up 

without treatment and for 3 years of treatment.  

 

Results 

In in vivo trials and the simulated iliac crest micro-MP 

models with and without osteomorphs, bone volume 

fraction dropped rapidly starting 6 months after the last 

denosumab injection and stabilized below baseline but 

above placebo levels by month 48. 

After 3 years of simulated denosumab treatment, the 

mean ratio of osteoclast precursors in the marrow in the 

treatment and placebo cases was 1.84 in clinical patient 

data [2], 2.43 in simulations without osteomorphs and 

1.78 in simulations with osteomorphs. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: micro-MPA simulation showing osteoclasts 

(violet), osteoclast precursors in the marrow (blue) and 

osteomorphs (black) after 3 years of denosumab (left) 

and average and standard error in osteoclast and 

osteomorph numbers during 2 years of denosumab 

followed by 2 years without treatment (right) 

 

Discussion 

With and without osteomorphs, the micro-MPA model 

reproduced trends in bone mineral density observed 

experimentally after withdrawal of denosumab. The 

accumulation of preosteoclasts more closely matched in 

vivo measurements when osteomorphs were explicitly 

included as an additional cell type in the model. These 

simulations suggest that both accumulation of 

preosteoclasts and osteomorphs play a key role in 

causing the rapid bone loss following denosumab 

discontinuation, with accumulation of preosteoclasts 

contributing approximately twice as many resurgent 

osteoclasts as osteomorphs. Micro-MPA models may 

provide a fast and inexpensive tool to computationally 

test hypotheses relating to bone mechanobiology and 

OP treatment sequence and assist in formulating in silico 

trials to help reduce and refine human clinical trials. 
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Introduction
At  the  molecular  scale  Myosin  and  Actin  proteins
interact in a cycle and form a molecular motor at the
origin of muscular contraction. During this metabolic
process  the  energy  comes  from  the  hydrolysis  of
adenosine triphosphate (ATP): 
An  ATP  molecule,  initially  coordinated  to  a
magnesium cation, is broken into ADP and inorganic
phosphate  (Pi)  inside  the  active  site  of  the  Myosin
molecule  (see  Figure  1).  This  hydrolysis  is
accompanied  by  the  conformation  change  of  the
Myosin that leads to the working stroke of the muscle
in link with Pi release.

The  mechanisms  behind  this  key  biochemical-
mechanical  coupling  are  still  under  intense
investigation both experimentally and with simulation.
In the present work we used Molecular Dynamics and
Umbrella Sampling simulation to study the energetics
of  the  departure  of  the  Pi  from  the  active  site  and
describe the associated structural pathways.

The goal is to give a detailed description and give an
estimation of the free energy barrier of Pi release 

Methods
After  preparation  of  the  relaxed  all  atoms’  models
hydrated in explicit water boxes and using appropriate
forces  field,  we  performed  Umbrella  Sampling
simulations with AMBER to obtain the associated free
energy barrier with two different initial conformations
preceding  phosphate  release,  called  Pre-Powerstroke
(PPS)  and  Pi-Release  (PiR).  For  each  state,  the
simulations  were  also  started  with  2  different  initial
hydrations  of  Magnesium,  resulting  in  four  initial
conditions. The potential of mean force (PMF) as well
as the different interactions along the release of the Pi
along the protein cavity are compared. 

Results
The  comparison  of  the  structural  motion  within  the
active  site  along  the  four  trajectories  was  done  in
parallel  with  the  study  of  the  PMF.  For  this,  new
analytical  tools  to  extract  information  on  most
important interactions are proposed. Important residues
involved in the trajectory are highlighted.

Our simulations suggest that the release of phosphate is
favored  in  PiR  compared  to  PPS  which  is  in
accordance with previous studies on Pi release. [1]

Moreover,  all  escapes  were  observed  along  the
backdoor exit, which is the most probable escape route,
without explicit bias.
Finally,  our  detailed  analysis  of  the  molecular
interactions  along  this  escape  route  brings  new
elements  to  explain  the  difference  between  the
energetic costs in each process. [2]

Discussion
Our  results  confirm  the  role  of  the  hydration  of
magnesium for  an easier  release  of  phosphate which
was proposed using unbiased simulations.[3] 
However the coupling between Pi release and working
stroke remains debated. [4]

Figure

Figure 1 : Representation of the active site with Pi, Mg
and some important residues represented.
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Introduction 

Osteoporosis (OP) is among the most prevalent bone 

diseases, causing significant health concerns and 

potential injury to those affected. PTH(1-34) is used to 

treat severe OP, however exercise is well known to 

provide anabolic benefits; combining these two 

treatments has shown to provide synergistic benefits to 

overall bone health [1].  

Significant experimental work has been undertaken to 

understand how PTH and mechanical loading (ML) 

therapies influence bone formation. Currently, efforts 

have been made in creating computational models 

capable of predicting bone’s adaptive response to these 

stimuli. However, these models either consider PTH as 

a simple mechano-regulated system [1] or investigate 

adaptation at the organ level [2], and thus don’t 

accurately represent the mechanobiological regulation 

of bone. 

Here, we present a multiscale mechanobiological model 

for combined PTH and ML. This model combines beam 

theory (BT) with a bone cell population model (BCPM) 

to biologically describe the adaptive response in the 

mouse tibia. The objectives of this work are to: 

1. Numerically determine a mechanistic link 

between ML, PTH and the adaptive response 

2. Provide a platform to explore treatment dosage 

combinations and subsequent adaptive changes 

 

Methods 

Longitudinal data used in the calibration/validation of 

this model was collected by Roberts et al. [3]. This data 

covers three treatment types: ML monotherapy, PTH 

monotherapy, and a dual PTH + ML therapy. Mouse 

tibiae were longitudinally scanned using μCT and 

rigidly registered in AMIRA. Image analysis and 

modelling being conducted in MATLAB. 

Cortical bone adaptation is investigated at a cross-

sectional level, where the periosteal and endosteal 

envelopes are mapped as discrete x/y coordinates. The 

algorithm follows four steps: 1) cross-sectional 

mechanical properties are calculated using BT, 2) 

external ML is converted into an adaptive signal (Ψ) at 

the cortical surface, 3) Ψ and PTH concentration are 

used as regulatory functions for the BCPM which 

calculates osteoblasts (OB) and osteoclasts (OC) 

numbers at cortical surfaces. 4) formation or resorption 

events occur at a given cortical point based on bone 

volume fraction, determined as the difference in OB and 

OC activity. Subsequently, the x/y coordinates of the 

cortical surface envelopes are updated. These four steps 

are iteratively run at a time step of one day and 

terminated at the endpoint of the experiment. 

 

Results 

Preliminary results of the simulations have focused on 

mechanical-based adaptation using a Wolff type 

adaptation law. Results show that longitudinal strain is 

a good mechanical signal (Ψ) to drive bone adaptation 

response. The adaptive response could be predicted to 

within one pixel (~10μm) of error for ~87% of the 

periosteum, as shown in Figure 1. 

 
Figure 1: Comparison of experimental (blue) and 

simulated (red) adaptive changes across the periosteal 

and endosteal surfaces in the midshaft of the mouse tibia 

[3]. 

 

Discussion 

Strains calculated through BT have been shown as 

effective drivers of mechanical adaptation on the 

cortical surface. Work has begun on modifying a 

previously proposed BCPM [2] into a surface-based 

representation for use in mouse tibiae studies. Once 

completed, the BT + BCPM will provide the means for 

rapid investigation of the adaptive response, allowing 

for exploration into optimizing patient-specific 

treatments for those suffering from OP. 
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Introduction 

Multiple myeloma (MM) is a heterogeneous cancer, 

which is the second blood-associated cancer with a 

particularly high mortality rate and being incurable in 

most cases. Mechanical conditions on the extracellular 

matrix (ECM), as well as the interactions with other 

resident cells, seem to play a key role in MM growth, 

drug resistance, and cancer metastasis [1, 2]. The 

development of new effective therapies is not 

straightforward due to the complex conditions in tumor 

microenvironment. In this sense, computational models 

can offer us new perspectives and support conclusions 

to improve in-vitro models. To adequately identify the 

specific tumor conditions, the use of agent-based models 

can offer a wide possibility, which can focus on each 

individual cell conditions. Here, we present a new model 

where MM cell behavior can be defined in a Discrete 

Particle Model (DPM), which has been validated with 

previous results from the bibliography and previous 

models [3]. 

  

Methods 

Cell motion is considered through the cell acting forces: 

 𝑚
𝑑𝑣

𝑑𝑡
= 𝐹𝑑𝑟𝑎𝑔 + 𝐹𝑟 + 𝐹𝑔𝑟𝑎𝑣 + 𝐹𝑖𝑗, (1) 

where, 𝑚 is the cell mass, 𝐹𝑑𝑟𝑎𝑔, 𝐹𝑟, and 𝐹𝑔𝑟𝑎𝑣, 

corresponding to the contributions of the drag forces, 

domain motion, and gravity, respectively. Finally, 𝐹𝑖𝑗 

are contact forces, due to the cell interaction with the 

ECM and other cells as: 

 𝐹𝑖𝑗 = ∑[[𝐾 𝛿
3

2 + 𝛾(𝑣𝑖𝑗𝑒𝑖𝑗)](𝑒𝑖𝑗 + 𝜇𝑒𝑖�̂�)], (2) 

where, 𝐾 is the contact stiffness, 𝛿 is the cell penetration 

distance, 𝛾 is the loss factor, 𝑣𝑖𝑗  is the collision relative 

velocity, 𝜇 is the cell friction coefficient. Finally,  𝑒𝑖𝑗 

and, 𝑒𝑖�̂� are unit vectors, which define the normal and 

tangential contact direction, respectively.  

The effect of the cell is transmitted to the fluid flow 

through the momentum exchange, 𝐹𝑒𝑥, as: 

 𝐹𝑒𝑥 = ∑ [
18 𝜇𝑓𝐶𝐷𝑅𝑒

𝜌𝑝(2𝑟𝑝)224
 (𝑣𝑝 − 𝑣𝑓)] �̇�∆𝑡, (3) 

being, 𝜇𝑓 is the ECM viscosity, 𝐶𝐷 is the drag 

coefficient, 𝑅𝑒 is the Reynolds number, 𝜌𝑝 is the cell 

density, 𝑟𝑝 is the cell radius, 𝑣𝑝 and 𝑣𝑓  are the difference 

of the particle and fluid velocity, respectively.  

 

Results 

Cell and ECM properties/behavior have been calibrated 

via obtained data/results from the bibliography [4, 5]. 

 
Figure 1: Cell maturation index after 6 days of cells in 
culture with initial cell concentration of 5 ×
105cell/ml. Tumor aggregates are considered for a 
minimum of 30 cells.   
 
Cell sedimentation has been studied for 4.5 mm height 

ECM. Cell proliferation has been calibrated for 6 days 

of simulation. Then the formation of cell aggregates has 

been studied for 21 days of cells in culture.  

 

Discussion 

A computational model to study MM in a liquid 

microenvironment has been developed. With this model, 

we have studied the formation of MM tumor 

aggregation in MM-like ECM conditions. Results for 

cell sedimentation and cell proliferation are consistent 

with those obtained from the bibliography [4, 5, 6]. The 

cells remain attached once they proliferate, increasing 

cell numbers and forming tumor aggregates, which are 

proportional to the initial cell concentration. Moreover, 

cell-cell interaction increases cell maturation and, 

consequently, cell proliferation and tumor growth.  
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Introduction  

The introduction of stiff guidewires during the 
endovascular treatment of aortic aneurysm (EVAR) 
causes deformations on the vessel wall, thus leading to 
a mismatch with the pre-operative aortic configuration. 
This lowers the accuracy of image fusion used for intra-
operative navigation and affects the selection of the stent 
graft [1]. Thus, a prediction of the intra-operative 
deformations has the potentiality to improve EVAR and 
assess its feasibility [2]. Previous studies [2], [3], [4] 
used finite element analysis (FEA) to predict these 
deformations and compared their results with intra-
operative imaging data.  
This work aims to predict the aortic deformations and 
the guidewire's path using FEA and validate the results 
with in vitro experiments.    
 
Methods 

Eight patient-specific aortas with abdominal aortic 
aneurysm (AAA) were segmented from CT 
angiographies and 3D printed (PolyJet technology, 
material: Agilus30). Ten radiopaque markers (Tantalum 
Beads 0.8 mm, Tilly Medical Products AB, Sweden) 
were placed on the models in positions of anatomical 
interest (e.g., iliac bifurcation, ostia of renal arteries and 
visceral branches, AAA, iliac arteries). FEM 
simulations were carried out using the commercial 
finite-element solver LS-DYNA Explicit (ANSYS, 
USA). The aortic wall was modeled with shell elements, 
while the guidewire with beam elements. A velocity of 
0.5 m/s was applied to the lower node of the guidewire, 
as suggested by Gindre et al [2]. A rigid introduction 
tube was modelled to prevent the buckling of the 
guidewire outside the vessel. A frictionless contact 
algorithm was applied. Experiments were performed 
acquiring cone beam CT (CBCT) scans of the 3D 
printed models, before and after inserting a Lunderquist 
Extra-Stiff Wire Guide (Cook Medical, USA).  
 
Results 

Figure 1 (left) shows the deformed aortic configuration, 
obtained from FEA, for a patient when the guidewire is 
fully inserted from the left iliac artery. Figure 1 (right) 
shows the comparison between the CBCT acquisitions 
and the FEA results, after the insertion of the guidewire, 
in an axial and sagittal plane.  

 
Figure 1: FEA results: deformed configuration with 
fully inserted guidewire (green) vs initial (red), left side. 
Experimental (CBCT, grey) vs FEA results (green) in 
axial and sagittal planes, right side. 
 
Discussion 

Both in experiments and FEA, in agreement with 
literature [1], the main effect of the guidewire insertion 
is a straightening of the vessel along with a decrease in 
tortuosity of the iliac arteries. Further developments of 
this work include the mechanical testing of the material 
of the phantoms and a sensitivity analysis to better 
assess the impact of uncertainties, e.g., velocity and 
direction of guidewire's insertion, on FEA results. The 
present analysis will be extended to a larger cohort of 
patients. Furthermore, the effect of the thrombus and 
calcification patterns on aortic deformations will be 
investigated. The future aim is towards more realistic in 
vivo boundary conditions and vessel mechanical 
properties, comparing the results with intra-operative 
data, to assess the potential use of the present 
experiments for clinical training purposes. 
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Introduction 

Ultrasound together with a motion capture (MoCap) 

system has the potential to reconstruct the skeletal 

kinematics in a non-invasive and non-radiative manner. 

Multiple A-mode transducers produce multiple bony 

landmarks. With MoCap system, a point set in 3D-space 

is obtained, thus, the bone 3D-pose can be recovered. 

The proof of concept to obtain 3D tibiofemoral 

kinematics was provided by [1]. However, their 

proposed registration algorithm struggles to recover z-

rotation (Rz) and translation (tz) of bone pose. This 

inaccuracy is highly related to the noise and the 

cylindrical shape of the Femur and Tibia bone. 

Registration algorithm performs by (1) estimating local 

transformation to (2) minimize a cost function. Root 

Mean Square Error (RMSE) is a broadly common cost 

function as it is used by ICP and its variants, and 

filtering-based registration. In contrast, Gaussian 

Mixture Model (GMM)-based registration, which 

treated the point cloud as Gaussian Mixture centroids, 

uses GMM L2-distance [2] or Neg-Loglikelihood [3] for 

its cost function. However, assuming we have a perfect 

global optimizer to search the global minimum, there is 

still no direct observation and comparison of how these 

cost functions behave in the presence of noise. 

In this work, we evaluated the mentioned cost functions 

in the case for estimating the 3D pose of a human bone. 

Method 

15 points are selected based on [1] from Tibia and 

Femur bone model. To simulate noise, a random normal 

noise, ranged from [0, 1) and [0, 2) is applied to each 

point. A transformation which combines Rz & tz, ranged 

from (-10, +10) degrees and mm, respectively, is applied 

to the bone models. We expect the (0,0) combination is 

the global minimum from the cost functions (see Fig. 1). 

1000 trials are repeated on each noise level and the 

global minimum is obtained using min function. 

 
Figure 1: Cost function’s search space. Left to right, 

RMSE, GMM L2-distance, GMM Neg-Loglikelihood. 

Tibia and Femur bone is used, as this research is directed 

towards tibiofemoral joint kinematics. 2-DoF (Rz and tz) 

out of 6-DoF is investigated as they are the most difficult 

DoF to recover in this case. 

Results 

Every trial produces one global minimum and is plotted 

to an XY-plane, (Rz and tz as x- and y-axis; see Fig. 2). 

The closer the distribution to origin, the better they are 

estimating the true transformation regardless the noise. 

 
Figure 2: Global minimum on 1000 trials. Each row 

represents level-1 and -2 noise. Each column represents 

cost functions, from RMSE, GMM L2-distance, GMM 

Neg-Loglikelihood. Tibia bone is used in this figure. 

Quantitively, GMM L2-distance performs better in 

estimating Rz, both for Tibia and Femur, in the presence 

of level-1 and -2 noise (see Tab 1, column 3-5). 

However, in rare occasions for femur trials, outliers are 

observed in GMM cost functions, which makes standard 

deviations larger than RMSE (see Tab. 1, row 4). 

Bo-

ne 

RMSE GMM L2-distance GMM Neg-Likelihood 

Rz (°) tz (mm) Rz (°) tz (mm) Rz (°) tz (mm) 

Tn=1 1.04±0.74 0.6±0.4 0.86±0.64 0.6±0.4 0.90±0.69 0.5±0.4 

Tn=2 1.85±1.40 1.1±0.8 1.72±1.30 1.1±0.8 1.78±1.31 1.0±0.8 

Fn=1 0.66±0.48 0.5±0.4 0.59±0.42 0.5±0.4 0.68±0.47 0.7±0.5 

Fn=2 1.31±0.96 1.1±1.0 1.13±1.01 1.1±1.2 1.13±1.00 1.2±1.2 

Table 1: Mean and standard deviations of absolute 

errors from expected global minimum cost functions. 

T=Tibia, F=Femur, n = level of noise. 

Discussions 

GMM L2-distance gives better results than the other 

two, especially in estimating Rz. Other benefit, compare 

to RMSE, is the smoothness of cost function surface (see 

Fig. 1), which will ease the optimizer to find global 

minimum. Although, in rare occasions, outliers are 

observed, it can be solved by tuning the σ parameter. 
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Introduction 

Adult Spinal Deformity (ASD) is an abnormal 

alignment of the spine in elderly patients. Proximal 

Junction Failure (PJF) is one of the most serious 

complications of ASD spinal surgery [1]. The Global 

Alignment and Proportion (GAP) score was proposed to 

predict PJF [2]. It uses morphological parameters, but 

does not explicitly include biomechanical descriptors. 

Therefore, the objective of this study is to explore 

biomechanical descriptor associated with PJF. Finite 

Element Models (FEM) have been proposed as effective 

tools to study the biomechanical aetiology of ASD but 

require structured meshes that are difficult to generate 

automatically. Hence, we propose a new tool to generate 

Patient-Specific (PS) FEM models of the thoracolumbar 

spine, based on Statistical Shape Modelling (SSM) and 

mesh transformation. PS simulations were used to 

explore biomechanical descriptors able to categorize 

PJF and tested the use of these descriptors for prognosis. 

Methods 

42 operated patients were selected. Inclusion criteria 

were age 50-75, Pelvic inclination> 20°, SVA> 5cm, 

PJF post-op complications [3]. Pipeline of modelling 

and FE steps are introduced in Fig.1. 

 
Fig.1. Modeling and FEM pipeline 

3D thoracolumbar surfaces were obtained through the 

sterEOS software. Principal Component Analysis 

(PCA) allowed to learn the main modes of shape 

variation of the SSM. Thanks to the SSM, virtual P-S 

3D geometrical models were recreated by activating 

different mode shapes. Structured FEM meshes were 

morphed to the unstructured surface meshes of the 

geometrical models. Thin Plate Spline and Coherent 

Point Drift algorithms were used for vertebras and 

intervertebral discs (IVD), respectively [4]. Tissue 

models and boundary conditions are shown in Table1. 

Table1: Material properties and boundary conditions 

Material properties 

Intervertebral disc Vertebras Ligaments 

Anisotropic 

hyperelastic model [5] 

Linear 

elastic [6] 

Hypoelastic 

model [7] 

Boundary Conditions Eccentric load in vertebra center; Sacrum is fixed 

Control and PJF cases were further compared to find 

computed biomechanical descriptor able to discriminate 

PJF cases through the analysis of the Area (AUC) under 

the Receiver Operating Characteristic (ROC) curve. 

Cut-off analyses, based on Youden Index calculations 

further provided quantitative thresholds to characterize 

the control and failure groups. 

Results and discussion 

Among the calculated biomechanical descriptors, the 

fibre maximum principal strain in the IVD adjacent to 

the Upper Instrumented Vertebra differed consistently 

in the PS PJF compared to control models (Fig.2).  

 
Fig.2. Maximum principal fibre strain for a control and a PJF case 

The mean value of the fibre strain in the failure cases 

was 73.99% higher than in the controls (16.06% vs 

9.23%). The ROC-AUC analyses confirmed that the 

fibre strain discriminated possible PJF cases, with about 

10% improvement compared to GAP score (Table 2). 

Table 2: ROC analysis for GAP and fibre strain 
 

AUC Confidence interval 
Threshold based on 

maximizing Youden Index 

Fiber strain 0.9875 0.80 to 0.9923 10.56% 

GAP score 0.8856 0.71 to 0.93 7 

The calculated PS fibre strains suggest that incremental 

degeneration of the IVD cranial to the instrumentation 

might play an important role in PJF and serve the 

prognosis of ASD surgery. These results proved the 

power of computational biomechanical analyses, to 

discriminate PJF. The modelling pipeline allows the 

further testing of a larger number of FEM, and further 

boundary conditions should be studied in the future. 
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Introduction 

Coronary artery bypass graft (CABG) surgery is an 

effective treatment for severe and multi-vessel 

cardiovascular disease [1].  With time, the additional 

vessels suffer the same damage and disease for which 

they were implemented to treat. Graft complications 

require additional medical intervention, decreasing the 

patient’s quality of life whilst increasing the costs of 

treatment and care [1–3]. Building upon the previous 

work in the field of haemodynamic analysis using 

computational fluid dynamics (CFD) simulations [4–6], 

the aim of this work is to assess the impact of CABG 

geometry on the local haemodynamics that dictate its 

long-term performance. 

 

Methods 

A patient-specific anatomical model was digitally 

recreated for a quadruple heart-bypass patient, to which 

we applied clinically accurate flowrates and boundary 

conditions (BCs). A healthy comparative case was 

generated by altering the anatomy and BCs to remove 

the disease and existing bypasses. Returning disease to 

an isolated vessel, virtual surgery was then performed. 

Several novel bypass designs were generated through 

modifications to the length, shape, and anastomosis 

location of an idealised bypass. Figure 1 demonstrates 

six of the bypass designs shown in yellow across two 

anatomical models. 3D CFD simulations were used to 

evaluate select haemodynamic metrics for these 9 

configurations and were compared against each other 

and the patient’s in-situ bypass. 

 
Figure 1: Merged illustrations of several bypass shape 

and length variations on 2 cardiovascular geometries. 

Results 

The distal coronary run-off was minimally impacted by 

shape, with variation <5% between designs. The longer 

bypasses experienced reduced outflows due to increased 

vascular resistance. CABG shapes with minor 

deviations performed more favourably, whilst all 9 

novel designs out-performed the in-situ bypass. Bypass 

shape profoundly impacted the velocity flow profile and 

axial velocity distribution through the length of the 

bypass. At curvatures, flow redirection resulted in 

amplified extreme values of time averaged wall shear 

stress (TAWSS) by up to 145% percentage difference. 

For a given bypass, the surface area at risk to early 

failure due to pathological TAWSS (defined as                  

<4 dyn ∙ cm−2 & >25 dyn ∙ cm−2) was summed and 

normalised against the total surface area. The maximum 

and minimum values for percentage surface area at-risk 

were 59% and 28% respectively. Oscillatory shear index 

(OSI) measurements were also highly varied. The 

normalised at-risk area due to pathological OSI (defined 

as >0.15) expressed a maximum of 81% and minimum 

of 44% between designs. 

 

Discussion 

Our findings align with the current understanding of 

coronary bypass haemodynamics [3], whilst evidencing 

the untapped research of bulk-body geometry as a 

predictor for early bypass failure. At present, 

cardiothoracic surgeons decide a bypass’ configuration 

from intuition and experience, testament to lacking 

surgical guidance. This study aims to expand its findings 

to provide guidance and optimisation for improved 

patient outcomes. 
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Introduction and motivations
In the last decades, the improvements in numerical
algorithms and the increasing computational
availability have produced a huge amount of scientific
data. To properly exploit such data, Reduced Order
Modeling (ROM) [1] gained large popularity in many
engineering and applied science fields, especially using
the data-driven approach, since it allows building
real-time models by recycling such (pre-computed)
data.
Despite its potentiality, ROM application is still quite
limited in several fields, in particular the ones less used
to computational simulations – e.g. the biomedical
sector. Although its successful employment [2], the
absence of consolidated user-friendly and ready to use
applications to perform ROM simulations, strongly
limits nowadays the dissemination of this method.

The real-time web platform ATLAS
We propose the computational interface ATLAS [3],
accessible directly through a web browser, aiming to
intersect the demand of ready-to-use real-time tools by
exploiting the recent developments in ROM. We are
then able to encapsulate real-time models in graphical
applications for the final users, allowing dissemination
of numerical simulations to a vast audience of
institutions. In this way, the less technical users have
the possibility to interact with the web interface using
sliders or forms, changing the parameters of the
simulation of interest - e.g. the boundary conditions,
the flow/structure properties -, not only modeling the
physical phenomena but also directly rendering the
solution in real-time.

Figure 1: Streamlines of cardiovascular flow in a
numerical VA-ECMO simulation.

The interface via web and the exploitation of ROM
allow in principle to use it in any devices with internet
connection, without constraints related to the hardware,
thanks to the low computational cost of ROM. With
these features, we imagine ATLAS as the portal which
brings numerical simulations in several medical
contexts, like for example an interactive and
patient-specific medical records, or a real-time
monitoring system to be placed in the operating room.

The VA-ECMO application
Still in a prototypal status, ATLAS already contains
different testing applications providing possible use
cases.
Beyond these, we propose in this contribution the first
“real-world” application related to the Veno-arterial
Extracorporeal Membrane Oxygenation (VA-ECMO).
Such medical therapy is an artificial circulation
supporting patients with severe cardiac and respiratory
failure.
As demonstrated in [4], the technique is complex even
in numerical simulation settings, since it has to be
calibrated for the specific patient to optimize its
effectiveness. The issues of the state-of-the-art
methodologies could be mitigated by the described
computational interface. The application we present
allows us to deal with parametric boundary conditions
in an intuitive way, enabling a real-time prediction and
visualization capable of guiding the doctors to the
optimal setting of the VA-ECMO.

Conclusion
The contribution concerns a novel and innovative
technological platform that aims to disseminate ROM
in the medical fields. We develop a computational
interface to study VA-ECMO technique, with the final
goal of introducing a valuable tool for supporting
doctors' decisions.
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Introduction 

Subcondylar fractures are the most common condylar 

fractures [1], accounting for 25-35% amongst all 

mandibular fractures [2]. 10-30% of all mandibular 

fracture reconstructions suffer from various post-

operative complications including revision surgeries [3]. 

Although various finite element (FE)-based studies have 

compared different plates for subcondylar fracture 

reconstructions [4], most of them have simplified either 

the mandibular model or the mastication cycle or both 

[4]. To address this limitation, the present study is 

focused on performing a thorough comparative in silico 

evaluation of five subcondylar fracture fixation plates 

(trapezoid, strut, lambda, double and single miniplate) 

while considering both the complex mandibular model 

and the mastication cycle to understand the influence of 

miniplate configurations on condylar fracture 

reconstructions. 

Methods 

The patient-specific FE model of intact mandible with 

details of teeth, periodontal ligament, condylar fibrous 

cartilage, cancellous and cortical bone was developed 

from the CT-scan dataset. The titanium (Ti) plates and 

screws were modelled based on the commercially 

available plates and were used to virtually fix the 

simulated subcondylar fracture created at an angle of 

40° from the sigmoid notch to the posterior border of 

ramus. Region-specific orthotropic material properties 

were assigned to the cortical bone, and isotropic 

material properties were assigned to the cancellous 

bone, teeth, and soft tissues [5,6]. All the models were 

simulated under a complete mastication cycle [5]. The 

plate-bone and the subcondylar fracture interfaces were 

modeled with frictional contact while the screw-bone 

and screw-plate interfaces were assumed to be bonded. 

Results 
In intact mandible, high principal tensile strains were 

observed around the condyle region and from the 

coronoid region towards the lower anterior sides of the 

cortical bone. (Fig.1(a)). Strains were higher in fractured 

mandibles (Fig 1(b to e)) as compared to the intact 

mandible (~ 860µε) [5]. The trapezoidal plate induced 

the least strains (913µε) and stress in the mandible, 

among the other plates, and the strain distribution was 

closest to those of the intact mandible. The lambda, strut 

and single miniplate caused high strains of 940-970µε in 

the cortical bone and teeth (Fig 1(d,f)). Amongst all the 

plates, highest von Mises stresses were generated in 

single-miniplate. However, the peak von Mises stresses 

in all the plates were lower than the yield strength of Ti 

(~900MPa). 

Figure 1. Principal tensile strain distributions:(a) intact 

and reconstructed mandibles with, (b) trapezoid (c) strut 

(d) lambda (e) double and (f) single miniplate 

 
Figure 2: Comparison of (a) maximum principal tensile 

strains in reconstructed mandibles, and b) maximum 

von mises stresses in different plates 

Discussion 
The study shows the trapezoid and double miniplates to 

be the most favorable plate configurations for fixation 

of subcondylar fractures. This might be influenced due 

to the structural advantage of these plates, having the 

anterior arms providing support to both the buccal 

anterior and posterior sides of the fracture. The presence 

of bridges and the large surface area between two arms 

in the trapezoidal plate, resulted in the load transfer 

around the condylar neck, very close to those of an intact 

mandible. As observed earlier [7], subcondylar fracture 

reconstructed with single-miniplate exhibited high 

strains and stresses in the mandible and plate, and 

therefore, should not be preferred for reconstruction.  
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Introduction  
One of the most used technics for pedicle screw 

insertion [1], [2] is free-hand insertion technic based on 

anatomical landmarks to choose an entry point and 

determine the trajectory by feeling intraosseous 

differences inside the pedicle [3]. When colliding with 

the cortical shell and to reach the trajectory defined 

during the planning phase, the surgeon adapts the axis 

of the tool motion during perforation. 

The aims of this work are 1) to reproduce the perforation 

of the pedicle by the perforation tool in a synthetic 

model of pedicle; 2) To mimic pedicle material using 

different types and density of foams; 3) To quantify 

forces necessary to apply during the trabecular-cortical 

transition perforation. 
 

Methods  
A simplistic model was designed by cylinders using 1) 

single synthetic component (3 solid rigid polyurethane 

foams with short fiber filled epoxy (1mm) from 

Sawbone) 2) bi-synthetic components (solid rigid 

polyurethane Sawbone foams glue to                                

Creaplast foam) to simulate trabecular and cortical 

bones (Table1). 7 samples were tested. 

Sawbone PCF 20 foam 0.32 g/cm3 

Sawbone PCF 10 foam 0.16 g/cm3 

Sawbone PCF 5 foam 0.07 g/cm3 

Creaplast foam 0.25 g/cm3 

Epoxy sheet 1.64 g/cm3 

Table 1: Foams density references 

Perforation tests were performed on an MTS Acumen 3 

A/T electrodynamic tester and were monitored by a 

triaxial load sensor (Kistler 9317S – range ±2000N) 

installed at the top of the medical perforation tool.  

The test procedure was mimicking the surgeon’s 

movement and was composed of three rotations coupled 

with three translations insuring a constant perforation 

velocity. A circular positioning table (Norelem, 21161-

10-08) is enabling rotation of the cylinder according 

with the expected angle between perforation tools and 

transition surface (Fig1). 10,15,20,25 and 30° were 

tested for each material. 

  
Figure 1 : Simplistic model positioning of the sample under 

the MTS Acumen device 

A home-made Matlab (Matlab®, version R2020b) code 

was used to post-process the data.  The force’s signal 

was divided into three sections for each translation and 

rotation where one or two elastic moduli, if there was or 

was not perforation of the cortical wall respectively, was 

determined by computing the slope curve. CTscan 

images were made after the tests to validate if there was 

or was not perforation of the cortical wall. Statistics and 

boxplot representations were performed using R (R 

Core Team (2012)).  
 

Results and Discussion  
Reproductible tests were performed by testing the 10° 

tolerance angle five time in a row. No perforation was 

observed on the reproducibility tests of Sawbone foams 

with epoxy. When testing the reproducibility by 

comparing bi-material foams, the influence of the 

difference between the two materials can be highlighted 

due to the differences between compressive strength of 

Creaplast foam and Sawbone foams. Perforations of the 

epoxy were assessed using post-experimentation 

CTscan images. Changes in section 3 in elastic modulus 

can be observed compared to previous two sections. 

According to these results, a threshold is found between 

20° and 25° tolerance angle. 
When studying the influence of angle perforation on bi-

materials samples, changes in elastic modulus is 

highlighted in section 2. An inversion in elastic modulus 

measurements appears around 25° in all cases.  
 

Conclusion 
Experimental tests on synthetic materials show that the 

angle of insertion has indeed a threshold value, between 

20 and 25°, at which the trajectory become critical for 

the patient. Further tests should be conducted on ex-vitro 

materials to consider the morphology of vertebrae, the 

bone density and the inter-individual’s anatomical 

differences. Furthermore, values of the angle of 

perforation need to be refined between 20 and 25° to 

determine a minimal angle accuracy. This study offers a 

reliable protocol to characterize trajectory and minimal 

angle for insertion of the pedicle screw. 
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Introduction 

A Left Ventricular Assist Device (LVAD) is a battery-

powered mechanical pump with an external controller 

surgically inserted below the heart. It acts as a bridge 

that connects the left ventricle with the aorta and is 

needed by patients who have reached an advanced stage 

of heart failure to improve the blood flow until a 

compatible heart donor is available. 

The positioning of the outflow cannula in the ascending 

aorta is one of the factors to consider for increasing the 

life expectancy of a patient with LVAD. This research 

will focus on the study of the different combinations of 

angles and positions for the anastomosis of the graft and 

its side effects after implantation, such as aortic valve 

regurgitation and irregular blood flow perfusion.   

 

Methods 

The healthy aorta of a 31-year-old male volunteer which 

has been subject to a Magnetic Resonance Imaging 

(MRI) and 4D flow analysis was first used to validate 

the model by neglecting the presence of the cannula [1]. 

Then, 3D models are created with different 

combinations of geometrical parameters for the 

attachment of the outflow cannula of the magnetically 

levitated centrifugal-flow LVAD.  

Star CCM+ is used to simulate the unsteady blood flow 

and to find salient hemodynamic parameters, such as 

mean velocity and time-average wall shear stress 

(TAWWS). Making reference at Figure 1, boundary 

conditions consisted of 2 inlets (i.e., the aortic root, AR, 

and the outflow cannula, OC) and 7 outlets (i.e., the right 

coronary artery, RCA, left coronary artery, LCA, right 

subclavian artery, RSA, right common carotid artery, 

RCCA, left common carotid artery, LCCA, left 

subclavian artery, LSA, and descending aorta, DA. 

 
Figure 1: Boundary conditions of the aortic 3D model 

with the outflow cannula. Modified from Ref. [2]. 

The three-element Windkessel model is applied to 

account for the outlet pressure [3]. 

 

Results 

Our simulations show the best combination of 

geometrical parameters, aiming to limit the wall shear 

stress and improve the flow perfusion. We find that 

angles of attachment between 40o±10o are better than 

20o±10o. Moreover, this optimal angle manifests a 

dependence on the shape of the aorta. The position of 

the outflow cannula compromises the flow intake of 

some arteries. It also induces higher stresses in sections 

close to the location of the attachment, as well as in 

critical points such as the branching of the arteries.  

 

Discussion 

CFD analysis can help to enhance the surgical planning 

procedure for the anastomosis of the outflow graft to the 

aorta, decreasing the effects of aortic valve 

regurgitation.  

This research demonstrates the potential of using 

patient-specific data before surgical procedures to 

determine the optimal choice for the position of the 

cannula in each patient. In this way, the accuracy of the 

intervention can be definitely improved. 
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Introduction 

Total hip arthroplasty (THA) represents a successful 

treatment for several diseases like arthritis, arthrosis or 

complex joint fractures and it consists in removing the 

damaged bone and cartilage tissues and replacing them 

with prosthetic components. However, a joint 

replacement is not a permanent solution since a revision 

surgery is required after 15/20 years, according to 

current prostheses lifespan. One of the principal causes 

of failure is the bone loss due to the so-called stress 

shielding, a phenomenon caused by the difference in 

stiffness between the metal prosthesis (usually titanium 

alloy) and the bony tissue. When the hip is loaded during 

daily activities, the stiffer prosthesis absorbs most of the 

stress, transferring only a smaller portion of the load to 

the adjacent bone, which in turns results underloaded 

with respect to the natural condition. Since those regions 

are considered no more useful for mechanical support 

functions, a bone resorption process is induced. In the 

literature, many works propose Topology Optimization 

(TO) techniques with the aim of improving the implant’s 

geometry. Nevertheless, those formulations don’t 

consider directly the bone resorption process: for 

example, in the work proposed by Pasini et al. (1), 

authors try to reduce the bone loss acting on the 

maximization of the prosthesis compliance, to make it 

less stiff. Another example is the work of Hessan et al 

(2), where authors reduce the weight of the implant, 

minimizing the prosthesis compliance, to ensure 

mechanical properties according to the current standard 

ISO.  

In the present work we proposed a new formulation for 

the objective function of hip joint stems TO, to define a 

patient specific prosthesis that minimize the bone loss 

due to stress shielding.  

 

Methods 

We adopted the model developed by Kuiper (3) that 

describes the bone remodeling with the following 

formulation: 

𝑑𝜌

𝑑𝑡
= {

𝐵(𝑆 − (1 − 𝐶𝑠)𝑆𝑟𝑒𝑓)  𝑖𝑓  𝑆 < (1 − 𝐶𝑠)𝑆𝑟𝑒𝑓

0     𝑖𝑓   𝑆𝑟𝑒𝑓 ≤ 𝑆 ≤ (1 + 𝐶𝑠)𝑆𝑟𝑒𝑓

𝐵(𝑆 − (1 + 𝐶𝑠)𝑆𝑟𝑒𝑓)  𝑖𝑓  𝑆 > (1 + 𝐶𝑠)𝑆𝑟𝑒𝑓

( 1 ) 

Where B is the Bone remodeling rate, Cs is a coefficient 

allowing for the definition of “dead zone”, a threshold 

that defines the minimum stimulus needed to start the 

bone remodeling process. S is the mechanical signal for 

bone remodeling: 

𝑆 =
𝑈

𝜌
               ( 2 ) 

where U is the strain energy density and  is the local 

density, and Sref is the reference value of S such as, for 

example, the one in the pre-operative case. 

Following the model in 1), we developed an in-house 

code in Ansys framework to predict the bone 

remodeling after a defined time from THA surgery. 

Analyzing the quantities that play an important role in 

bone remodeling, we choose the bone’s compliance as 

objective function for the TO. This function has to be 

maximized because, in this way, the Strain Energy 

Density (SED), which represent the mechanical signal 

for bone remodeling, increases, leading to a reduction of 

the bone resorption. The objective function we propose 

is: 

𝑚𝑎𝑥𝜌𝜖Ω𝑝
𝐶 = ∑ 𝑆𝐸𝐷𝑖

𝑁𝑏𝑜𝑛𝑒
𝑖=1 𝑣𝑖            ( 3 ) 

Where  is the design variable,  represents the 

prosthesis design domain, SEDi is the Strain Energy 

Density calculate on the bone’s elements, vi is the bone’s 

element volume and Nbone is the number of elements that 

represent bone in the volume mesh used in the 

simulation. 

 

Results 

We developed simple examples, intended to prove the 

feasibility of the proposed approach. We verified how it 

is actually possible to modify the compliance value of a 

body acting on the material distribution of an adjacent 

body, thanks to the interface regions that they share. 

 

Discussion 

The aim of this work is to present a numerical 

framework for the hip prosthesis TO in which bone 

remodeling guides design improvements. The results 

suggest the feasibility of the formulation we proposed. 

Further development is required to build the entire 

optimization architecture, where we must take into 

account also the mechanical constraints of the implant. 

 

References 
1. Pasini D., et al.: Hip implant design with three-dimensional 

porous architecture of optimized graded density. Journal of 

Mechanical Design, Journal of Mechanical Design, 2018,  

Vol. 140. 

2. Hessan M, et al: A novel design, analysis and 3D printing 

Ti-6Al-4V alloy bio-inspired porous femoral stem. Journal 

of Materials Science: Materials in Medicine, 2020 

3. Kuiper J. H. Numerical optimization of artificial hip joint 

designs. 1993. 

 

 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

EVALUATION OF PHARMACOLOGICAL TREATMENTS FOR 
OSTEOPOROSIS USING DXA-BASED 3D FINITE ELEMENT MODELS 

Carlos Ruiz Wills (1), Muhammad Qasim (2), Renaud Winzenrieth (2), Silvana Di Gregorio (3), Luis Del 
Rio (3), Ludovic Humbert (2), Jérôme Noailly (1) 

 
1. BCN MedTech, Universitat Pompeu Fabra, Spain; 2. 3D-Shaper Medical, Spain; 3. CETIR Grup Mèdic, 

Spain 

 

Introduction 

Osteoporotic hip fractures in elderly people stand for a 

high social and economic burden in western countries. 

Hence, pharmacological treatments for osteoporosis are 

of high interest for clinicians. The areal bone mineral 

density obtained through dual X-ray absorptiometry 

(DXA) can monitor osteoporosis drug treatments in 

clinical practice. Advanced imaging techniques like 

DXA-based 3D modelling provide volumetric BMD 

(vBMD) distribution and quantification of cortical 

thickness [1]. Recently, 3D finite element (FE) models 

based on DXA showed high potential for fracture 

discrimination [2]; yet, its capability to capture the 

effects of pharmacological treatments on bone strength 

remains unexplored. We aim to use DXA-based 3D FE 

analysis to evaluate the changes in bone strength in 

patients with different osteoporosis treatments. 
 

Methods 

A database of 155 patients was obtained from CETIR 

Grup Mèdic to generate 3D femur models. The patients 

were stratified by treatments: alendronate (AL, n=54), 

denosumab (DMAB, n=33), teriparatide (TPTD, n=31), 

and naive of treatment (NAÏVE, n=37). Patient’s 

baseline and follow-up femur anatomy and vBMD were 

estimated using 3D-Shaper® software (version 2.6) [3]. 

The bone anatomy was converted into 8-node 

hexahedral FE mesh using mesh morphing algorithm. 

vBMD was mapped onto the mesh and converted into 

Young’s modulus using empirical relationships [2].  

Sideways lateral fall was simulated by applying 

displacement on the femoral head in the direction of the 

fall, while the nodes on the trochanter surface were 

allowed to move only in the plane normal to the imposed 

displacement. The distal end of the femur was fully 

constrained (Fig. 1). Elastic perfectly plastic failure 

mode was simulated using density-dependent yield 

stress values [4]. Femur strength was calculated as the 

force at 4% deformation of the femoral head with 

respect to the greater trochanter (Fig. 1).  

 
Figure 1: 3D FE model with boundary conditions. 
 

The femur strength at baseline was calculated. 

“Integral” strength models mapped follow-up density on 

the follow-up geometry. “Cortical” strength models 

mapped baseline trabecular density and follow-up 

cortical density on the follow-up geometry, and 

“Trabecular” strength models mapped baseline cortical 

density and follow-up trabecular density on the follow-

up geometry. Changes in Integral, Cortical and 

Trabecular strengths were computed relative to baseline. 

The major principal stresses (MPS) were also evaluated 
 

Results 

DMAB led to the highest increase in strength for the 

Integral, Cortical, and Trabecular models (Table 1). For 

AL, the strength increased mostly for the integral and 

cortical models. TPTD increased the strength only for 

trabecular models. The NAÏVE group strength 

decreased for integral, trabecular, and cortical models. 

Treatment Integral Trabecular Cortical 

AL +2.50 +0.40 +1.28 

DMAB +3.98 +2.51 +1.81 

TPTD +1.09 +1.99 -1.00 

NAÏVE -1.19 -0.76 -2.41 
Table 1: Femur strength percentage changes between follow 
up and baseline, for each treatment arm. 
 

Discussion 

The FE-derived strength changes obtained with the 

different treatments were consistent with previous 

vBMD assessments [2]. Bone strength changes with 

DMAB (p<0.05) were consistent with the expected 

effect of the treatment. MPS mapping showed that AL 

reinforced the neck of the femur, which resulted critical 

to increase the global strength of the organ. Such local 

effect might reflect interactions with the natural bone 

mechanobiology. In contrast, DMAB led to more 

uniform increments of MPS, explaining the largest 

strength increase under simulated lateral fall. 

Overall, this study translated the pharmacologically 

induced bone turnover in osteoporotic patients into a 

mechanical descriptor, i.e. femur strength. It reveals the 

value of 3D-Shaper DXA-based FE models to provide 

valuable information to the clinicians for the evaluation 

and management of osteoporosis patients under therapy, 

as a low radiation alternative to QCT based models.  
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Introduction 

Conventional threaded implants (TI) have been 

successfully used for the replacement of missing teeth. 

However, they have limited designs in terms of 

diameter, length, and emergence profile when compared 

to customized root analogue implants (RAI) [1]. The 

benefits of RAI over TI are decreased number of 

surgeries, less initial bone loss, and uncomplicated 

placement [2]. Although the accuracy of milled and 3D 

printed dental models has been discussed in several 

studies [3,4], there is still lack of enough data regarding 

RAIs, especially for multi-rooted teeth. The aim of this 

study was to compare the biomechanical behavior of 

different RAIs experimentally and numerically to the 

conventional TIs. 

 

Methods 

A 3D model of a multi-rooted RAI was generated from 

a patient's cone-beam computed tomography (CBCT). 

Four RAI series (two materials: titanium, zirconia; two 

manufacturing techniques: milling, 3D printing, each N 

= 5) were produced. All RAIs were optically scanned to 

check the manufacturing dimensional accuracy. RAIs 

and conventional TIs (as control) were inserted into 

bone replacement blocks (Sawbones, Vashon, USA) and 

loaded up to 100 N in a hexapod biomechanical 

measurement setup (HexMeS) [5]. Furthermore, finite 

element (FE) models of the examined RAIs and TIs 

were created and loaded with and without 

osseointegration with up to 200 N in different directions. 

 

Results 

In particular, the milled titanium RAIs showed the least 

trueness result with local deviations of up to 610 µm in 

the furcation area. The in-vitro measurements showed a 

slightly lower deflection and thus an increased primary 

stability for the RAIs compared to the TIs. This could 

also be reproduced in the FE simulations. There were 

only minor differences between the various RAIs in both 

experimental and numerical investigations. In the FE 

simulations, the induced equivalent stresses on the TI 

were drastically higher than the stresses induced on the 

RAI (Figures 1 and 2). Furthermore, the healing status 

had a positive effect on the RAI model reducing the 

stresses from 23.7 MPa in the immediate loading to 13.2 

MPa in complete osseointegration. 

 
Figure 1: Equivalent of stress in bone. A) RAI, B) TI 

 

 
Figure 2: Comparison of equivalent of stress values in 

different components of RAI and TI models 

 

Discussions 

The in-vitro studies have shown that the initial mobility 

of the RAIs is comparable to that of the TIs. Printed 

zirconia showed the highest precision. Milled zirconia 

showed the highest trueness followed by printed 

titanium. The numerical simulations clearly showed, 

from a biomechanical point of view, that the RAI 

produced a more favorable stress distribution compared 

to the TI. The influence of osseointegration on the bone 

bed’s stresses is greater than that of the choice of the 

material and the manufacturing method for the RAIs. 
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Introduction 

Due to the complexity of teeth movements by clear 

aligners [1], use of finite element methods (FEM) may 

facilitate understanding their biomechanical behaviour 

[2]. The aim of our study was to investigate the influence 

of the geometry of the trimming line and the thickness 

of an aligner on the force transmission from the aligner 

to the teeth using FEM. A 3D FE model was developed. 

The initial forces generated during bodily 0.2 mm move-

ment of upper central incisor tooth were calculated. 

 

Methods 

Using Mimics software, a realistic 3D model of upper 

jaw was imported to design full cast, Bone, PDL, and 

aligners with different thicknesses (0.6, 0.5, 0.4 mm). 

Different trimming line designs (Fig. 1) were  also mod-

elled similar to Cowley et al. [3]. The model (Fig. 2) was 

exported to Marc/Mentat FE software. 10-noded tetra-

hedral elements were used for meshing of the aligner, 

while 4-noded tetrahedral elements were used for the 

cast. Material parameters of all structures were chosen 

as shown in Table 1. A touching frictionless mode was 

established in contact interfaces between the aligner and 

the tooth surfaces, with an interference closure of -0.04. 

The forces generated at 0.2 mm bodily facio-lingual 

movement of the tooth 21 were calculated.  
 

Results 

The initial transmitted forces were in the range of 0.5 – 

1.5 N. The findings are compatible with the reported 

ideal orthodontic movement (0.5 -1.0 N). The straight 

trimming line showed higher forces than the scalloped. 

The forces increased by increasing the thickness of the 

aligner and the extension of the trimming line. 
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Figure 1: Different designs of aligners with different 
trimming line. 
 

 
 
Figure 2: A 3D finite element model of a cast, a sepa-
rated upper central incisor, PDL, Bone, and an aligner. 
 

Structure Young’s Modulus 

(MPa) 

Poison’s ratio 

Aligner 1500 0.3 

Teeth 

Bone 

PDL 

80000 

1000 

0.1 

0.3 

0.25 

0.35 

Table 1: Material parameters of all structures. 
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Introduction 
Ceramic cantilever single-retainer resin-bonded fixed 
dental prostheses (RBFDP) provide excellent clinical 
outcome for the replacement of single missing teeth in 
the anterior region and is now considered as a valuable 
treatment option in the posterior region, especially with 
the use of zirconia ceramics [1]. This minimally 
invasive treatment approach allows numerous 
advantages as it preserves healthy dental tissue with 
very little tooth preparation, is esthetic, low cost, 
reversible, presents no risk of pulp irritation and does 
not require anesthesia. Primary complications are 
debonding, failure or chipping in the connector regions 
and secondary carries. 
Among the variety of configurations proposed by the 
clinicians, finite element analysis is an interesting tool 
to optimize the design of RBFDPs on a mechanical point 
of view [2]. The objective of our study is to characterize 
the influence of different design parameters on stress 
distribution using a simple finite element model, in 
order to draw general clinical recommendations for the 
design of RBFPDs. 
 
Methods 
Simplified 2D finite element models of RBFDPs are 
created with COMSOL Multiphysics® (V6.0) to 
analyze stress distribution in the adhesive layer and in 
the prosthesis (Figure 1).  

 
Figure 1: 2D Finite element models of RBFPDs 
 
All materials are modeled as homogeneous, linear 
elastic. The bottom of the tooth is fixed, a concentrated 
force F is applied at a distance LF from the tooth. The 
influence of several parameters is evaluated: the 
position of the force characterized by LF, the thickness 
tw and the length Lw of the retainer, the bonding length 
along the loading axis tb, and the depth of the tooth and 
the prosthesis, dt, along y-axis. 
To correlate with clinical data, fractographic analysis of 
a fractured RBFDP in lithium disilicate Emax replacing 

a lateral incisor is performed to identify the origin and 
the mode of failure. 
 
Results 
In the prosthesis, results are in accordance with the 
mechanical theory of bending beams. The first principal 
stress is proportional to !"!

#"$#
$ . For a chosen bonding 

length tb, the length and the thickness of the retainer 
have little influence on the observed stress distribution 
in the prosthesis. In the adhesive layer, stress is strongly 
influenced by the length of the retainer: a 50% reduction 
of the first principal stress is observed for a retainer 
length LW equal to 2 mm compared to 0.5 mm. 
The fractography analysis reveals that crack initiated 
from surface roughness created by repeated impacts of 
the antagonist tooth. The connection failed due to an 
excessive load in bending. The model predicts a 
maximal stress equal to 25% of Emax strength and the 
failure of the prosthesis can be attributed to a 
combination of surface defects and mechanical loading.  
 

 
Figure 2: Clinical view (left) and fractographic analysis 
(right) of a fractured RBFDP. 
 
Discussion 
This simple model shows that RBFDP design greatly 
influences tensile stress in the prosthesis and in the 
adhesive layer.  
Clinical recommendations regarding connectors and 
bonding surface areas should take into account the 
orientation of occlusal forces. Indeed, the bonding 
length along the loading direction has more influence 
than the thickness of the retainer or the depth of the 
prosthesis. In the posterior region, occlusion on the 
prosthesis should be tuned in order to bring the contact 
points closer to the connection and reduce the lever arm. 
To prevent debonding, longer retainers (>1.5 mm) 
should be preferred. 
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Introduction 

Implant-supported dental prostheses are commonly used 

in the treatment of edentulous patient. Sometimes, due 

to implant sites diseases or other failure causes, such as 

poor fit or cementation, the retrieval of the crown may 

be necessary, and a conservative disassembly would be 

ideal [1]. There are various types of tools which allow 

an intact removal of permanently cemented restorations, 

most of which apply percussion to break the luting agent 

bond [2]. Impulsive instruments for crown retrieval have 

already been compared in previous works [3]. This 

study aims to determine the influence of the user 

experience and the selected power level on the forces 

applied on the dental implant by means of Magnetic 

Mallet (Meta Ergonomica, Milan, Italy), a device 

designed for oral surgery which bases its functioning on 

magneto-dynamic technology. 

 

Methods 

During this study the generated force and the 

corresponding energy of impulses performed with 

Magnetic Mallet were computed. For this purpose, a 

piezoelectric loadcell (Brüel & Kjær, Nærum, Denmark) 

was secured on a bench vise and connected to an 

amplifier (Brüel & Kjær, Nærum, Denmark) and a data 

acquisition board (National Instruments, Austin, Texas, 

USA). Impulses were delivered on the load cell through 

a screw with a transversal hole to allocate the crown 

remover tool. 

Four operators (2 experienced and 2 inexperienced) 

performed 50 impulses on the load cell with each of the 

four available power level of the Magnetic Mallet. The 

force trend over time was recorded throughout the 

procedure at 51.2 kHz. The maximum force reached 

during a single impulse was considered as the force of 

the impulse, and the area under curve (AUC) in the force 

trend over time as the energy dissipated during each 

impulse (Figure 1). 

 
Figure 1: Superimposed force trends over time of 

different impulses obtained with different power levels 

by the same operator. 

 

The mean force and energy obtained by each operator 

using each power level of the instrument were computed 

and used as indicators of the bone stress during the 

procedure. An analysis of variance (ANOVA) was 

conducted to investigate the statistical influence of the 

operator experience and the instrument power on these 

two indexes. 

 

Results 

Figure 2 shows the mean impulsive force measured 

during the tests. The ANOVA highlighted a significant 

difference between the operators and the instrument 

power levels, and a Tukey-Kramer test was performed 

for the pairwise comparisons. A significative difference 

(p<0.05) was revealed between operator A and the 

others. Regarding the instrument power, levels 3 and 4 

resulted similar, while levels 1 and 2 were significantly 

different (p<0.05) from one another and from levels 3 

and 4. Similar results were obtained for the AUC. 

 
Figure 2: Force generated from each operator at 

different power levels of the instrument (mean ± SD). At 

each power level, the bars represent the results obtained 

by one of the operators (from left to right: operators A, 

B, C, and D). 

 

Discussion 

The results revealed a significant difference between 

different operators. However, the experience of the 

operators was not highlighted from the statistical 

analysis, suggesting a valuable learnability of the 

instrument use. Furthermore, power levels 3 and 4 

showed a higher force and energy of the impulses 

compared to levels 1 and 2, but were similar to each 

other, which could be interpreted as a similar efficiency 

in crown removals. 
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Introduction 
From clinical point of view, a stable appearance can 
increase the longevity of esthetic dental restorations. 
Therefore the surface properties should be preserved 
during their lifetime. Dental restorations with smooth 
surfaces are less prone to plaque accumulation and 
superficial staining [1]. In the last decade, a new 
category of dental materials has been promoted for 
esthetic CAD/CAM restorations, resin-matrix ceramics 
or hybrid ceramics, consisting of an organic matrix 
highly filled with ceramic particles [2]
properties related to resin matrix ceramics 
close to those of natural teeth, and between ceramics 
and composites. Several in vitro ageing protocols
been proposed to simulate the conditions that 
restorative materials are subjected in the oral cavity 
which could alter the surface properties. The objective 
of the study was to evaluate the surface properties by 
microroughness, before and after simulated 
procedures. 
 
Methods 
A total of 80 specimens (5 materials: Vita Enamic 
Lava Ultimate [L], Cerasmart, [C], Shofu HC 
Hyramic Upcera [H] × 4 specimens ×
water storage [w], toothbrushing
thermocycling [tc],  and 1 control group
prepared. Rectangular-shaped plates (1 mm thick) 
sliced, polished using silicon carbide papers (600
grit) and finally polished with a low-speed handpiece 
and diamond polishing paste. For water storage
distilled water bath was chosen. A toothbrush 
simulating machine was used with medium tooth
brushes, a 2:1 glycerin:toothpaste slurry and a 2 N 
vertical load. For thermocycling distilled water baths at 
5°C and 55°C with a 30-second dwell time in each bath 
were used. All specimens were aged with 10000 
cycles, which represent one year of clinical service. 
Specimens’ surface roughness was analyzed with a 
contact profilometer SurftestSJ-201
Kawasaki, Japan). The sampling length was 0.
Ra values were calculated. IBM SPSS Statistics 
software (IBM, New York, USA) was used to perform 
the statistical analysis. 
 
Results 
No significant differences were observed among the 
material groups regarding roughness. The water 
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From clinical point of view, a stable appearance can 
increase the longevity of esthetic dental restorations. 
Therefore the surface properties should be preserved 

lifetime. Dental restorations with smooth 
surfaces are less prone to plaque accumulation and 

. In the last decade, a new 
category of dental materials has been promoted for 

matrix ceramics 
id ceramics, consisting of an organic matrix 

[2]. The physical 
properties related to resin matrix ceramics are very 
close to those of natural teeth, and between ceramics 

ing protocols have 
been proposed to simulate the conditions that 
restorative materials are subjected in the oral cavity 
which could alter the surface properties. The objective 
of the study was to evaluate the surface properties by 

simulated ageing 

A total of 80 specimens (5 materials: Vita Enamic [E] 
, Shofu HC [S], 

× 3 techniques: 
, toothbrushing [tb], and 

group [b]) were 
shaped plates (1 mm thick) were 

polished using silicon carbide papers (600-2000 
speed handpiece 

water storage a 37°C 
as chosen. A toothbrush 

simulating machine was used with medium tooth-
glycerin:toothpaste slurry and a 2 N 

vertical load. For thermocycling distilled water baths at 
second dwell time in each bath 
ens were aged with 10000 

cycles, which represent one year of clinical service. 
Specimens’ surface roughness was analyzed with a 

201 (Mitutoyo, 
The sampling length was 0.3 mm. 

SPSS Statistics 
software (IBM, New York, USA) was used to perform 

No significant differences were observed among the 
regarding roughness. The water 

storage alone decreases roughness
any significant difference. Ageing by thermocycling 
and toothbrushing did increase roughness
toothbrushing roughness values increased significant 
(p=0.024 for [b]-[tb], and p=0.001 for [w]
expected, because toothpastes contain abrasive 
components [3]. Calculated average roughness values 
are: Ra= 0.05µm for [b], 0.04 
[tb], and 0.60 µm for [tc].  
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Mean Ra values [µm
 
Discussions 
The surface roughness of 
after ageing was below the suggested threshold of 0.2 
µm for substantial increase in bacteria colonization
The effect of dentifrice abrasiveness on restorative
material and tooth structure has been 
4] and the results of this research confirm other studies
The wear resistance attributed to resin
with smaller filler sizes could be related to their 
inter-filler spacing, which 
decreases [1]. Further studies will be needed to
investigate the effect of different brushing systems
Withal validating simulated
thermocycling models using longitudinal
vitro comparative studies would 
and estimate the clinical performance of these 
materials [1, 4]. 
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Introduction 

Previous literature has often reported a potential 

connection between increased temporomandibular joint 

(TMJ) loading and the onset and progression of  

temporomandibular joint disorders (TMD) [1]. An 

often-debated topic in this realm is the possible role of 

sleep bruxism in the onset of TMD. Due to the small size 

and complex composition of the joint, in vivo 

investigations of its biomechanics are virtually 

impossible, leaving in silico investigations as one of the 

few available tools. We previously published an 

investigation of the effect of tooth facet inclination 

during laterotrusive bruxing on TMJ loading [2] and the 

presented project aims to expand our previous work to 

include laterotrusive as well as mediotrusive tooth 

grinding and investigate the effect of the different 

grinding movements on TMJ loading. 

  

Methods 

We based our investigation on our previously developed 

computer model and forward-dynamics tracking 

approach for tooth grinding tasks [2]. In short, we used 

a combined rigid body- finite element model of the jaw 

region together with a movement and grinding force 

goal to compute the muscle activations necessary to 

fulfill the optimization goals. Muscles were modeled as 

Hill-type line actuators. To enable the use of a grinding 

force target, the grinding facet of the respective upper 

jaw tooth was idealized using a bilateral, planar 

constraint. For this study, we focused on grinding on the 

first molar and used a facet inclination of 8.1°, which 

represents the lateral guidance inclination of the first 

molar [3]. Due to a lack of literature values, and to allow 

for easy comparison of results, the same inclination was 

used for mediotrusive grinding. All simulations were 

performed with a grinding force target (part of the input 

of the forward-dynamics tracking simulation) of 280N 

and a movement target leading to 3mm lateral/ medial 

excursion along the grinding plane. Differences in 

computed muscle excitation, grinding force as well as 

TMJ loading will be reported. 

 

Results 

All simulations were able to successfully compute a 

tooth grinding motion with a grinding force target of 

280N. There are clear differences in TMJ loading as 

well as muscle activations between the laterotrusive and 

mediotrusive grinding simulations (Figure 1). The 

laterotrusive grinding simulation rotates the working 

side condyle, while protruding the non-working side 

condyle, as is to be expected for a laterotrusive 

movement. This leads to a higher mechanical load in the 

non-working side disc. Mediotrusive grinding on the 

other hand facilitates a protrusion of the working side 

condyle to rotate the mandible towards the non-working 

side. The condylar protrusion in combination with 

closing force application leads to a high mechanical 

loading of the working side TMJ disc. The differences 

in mandibular movement also lead to differences in 

computed muscle activations (e.g. strong vs. no 

activation of working side temporal muscle and non-

working side posterior temporal muscle). 

 

 
Figure 1: Comparison of laterotrusive (left) and 

mediotrusive (right) tooth grinding simulations. 

Activated muscles turn red and the disc colormaps 

depict von Mises stress. TMJ capsule not shown. 

 

Discussion 

This project presents a dynamic, muscle-driven in silico  

investigation of differences between laterotrusive and 

mediotrusive tooth grinding. Our preliminary results 

show clear changes in muscle activation patterns, caused 

by the differences in mandibular movement. These 

changes consequently lead to differences in loading, 

with a trend towards highest TMJ loading on the 

working side disc during mediotrusive grinding tasks. 

The presented results are a starting point for a series of 

investigations into TMJ loading differences between 

various tooth grinding patterns that can potentially help 

to better understand the connection between tooth 

grinding and mechanical TMJ loading. These results can 

possibly aid in the identification of risk factors for high 

TMJ loading and consequently TMD onset and 

progression.  
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Introduction 

Cerebral Palsy (CP) is estimated as the most common 

cause of motor disabilities in children [1], requiring 

continuous rehabilitation to improve and preserve the 

quality of life [2]. Therapeutic climbing has been 

identified as a favorable exercise for both psychological 

and physical purposes [3]. The potential positive effects 

on coordination, strength and motion ability in general 

are highlighted by previous studies of sport climbing as 

a rehabilitation tool for children affected by CP [1,2]. 

The overall therapeutic value of climbing is known, but 

the unstructured environment limits the possibility of 

traditional quantitative motion analysis methods. To 

address this limitation, standard video-based methods 

preferred for highly dynamics tasks are combined with 

interaction forces of the climber, including custom holds 

equipped with force sensors [4-6]. Despite the 

increasing popularity of therapeutic climbing, there 

remains a lack of studies performing active 

measurements and motion analysis through wearable 

sensors in a clinical framework. The aim of this project 

is to simultaneously exploit wearable Inertial 

Measurement Units (IMUs) and load cells to quantify 

the effectiveness of climbing as a therapeutic tool. This 

was done by monitoring the climbing subject’s 

maximum elbow extension. 

 

Methods 

10 CP children from 7 to 11 years old affected by 

hemiplegia caused by perinatal stroke were involved in 

the study. The subjects performed sport climbing, 

assisted via a rope and by trained personnel, on three 

consecutive days. The wall was equipped with 10 

sensorised holds, which recorded the force intensity and 

direction independently of the contact location between 

limb and hold (3 axis, 0-240KgF, 80Hz). The subjects 

wore 5 IMUs (50Hz, Xsens Enschede, Netherlands) 

positioned between the scapulae, and on each arm and 

forearm. Prior to climbing, three calibration poses were 

performed: orthostatic standing with arms relaxed, 

parallel to the ground, and upward facing. All inertial 

data were filtered with a Butterworth lowpass filter at 

10Hz, and data from the arm and forearm IMUs were 

combined to estimate the elbow angle measure. 

 

Results  

Preliminary results in this work are focused on the 

kinematics of motion. Fig. 1 shows for each subject and 

trial, the maximum elbow extension measured during 

upwards calibration (Calibration) and while climbing 

(Wall) for both hemiplegic and unaffected arms. The 

maximum elbow extension is higher in 93.1% of the 

cases (median 10.3, iqr 16.5) for the unaffected arm, 

while for the hemiplegic arm it increases in 72.4% of the 

cases (median 7.5 iqr 13.9). 

 

Discussion 

Overall, a greater elbow extension was observed while 

climbing, both in the hemiplegic and the unaffected arm. 

This may indicate increased involvement of the subject 

in the task, as they are motivated by the playful 

environment, supporting the use climbing as a 

therapeutic tool. Further analysis of the statistical 

significance of the measurement data is in progress. 

Future works will compare the kinematic information 

collected by the IMUs to the data of the custom force 

sensors to provide a more complete understanding of the 

climber’s elbow extension and the performed exercise. 

Figure 1: Maximum elbow extension measured during 

calibration task (Calibration) and while climbing (Wall) 

for unaffected and hemiplegic arms for each trial. 
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Introduction  
Minimally invasive surgery offers excellent benefits to 
patients [1] and one of its modalities; Robotic-assisted 
laparoscopic surgery (RALS) is increasingly being 
adopted to perform more complex procedures [2]. One 
of the claimed benefits is reduced musculoskeletal 
stress, which is important as surgeons are amongst the 
most at risk profession of work-related musculoskeletal 
decline [3]; with a high prevalence of work-related pain 
[4-6], and musculoskeletal injuries [7], predominantly 
affecting the neck, arm, shoulder, and back. The study 
aimed to compare electromyogram (EMG) activity in 
four relevant muscle groups during live laparoscopic 
surgery (LS) and robot assisted laparoscopic surgery 
(RALS). 
 
Methods 
Muscle activation during surgery was measured using a 
wireless EMG device during 80 surgeries (45 RALS, 35 
LS). Root mean square (RMS) EMG activity was 
obtained bilaterally from four muscle groups (biceps, 
deltoid, upper trapezius, and latissimus dorsi), 
normalised to a previously recorded maximum 
contraction. Recordings were obtained at three time 
points: non-critical dissection, critical vessel dissection, 
and dissection after vessel control. The percentage 
changes normalised to a Maximal Voluntary 
Contractions (%MVC) in the four muscles compared to 
baseline was used to determine musculoskeletal 
demand. 
 
Results 
There was greater muscle activation in the LS group 
except in the biceps muscle. This was significant in 
bilateral upper trapezius (P = 0.006 & P = 0.001) and 
bilateral latissimus dorsi (P = 0.09 & P = 0.0009) across 
all 3 time points. Only the left deltoid (P = 0.026), had 
higher activation in LS when surgeons performed 
dissection around critical blood vessels and post vessel-
control dissection. 
In both RALS (P = 0.08) and LS (P = 0.001), 
comparative muscle activation was significantly greater 
in the right biceps. Similar greater activation in the right 
deltoid and right upper trapezius was observed in both 
groups.  
 

 
Figure 1: RMS EMG data of muscle activation of the left 
(Panel A) and right (Panel B) upper trapezius between 
robotic (filled bars) versus laparoscopic (empty bars) 
surgery. 
  
Discussion 
The differences found bilaterally for LS are reflective of 
the different tasks the arms are performing during a 
surgery with one arm needed to ‘hold’ while the other is 
needed to ‘perform’ (e.g., dissect tissue planes, make 
incisions etc). This increased level of muscle activation 
could predispose to injury, suggesting that robotic 
surgery might be more beneficial for surgeons’ long-
term health. The lower muscle activation seen in RALS 
could assist in reducing muscular strain during surgeries 
and thus contributing to reducing the risk of work-
related musculoskeletal injuries in surgeons. This 
finding offers some mechanism to a recent meta-
analysis suggesting that robotic surgery is 
ergonomically superior to laparoscopic surgery [8]. 
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Introduction 

In vertebrates, sense of balance is vital and primitive. 

The vestibule contained in the inner ear constitutes one 

of the main component of this sensory system. Itself 

filled and immersed in waterlike fluids, this soft 

membranous labyrinth is comprised of two saclike 

structures and three semicircular canals (SCC) dedicated 

to linear and angular acceleration measurement of the 

head. The smallness and the fragility of the vestibular 

organ make the understanding of the interactions 
between the fluids and the thin tissue structures 

incomplete, delicate and challenging. The present work 

aims at studying these interactions by the development 

of a finite element (FE) model of a human vestibule part. 

While several models in the literature use an approach 

with rigid SCC [1-3], the present work explores the 

influence of the surrounding structures –the boundary 

conditions of these membranes– on the mechanical 

behaviour of the areas of interest, in particular the part 

overlaying the sensory hair cells called the cupula.  

 

Methods 

A 3D FE model of a 50-µm slice of lateral SCC is built 

using Altair Hyperworks™ software. Six continuously 

meshed parts describe the two fluids –endolymph and 

perilymph– and four tissue structures –labyrinth 

membrane, cupula, crista and bone– of a human SCC 

(Fig. 1). Solid tissue are assumed to be linear elastic, 

except the cupula modeled as a viscoelastic material [4]. 

All nodes are constrained in the Z direction. The model 

is subjected to simulation of Head Impulse Test (HIT) 

considered as a clinical test of reference and consists of 

an axial rotating of the head at a speed of π rad.s- 1 
followed by an abrupt interruption in 100 ms.  

Absence of perilymph component, offset positions of 

the rotation axis from the foramen magnum and 

Arbitrary Lagrangian-Eulerian (ALE) formulation are 

studied and compared with conditions of reference. In 

the absence of perilymph, the membrane part is either 

let free of constraints, made stiffer or embedded in the 

bone part. For each case, cupula transversal 

displacement following nodes of interest as well as 

pressure and shear stress are recorded.  

 

Results 

Depending on the model distance from the rotation axis, 
(X=0, 20, 40 (foramen magnum), 60 mm), no significant 

variations of maximal pressure (P=0.83-1.82 Pa) or 

maximal Von Mises stress (VM=1.22-1.26 Pa) are 

recorded and values are comparable to those in [5]. The 

transversal displacement at the cupula base is slightly 

higher when X=0 (D=56 vs 48 µm for the other 

distances). Without perilymph, cupula deformation 

greatly increases or tends to be cancelled if membrane 

is soft (D=101 µm, P=2.7 Pa, VM=2.6 Pa) or rigid 

(D=13 µm, P=2.2 Pa, VM=0.2 Pa) respectively. Results 

with ALE are equivalent to those with pure Lagrangian 

formulation, but computation time is doubled.  

Figure 1: FE model of SCC 3D slice (10,338 hexahedral 
elements): endolymph (blue sky), perilymph (dark blue), 

cupula (red), crista (green), membranous (orange) and 

bone (grey) components. Right: close-up on the cupula 

(top) with VM stress repartition (max 1.2 Pa as expected 

in hair cells layer at cupula base) during HIT (bottom). 

 

Discussion 

A remaining challenge in understanding the fluid-

structure interaction phenomena in the inner ear is to 

develop an accurate and complete model that could take 

into account the dynamic boundary conditions of the 

structures. However, such model would increase the 
computation time. As well as modeling a single 3D slice 

of SCC, pure Lagrangian instead of ALE formulation 

shows in this case an interest for preliminary results 

before enhancing the computations on a global 3D 

model. Furthermore, acting on labyrinth membrane 

stiffness could be a solution to mimic the surrounding 

perilymph space. 

While validation by experimental data may be 

considered, such FE modeling is a useful approach to 

answer some clinical needs, when direct measurements 

are delicate by either surgery or medical imaging 
techniques.   
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Introduction 
Human body models (HBM) are an important tool for 
developing safety systems and evaluating ergonomics. 
Especially in accident scenarios, detailed Finite-
Element-Models (FEM) are used to investigate the 
injury risk of the passengers. The high computational 
cost of these simulations prevents the analysis of the 
wide range of future crash scenarios and varying human 
behaviors inside the vehicle. These aspects and the 
requirements arising from the foreseeable increase of 
automated driving situations motivate the creation of 
runtime-efficient human models with active 
musculature. Multibody systems (MBS) modeling the 
human body with discrete mechanics and optimal 
muscular control show promise for predicting human-
like motion [1]. However, for the application in a vehicle 
interior, the human-seat interaction is crucial to obtain 
valid results. In this contribution, we propose an 
approach to learn a surrogate model which describes the 
interaction between human and seat by processing force 
distribution data of simulations with detailed FE-HBMs.  
This leads to a run-time efficient active human body 
model that can interact with the car interior and enable 
simulations of longer, more complex traffic scenarios 
including realistic occupant movement. 
 
Methods 
The interaction between the HBM and the vehicle 
interior is learned in an offline phase. Therefore, contact 
regions for the different body parts are defined and the 
pressure (force) distributions of the detailed FE-
simulations are processed in an automatic fashion to 
obtain the resultant forces and torques. Subsequently, 
model order reduction (MOR) and machine learning 
(ML) algorithms are combined for pre-processing and 
training the surrogate model representing the 
interaction [2]. Figure 1 shows a schematic of this 
procedure. 
 

Results 
Suitable coordinate systems (COS) are introduced in 
both FE and MBS human models to describe their 
kinematics and to allow the transfer of the identified 
interaction model. A decisive factor there is, to find a 
suitable translation between the kinematics of the FE 
model and the low-degree of freedom MBS model 
which combines several anatomical bodies, e.g. 
vertebrae, into one lumbed rigid body segment. Thus, 
the resultant interaction forces 𝒇!"#$	and torques 𝝉!"#$, at 
the COS	𝑖	can be formulated as a function of the human 
kinematics of the corresponding body 𝒓! relative to the 
seat   

      𝒇!"#$ 	= 	𝒇!"#$(𝒓!)	and 𝝉!"#$ 	= 	 𝝉!"#$(𝒓!) ∀	𝑖 ∈ Ι     (1) 

So far, we have categorized the body into 8 contact-
regions and learned the interaction properties based on 
force-controlled virtual experiments performed in 
nonlinear FE simulations. 
 
Discussion 
As shown, the relevant characteristics of the human-seat 
interaction are extracted from the virtual FE-simulations 
to an interaction model which can be applied to a MBS 
simulation. This will allow the runtime-efficient human 
model to interact with different interiors without the 
need to model them as an MBS and perform a contact-
based approach to calculate the corresponding 
interaction forces. The normally expensive interaction 
procedure is replaced by simple matrix vector 
multiplications. 
Furthermore, the approach is formulated in a way that 
additional experimental data can be easily integrated 
into the training data of the interaction model. Thus, the 
data basis for training is enlarged and real-world 
transferability is improved. 
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Figure 1: Schematic of the methodology to formulate 
the human-seat interaction with a separation in an 
offline learning phase with detailed FE simulations 
(left) and an online interaction phase (right). 
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Introduction 

An increasing number of primary total knee prosthesis 

implantations are being performed every year and, at the 

same time, the need for a good and satisfying functional 

outcome after total knee arthroplasty (TKA) for the 

patient is growing. The more and more used kinematic 

alignment (KA) as the choice of surgical positioning 

method for a TKA [1] has shown very good patient 

satisfaction [2, 3] compared to the mechanical alignment 

(MA), which has been established for years. Whether 

the KA method has an influence on the knee joint 

kinematics has not yet been investigated. It is assumed 

that the KA has a more physiological 

outcome/movement pattern compared to the MA. The 

aim of the present in vitro study was to compare a KA 

with a MA in terms of femorotibial kinematics. 

 

Method  

Eight fresh frozen human knee joints were tested on a 

knee rig during active, muscle-controlled knee flexion 

(weight-bearing) from 30° to 120°. For this purpose, in 

each specimen, a TKA with a medial stabilized (MS) 

design (GMK Sphere, Medacta International, Castel San 

Pietro, Switzerland) was implanted and tested first with 

a KA and then with an MA. Femorotibial kinematics 

were recorded using an optical measuring system 

(ARAMIS 3D camera 2.3M, GOM GmbH, 

Braunschweig, Germany) and the relative femorotibial 

knee joint kinematics were calculated and evaluated. 

 

Result 

During flexion in the knee joint, the tibia rotated more 

internally with a KA compared to a MA in the same 

specimen. From approximately 90° of flexion, internal 

rotation decreased slightly. With MA, the tibia rotated 

less internally. The curve flattened for MA from 80° and 

the tibia hardly rotated via deep flexion (80–130°). With 

a KA, the tibia was already more anterior at the 

beginning than with the MA (2.9 mm). During flexion 

of the knee joint (30–130°), a similar trend of KA and 

MA could be observed for the anterior-posterior 

movement. Both implantation techniques lead to an 

anterior movement of the tibia during flexion, thus a 

femoral rollback. A more constant femorotibial medial 

rotation point (less standard deviation) up to 

approximately 70–80° flexion could be shown for the 

KA. From 80° flexion, a posterior translation of the 

medial rotation point could be observed. A medial 

rotation point could also be shown for the MA. 

However, this was less distinct since less movement was 

visible on the lateral side. 

 

Discussion 

The main findings of the present study were a greater 

tibial internal rotation and femoral rollback (AP 

translation of the tibia) during flexion within KA TKA 

compared to MA TKA. In this regard, it can be 

concluded that a KA TKA using a MS inlay design may 

support the reproduction of physiological, patient-

specific knee joint mechanics. 
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Figure 1: Mean values (n = 8) and 95 % confidence 

interval for femorotibial kinematics of MS prosthesis 

for deep knee bend from 30° to 130°: a. Tibial rotation; 

b. Anterior-posterior central translation; c. Anterior-

posterior lateral translation; d. Anterior-posterior 

medial translation, of kinematic alignment (orange), 

mechanical alignment (blue) and native situation 

(black) 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

MECHANICAL PERFORMANCE OF HYBRID FIBROUS STRUCTURES 
FOR TENDON REPAIR 

Tânia Peixoto (1,2), Maria Lopes (2), Raúl Fangueiro (3), Rui Guedes (4) 
 

1. REQUIMTE-LAQV, Departamento de Engenharia Metalúrgica e Materiais, Faculdade de Engenharia, 
Universidade do Porto, Portugal; 2. Instituto de Polímeros e Compósitos, Departamento de Engenharia de 

Polímeros, Universidade do Minho, Portugal; 3. Centro de Ciência e Tecnologia Têxtil, Universidade do 
Minho, Portugal; 4. LABIOMEP-INEGI, Departamento de Engenharia Mecânica, Faculdade de Engenharia, 

Universidade do Porto, Portugal 

 

Introduction 

This work analyzes hybrid braids based on polyethylene 

terephthalate (PET) and polylactic acid (PLA) yarns. 

These braids comprise 16 multifilament yarns of 

different PLA/PET ratios. Varying the number of braids 

and the PET/PLA ratio in the final structure allows 

tuning the load and strain at failure, as well the stiffness. 

This is crucial to attaining mechanical compatibility 

with different tendons/ligaments. PET and PLA yarns 

are preferred since multifilament scaffolds are usually 

stronger and have better elastic recovery than 

monofilament. This effect is linked to the load sharing 

between the yarn filaments. Another benefit of 

implantable multifilament scaffolds is their lower 

flexural stiffness more complaint with surrounding 

tissues than the monofilament devices. 

The tensile properties of fibrous structures depended 

upon their architecture assembled in braid formation. 

Different methodologies have been proposed to model 

the tensile mechanical response of braids consisting of 

multi-layered structures [1-4]. 

 

Materials & Methods 

The fibrous structures with different proportions of yarn 

type (PET or PLA), produced samples labelled in 

accordance as 16PET, 12PET4PLA, 10PET6PLA, 

8PET8PLA, 6PET10PLA, 4PET12PLA, and 16PLA. 

For example, 10PET6PLA is a braided structure with 10 

PET yarns and 6 PLA yarns. The braid angle, measured 

by optical microscopy images as the angle between the 

intertwining yarn with the braid axis, was similar for all 

structures, i.e. ≈13o. 

The mechanical characterization until failure employed 

a Shimadzu EZ-LX Long-Stroke Model tensile testing 

machine (Shimadzu, Japan) with a 500 N load cell, a 

gauge length of 235 mm, and a crosshead speed of 8.5 

mm/s. These conditions reproduce the average length of 

the Achilles tendon at a physiologic displacement rate. 

 

Results& Discussion 

The force at failure and stiffness decreased significantly 

as the number of PLA yarns increased, although strain 

at failure remained the same. The PET yarns are crucial 

for the mechanical strength of hybrid structures. Higher 

PET content correspond to superior tensile performance, 

in Table 1 and Figure 1. 

A simply structural model based on the geometrical 

properties of the braid and the constitutive behaviour of 

individual components is proposed to predict the tensile 

behaviour of the hybrid braided structures. The 

experimental data is used in the analytical model to test 

its predictive accuracy. 

 

Sample 
Force at 

Failure (N) 

Strain at 

Failure 

(%) 

Stiffness 

(N/mm) 

16PET 1116.3 ± 68.9 19.2 ± 1.2 28.7 ± 0.3 

12PET4PLA 958.8 ± 28.7 20.4 ± 1.1 25.8 ± 1.9 

10PET6PLA 845.4 ± 45.3 19.7 ± 1.8 25.5 ± 1.4 

8PET8PLA 766.8 ± 35.1 20.7 ± 2.5 24.0 ± 1.2 

6PET10PLA 662.0 ± 21.2 21.9 ± 1.0 22.7 ± 0.7 

4PET12PLA 513.3 ± 8.20 20.4 ± 1.0 21.0 ± 0.5 

16PLA 529.7 ± 34.7 50.8 ± 3.0 18.7 ± 0.9 

Table 1: Tensile properties of the braided structures. 

 

 
Figure 1: Experimental Stress-Strain curves. 
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Introduction 

Collagen fibrils (CFs) are the structural backbone of 

most tissues in the human body and subject of constant 

remodeling with new fibrils assembled and existing 

ones being enzymatically digested by Matrix Metallo-

proteinases (MMPs). In this study, we show how the 

digestion process of isolated fibrils from tendonous 

collagen can be morphologically and mechanically 

monitored through nanoindentation using an atomic 

force microscope (AFM). Results obtained so far 

indicate significant variation in digestion behavior 

between different fibrils. 

 

Methods 

CFs from mouse tail tendon (OT1, m, 12 weeks) were 

prepared on round coverslips [1] and mounted in a 

heated fluid cell (BioCell, Bruker-JPK) in buffer (25 

mM HEPES, 2mM CaCl2, 50 mM NaCl) at 34°C. 

Indentation data was acquired on a Nanowizard 3 AFM 

(Bruker-JPK) in Quantitative ImagingTM mode at a 

resolution of 256x256 pixels and a setpoint of 1 nN in 

20-30 minute intervals using a Bruker MSCT-F 

cantilever (nominal spring constant, 0.6 N/m). After the 

first measurement, activated recombinant human MMP-

1 (BioLegend) was added to the buffer to achieve an 

enzyme concentration of 10nM. Overall digestion time 

was 3 hours. Force-distance curves were analyzed with 

the Hertz-Sneddon method to yield an indentation 

modulus. Individual fibrils were characterized using 

modulus and height pixel values from the crest points of 

each fibril. Only valid crest points (excluding spots with 

several fibrils on top of each other) were used. They 

ensure smallest systematic error for indentation modulus 

and were determined via automated segmentation. 

 

Figure 1: Digestion of collagen fibrils in 8 time steps 

T0-T7: Pairs of AFM images - flattened height (column 

1 & 3) and indentation modulus (column 2 & 4) - reveal 

evolution in structure and mechanics (A) typical intact 

fibril, with stark decrease in modulus but no detectable 

change in  height. (B) typical overstrained fibril, almost 

completely digested after one hour T2 . Scalebars 2 μm.  

 

Results 

AFM live monitoring of the enzymatic digestion process 

of collagen fibril through MMP-1 reveals a large 

variability in digestion characteristics of individual 

fibrils in the same region of interest. Despite being 

exposed to the same concentration of MMP-1, the 

different fibrils in our measurements show diverse 

behavior during digestion, especially looking at the rate 

of height loss (see Fig. 1). The biggest difference is 

observed between intact (Fig. 1 (A)) and overstrained 

(Fig. 1 (B)) fibrils. The latter is easily spotted as they 

exhibit a wavy pattern, in contrast to the straight D-

banding of intact collagen fibrils. 

Figure 2: Indentation moduli along the crest of the 

largest intact fibril (A) in Figure 1 (running from top left 

to bottom right). The modulus steadily decreases in each 

time step with intervals of 20-30 minutes. 

 

Discussion 

While studies on collagen digestion have been carried 

out on bulk material at the macroscale and others on 

very low concentrations at the molecular scale [2] we 

present this process here at the level of the fundamental 

building block, the collagen fibril. First findings show 

the digestion rates to be negatively correlated with fibril 

stiffness and fibril swelling. Both of these relations 

might be tied to the confounding variable of the amount 

of fibril cross-linking. 
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Introduction 

Associated bone diseases due to aging are rising with the 

increasing number of elderly people in modern societies. 

Traumas in the pelvic ring have a significant negative 

influence on the human mobility and may lead in worst 

cases to lethal complication. Hence, developing realistic 

testing protocols with clinical relevance is vital in order 

to provide reliable testing of the pelvic reconstructive 

implants and restore pelvic ring stability and 

functionality. The novel test stand developed in the 

current study is designed numerically to reproduce more 

realistically the stress states in the pelvis compared to 

literature [1-3].  

 

Methods 

A biomechanical test stand to emulate physiological gait 

loading of the pelvis was developed numerically and 

then built (ref. to Figure 1).  

 

 
Figure 1: Experimental pelvis test stand replicating the 

stress states of gait loading cycle.  

 

Starting with inverse dynamics, all muscles and hip joint 

contact forces applied to the pelvis were calculated 

using software AnyBody [4] to simulate normal gait 

movement. These forces were then applied to a realistic 

finite element model of the pelvis. A numerical model 

of the test stand including the pelvis was developed in 

order to investigate iteratively the possibility of 

reducing the high number of acting muscles and joint 

contact forces. These forces were reduced to only 4 

actuators: two for the hip joint contact forces and 

another two for equivalent muscles forces. The design 

objective is to match as close as possible the simulated 

stress-distribution at critical location for important 

moments of the gait [5]. Then 3 pelvises of Sawbones 

4th Generation reproducing mechanical behavior of 

human bone [6] are tested and strain was measured at 8 

critical locations together with the lumbosacral joint 

reaction force and the pelvis displacement. All 

measurements could validate the preceding simulations, 

thus demonstrating high repeatability. 

Results 
The simulated test with only 4 actuators is able to 

reproduce a similar stress state compared to a pelvis with 

all muscles and joints contact forces. This finding is 

presented in Figure 2 for the moment of Left Heel Strike 

(LHS) as an example. 
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Figure 2:  von Mises stress distribution at some location 

of interest in the pelvis. a) Pelvis with all muscles, hip 

joint and SIJ contact forces. b) Simulated test stand with 

only four actuators  

 

Globally, the stress states at superior and inferior rami 

and at sacral iliac joint show the same magnitude and 

spatial distributions in both configurations.  

 

Discussion 
The experimental set-up is designed numerically with 

only 4 actuators and validated by strain, displacement, 

force measurements versus the complete numerical 

model. Furthermore, clinical observations confirm 

simulations and experiments, therefore strengthening 

the study. The developed test stand is currently used for 

real implant-testing for rami fractures. 
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Introduction 
Cardiogenic shock is a life-threatening condition linked 

with heart flow output insufficiency. Currently, different 

clinical procedures are available to manage this 

pathology. The Extracorporeal Membrane Oxygenation 

(ECMO) and the Impella device are possible solutions. 

Nevertheless, the effects on the circulatory system 

remain a matter to clarify. It is, in fact, well established 

that ventricular afterload is modified by support devices 

[1], as left ventricle (LV) pressure is increased. To 

deepen the investigation on these effects, the 

contribution of experimental fluid dynamic setups can 

be highly valuable [2].  

Given this context, the aim of the current work is to 

present a physical-twin fluid dynamic system to analyze 

the effect of both ECMO and Impella support devices. 

Both single and combined (ECMELLA) configuration 

are tested. 

 

Methods 

A fluid dynamic mock circulatory loop (MCL) was 

developed. A piston pump was adopted to impose a 

physiological aortic flow profile within the MCL 

(Figure 1 a) system [3]. The pressure conditions are 

maintained by imposing three-element Windkessel 

models at the outlets via pressurized chambers. A 3D 

printed patient-specific phantom of the aortic complex 

with supra-aortic and iliac arteries was manufactured. In 

addition, a centrifugal pump to simulate the ECMO 

support with femoro-femoral access and an Impella 

device (Abiomed) at the aortic valve level were 

included. Three conditions of aortic stroke volume were 

tested: healthy (70 ml) as a reference, severe (SVR - 

70% reduction) and mild (MLD - 30% reduction) shock. 

The level of ECMO support was ranged from 1 l/min to 

7 l/min for both the MLD and SVR cases to be compared 

with the healthy condition. The same test procedure was 

repeated by also enabling the Impella support 

(ECMELLA configuration) with speed fixed at 5 at the 

device console level. 

 

Results 

The plot in Figure 1 b represents the effect of ECMO 

support on the average supra-aortic vessels flow for the 

SVR and MLD shock levels. It can be noted that the 

physiological healthy condition could be reestablished 

in both cases. The effect on left ventricular pressure was 

established as well. As it is possible to detect in Figure 

1 c, ECMO and ECMELLA systems influence the LV 

pressure differently. In particular, the ECMELLA 

produces a lower pressure load on the LV if compared 

with the single ECMO. The same trend was established 

on both MLD and SVR shock conditions. 

 

 
Figure 1: MCL setup for the experimental evaluation of 

ECMO and ECMELLA a). Flow restoration trend b) 

and LV pressure increase comparison c) 

 

Discussion 

The experimental system was successfully developed 

for the analysis of support devices in cases of 

cardiogenic shock. It was possible to assess the 

possibility to reestablish flow conditions in both 

simulated shock conditions. It is interesting to note how 

the ECMELLA device was able to maintain low levels 

of LV afterload increase. 
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Introduction 

An individual approach to fracture therapy requires not 

only knowledge of trauma surgery but also expertise in 

mechanical aspects. In order to understand and optimise 

the process of fracture healing, it is necessary to deal 

with the origin of the fracture. 

Only with the help of experimentally supported material 

models can the mechanical behaviour of bones be 

meaningfully simulated and corresponding predictions 

made possible. The basis is the fracture generation and 

the behaviour of the bone under different loading 

conditions. Therefore, a testing device was designed and 

built to generate reproducible and predefined human 

cadaveric tibiae fractures. 

 

Methods 

The specimens come from body donations. Before the 

experiment is performed, a computer tomography (CT) 

scan including a 6-rod calibration phantom for bone 

density is made from the lower leg. The segmentation of 

the CT stack forms the basis to build the 3D model for 

the simulation and is equipped with the bone mineral 

density information based on the calibration phantom. 

The model is passed to a high-quality finite element 

meshes generator. The image processing was done in 

Simpleware ScanIPTM. 

The fracture events are performed on the self-designed 

testing device (see Figure 1 a) and the fracture event 

takes place due to superimposed compressive and 

torsional loads. Two six-axis force sensors (3) are 

measuring the forces during the experiment. 

After soft-tissue removal and foot exarticulation, the 

human tibiae are equipped with a so-called Speckle 

pattern for the evaluation via digital image correlation 

(DIC). All experiments are performed on the testing 

device and recorded by corresponding high-speed 

cameras including real-time triggering. 

The specimens are clamped into an individual complex 

clamping system (4). To generate realistic fractures data 

from OrtholoadTM [1] are applied to the testing device 

and are scaled with the body weight of the donors. 

Longitudinal loads are applied by pre-compressing one 

axis with the stepper motor and the screw drive (1&6). 

The spiral fracture is caused by the torsion axis with the 

direct drive and the leading bellow coupling (1&2). 

The axial loading corresponds to the maximum forces 

acting during a step forward based on the scaled 

OrtholoadTM [1] data and then torsion is applied until 

fracture. 

The experiments are evaluated using a combination of 

the measuring sensors and the DIC evaluation [2]. The 

DIC process starts with a reference image of the 

undeformed specimen and calculates the surface 

displacements and strains with respect to the images of 

the deformed states. 

 

Results 

Reproducible distal tibiae fractures were produced (see 

Figure 1b & Figure 2) as statistical fractures for the 

further workflow of testing new trauma implants. It is 

possible to make a statement about the limit loads before 

failure. Through the evaluation material parameters of 

the bones yields additionally. 

 

Discussion 

An essential part of fracture healing is the understanding 

how the event happened and which fracture morphology 

arises. Information is provided by taking into account 

realistic load cases on a whole bone. 

 
Figure 1 a) Testing device b) Spiral fracture 

Figure 2 Results for a series of complex distal tibia fractures 
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Introduction 
Children in need of heart transplants have the highest 
waitlist mortality of all solid-organ transplant patients 
[1]. The Berlin Heart EXCOR (BH) is the only licensed 
ventricular assist device (VAD) for infants and children 
with heart failure [2]. The BH has successfully bridged 
children to transplant or to recovery. The device comes 
in a wide range of volumes, and physicians can control 
four different settings – device rate, systolic time, and 
diastolic and systolic pressures. The BH consists of an 
air chamber and a blood chamber, separated by a thin, 
flexible member. High pressure in the air chamber 
displaces the membrane, which drives output to the 
patient’s circulation. Understanding membrane 
dynamics is essential to modeling the performance of 
the BH. While an in-silico model of the BH based on 
membrane mechanics has been developed, it has not 
been experimentally validated, thus limiting its 
applicability [3]. In this study, we present an 
experimental test bench to validate an existing 
computational model of the BH and to investigate 
device performance under variable settings. 
 
Methods 
A 25 mL BH was connected to a 3 parameters resistor-
capacitor-resistor mock circulation loop (MCL) to 
represent the systemic circulation in a 5-month-old 
infant (Figure 1). The inflow of the BH was connected 
to a constant pressure of 4 mmHg to reflect pediatric left 
atrial pressure; the outflow was connected directly to the 
MCL. Resistive and capacitive values were chosen to 
reflect the physiologies of infants from 5 to 10 months.  

 
Figure 1: Schematic of the 3 parameter MCL to validate a 
computational model of the BH in the systemic circulation in 
a 5-month-old infant. 
 
The MCL is based on a 3-element Windkessel model, 
which represents the vasculature as two resistive 
elements and a capacitive element. The resistors consist 
of pinch valves actuated by spring pressers, which 

maintain a constant linear relationship between low 
rates and pressure drops. The capacitive element is 
designed as closed air chamber whose volume can be 
varied to simulate a wide range of physiologically 
realistic compliances. Because the resistive and 
capacitive elements are electronically driven, their 
values can be readily changed to reflect diverse 
physiologies.  
The BH was driven at 240/-20 mmHg and 60 beats per 
minute (bpm). Using flow and pressure sensors, we 
quantified device output and pressures at the inlet, outlet 
and internal to the VAD. Experimental results were 
compared to simulated results, and error was quantified. 
This procedure is repeated for BHs with volumes of 10 
and 60 mL and for device rates of 90 to 120 bpm.  
 
Results 
Our in-vitro and initial parametric tests with the BH are 
extremely promising. After performing experiments, 
data from the MCL will be compared to the 
computational model of the BH.  If our analysis reveals 
a sufficiently reasonable error, the model in Yuan, et al. 
will be successfully validated [3]. With our MCL, we 
also hope to gain insight into membrane deformations 
across a wide range of device volumes, rates and 
pressures. These observations may be leveraged to 
improve the mechanistic model.  
 
Discussion 
We presented an experimental setup that can be readily 
adjusted to simulate a wide range of adult or pediatric 
physiologies. Our MCL is uniquely situated to validate 
a computational model of the BH and study its behavior 
under different operating conditions [3]. A validated 
model of the BH can act as both a clinical tool to inform 
treatments and a training tool for physicians. Our results 
will investigate the relationship between BH settings 
and hemodynamics, which can improve clinical 
understanding of the device. Finally, our results can 
inform the improvement of existing simulations while 
informing future models of pulsatile VADs.   
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Introduction 

Menisci are porous, fibro-cartilaginous, wedge-shaped 

structures, which play a key role in redistributing 

contact stress across the knee joint generated during 

daily activities. When meniscal lesion occurs, surgical 

treatment is recommended to reduce the risk of late 

degenerative sequelae [1]. Reconstruction or 

replacement can be performed by allogenic, 

heterologous, or artificial meniscus. Regarding the latter 

option, the ideal artificial implant should resemble the 

mechanical and structural features of the native tissue 

[2]. In this perspective, it is crucial to accurately assess 

parameters capable of elucidating the fundamental 

relationships at the base of the implant function. Very 

recent investigations on native meniscus exploited 

microcomputed tomography (µCT) to reveal its 

microstructure [3], and indentation to measure its 

mechanical response [4]. Accordingly, the purpose of 

this study is to optimize µCT and indentation 

approaches aiming to quantitatively and coherently 

evaluate the main aspects of artificial meniscal implants. 

 

Methods 

Artificial menisci (n = 3; 95% collagen fibers, 5% 

glycosaminoglycans by dry weight) were dry scanned 

(source voltage 30 kV, current 175 µA; no filter; image 

pixel size 5 µm) using Skyscan 1172 µCT (Bruker, 

Belgium), achieving information about implant 

architecture (Fig. 1) – i.e., porosity (Po), mean fiber 

thickness (Th) and degree of anisotropy (DA, 0 for total 

isotropy, 1 for total anisotropy).   
 

 
 

Fig.1: Cross-section of implant architecture (yellow), in 

which a region interested by indentation was 

highlighted (red). 
 

Then, specimens were soaked in PBS 1x (7.4 pH, Life 

Tech., The Netherlands) for 24h, thus to reach a steady 

rate of fluid sorption. Subsequently, each sample was 

placed in a testing chamber filled with PBS. A polar 

system of coordinate was implemented, allowing to 

perform indentations along two different arcs, Rint and 

Rext (Fig. 2). The angular distance between nearby 

points, β, was set equal to at least three times the radius 

of the indenter surface, to avoid influence between 

subsequent indentations. 

  
Fig.2: Artificial meniscus partition, highlighting the 

minimum angular distance, β, between nearby points, 

and internal, Int, and external, Ext, regions. 

 

Tests were performed by a multi-axis mechanical tester 

(Biomomentum, Canada) equipped with a multi-axis 

load cell and with a spherical indenter (Ø = 2 mm).  

Since meniscus response is strain dependent, specimens 

were tested firstly by a displacement approach, and then 

by reproducing in vivo conditions, i.e., 10% nominal 

deformation and 0.10s-1 strain rate [5]. Elastic and 

viscous peculiarities of the implant were investigated, 

considering maximum load (Fmax), initial viscous 

response (Et20), and relaxation percentage (∆Frelax).  

 

Results & Discussion 

Preliminary analyses highlighted inhomogeneity of the 

artificial meniscus, i.e., between the internal and the 

external region. Structural parameters, i.e., Po and DA, 

differ between the investigated regions. Further, strain-

based indentation protocol seems to be more sensible in 

detecting variations of the estimated mechanical 

parameters, showing higher values for the implant 

external region. 

 

Conclusions 

This work lays solid foundations in determining  

mechanical and structural features of artificial meniscus 

implants, providing an integrated framework able to 

monitor the implant performance even in regenerative 

studies. Future developments will concern the 

assessment of structure-function relationship, achieving 

key information capable of improving the implant 

clinical outcomes. 
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Introduction 
A high percentage of the population experiences pain 
and irritation from meniscal degeneration. The hallmark 
of meniscal degeneration is degenerative tears, mainly 
caused by repetitive loads onto fatigued menisci [1]. 
Structurally, about 75% of the dry mass of menisci 
consists of collagens. Other proteins, identified in 
meniscal tissue are, e.g., serum albumin, mimecan and 
biglycan [2]. To better understand the influence of 
collagens on the process of meniscus degeneration and 
resulting tearing, we investigate the distribution of 
proteins in human menisci samples by mass 
spectrometry imaging (MSI) and compare this 
information to the local mechanical properties collected 
by atomic force microscopy (AFM). 
 
Methods 
Degenerated human menisci, were embedded in 
Tragacanth, cryo-sectioned into 12 µm sections and 
thaw-mounted on ITO (indium tin oxide) slides. 
Microindentation experiments [3] were conducted on an 
AFM (NanoWizard ULTRA Speed, JPK) using a 
cantilever with a stiffness of 0.028 N/m and furnished 
with a 10 µm sphere, at a 1nN setpoint, in physiological 
conditions (Ringer acetate buffer/protease inhibitors). 
Three 10 x 10 force maps with 1 µm spacing were 
recorded on the tissue in each of 2 regions of interest 
(ROI) (Figure 1(A)). Consecutively, salts and lipids 
were removed by washing the sections in ethanol, water 
and Carnoy’s solution as preparation for MALDI-MSI 
(matrix assisted laser desorption/ionization). 
Trypsin/Lys-C (50 µg) was applied to the sample by 
spraying (HTX TM-Sprayer) and incubated at 37° C for 
one hour at high humidity. 0.25 mg/cm² CHCA (α-
cyano-4-hydroxycinnamic acid) matrix was applied via 
spraying. Samples were measured on a MALDI-
TOF/TOF (time of flight) system (ultrafleXtreme, 
Bruker) at 40 µm lateral resolution. 
 
Results 
Figure 1(B) shows higher indentation moduli in ROI1 
([4.58 ± 0.99] kPa) compared to ROI2 ([1.54 ± 0.34] 
kPa). Figure 1(C) shows that peptides from the alpha-1 
chain of collagen type XI and V were identified. The 
relative intensities for collagen type XI are higher in 
ROI2 compared to ROI1, while collagen type V was 
found in higher intensities in ROI1 compared to ROI2. 
Correlating results from microindentation to MALDI-
MSI shows that regions with a higher abundance of 

collagen type V show a higher stiffness in comparison 
to regions with a higher abundance of collagen type XI.  

Figure 1: (A) Medial meniscus sample and regions of 
interest (ROI1, ROI2). (B) Indentation modulus 
calculated from force-indentation curves in ROI1 and 2. 
ROI1 shows a higher indentation modulus as ROI2. (C) 
Tentative assignment of protein identification for 
peptides detected in resulting spectra from the 
enzymatic digestion. Peaks are found for collagens.  
 
Discussion 
In this work, we identified collagens in degenerated 
menisci by MALD-MSI, while also gathering 
biomechanical information under physiological 
conditions by employing AFM from human menisci 
samples. In our proof-of-concept study different 
collagen types (i.e. V and XI) were detected at different 
abundance levels over the tissue sections and these 
distributions correlated with anatomical regions of the 
meniscus (white-white, red-white and red-red zone). 
Through the introduced correlated imaging approaches, 
we aim to better understand the influence of the 
meniscus’ biochemical composition on biomechanical 
behaviors under physiological conditions. 
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Introduction 
While cementless implants are now widely used 
clinically, surgical failures still occur and are difficult to 
anticipate. Assessing the biomechanical strength of the 
bone–implant interface (BII) may improve the 
understanding of osseointegration processes and help to 
prevent failures [1]. The aim of this study is to combine 
experimental and numerical approaches to investigate 
the behavior of a BII submitted to torsional loading. 
 
Methods 
Specimens. Four standardized 3D-printed coin-shaped 
implants (TiAl6V4, Ø5mm, H3mm) with an arithmetic 
average roughness Ra = 20.8µm were osseointegrated 
for 15 weeks in the cortical bone of sheep tarsi.  
Torsion tests. A mode III cleavage test was performed 
on each specimen (Fig. 1a) using a dedicated device 
(Fig. 1b), similarly as in [2]. The implant was fixed on 
the device by a wrench screwed to a torque sensor and 
the bone rotated at 0.03°/s until complete debonding, 
while recording the normal force and the torque. 
Numerical modelling. The torque variation during such 
tests was simulated using a finite element model 
previously developed by our group [3]. To describe the 
adhesion and debonding phenomena, a modified 
Coulomb’s law was introduced, using a varying friction 
coefficient to represent the transition from an unbroken 
to a broken BII. All parameters, including the bone 
Young’s modulus and the normal force, were optimized 
to minimize the difference between experimental and 
numerical torques; except for the force, directly set 
based on experimental measurements. 

 
Figure 1: Typical bone-implant specimen (A); 
Schematic representation of the torsion test device (B). 
 
Results 
Experimentally, the torque first increases almost 
linearly with the twisting angle, then reaches a 
maximum around 1° (0.48-0.72N.m), and finally 

decreases to reach a constant value (Fig. 2). The normal 
compressive force increases from around 10-15N to 
30-40N during the debonding, before stabilizing around 
the same angle as the torque. A good agreement was 
obtained between numerical and experimental torques, 
with mean numerical friction coefficients of 8.9 for the 
unbroken state, and of 1.2 for the broken state. 

 
Figure 2: Evolution of the experimental torque and 
normal force and of the numerical torque as a function 
of the twisting angle for a typical specimen. 
 
Discussion 
The higher values of the maximal torques obtained 
herein compared to previous tests [2] may be explained 
by the higher roughness of the implants. Moreover, the 
significant increase of the normal force during the test 
and the high numerical friction coefficients suggest the 
presence of bone debris at the interface, which may be 
generated by the progressive debonding of the BII. 
Future studies should consider different BII 
configurations (e.g. implant roughness, healing time) to 
better understand their influence on the implant 
osseointegration. 
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Introduction 

Tissue engineering (TE) strategies are based on the 

active interplay among cells, three-dimensional (3D) 

scaffolds, and physiological signals in view of 

developing in vitro functional tissue substitutes [1]. 

Scaffold effectiveness is strongly influenced by its 

microstructure and ability to be permeated by fluids and 

species (i.e., the scaffold permeability). Permeability 

depends on the combination of porosity, pore size, 

tortuosity, and interconnectivity and its characterization 

is crucial for an effective evaluation of the overall 

scaffold performance [2,3]. Several methods were 

proposed to characterize the permeability of hard and 

soft scaffolds, however defined protocols are still 

missing. Moreover, soft scaffolds pose challenging tasks 

due to their deformability. Inspired by this context, we 

developed a versatile permeability test bench for 

characterizing hard and soft scaffolds, and we compared 

its performance with a reference test bench, previously 

validated for the measurement of hard scaffolds [4]. 
 

Methods 

The proposed permeability test bench (PTB) is based on 

the pump method [2]. The main component is the 

permeability chamber (PC), consisting of two parts 

coupled by screws and an internal cylindrical geometry 

with interchangeable silicone gaskets and a grid for 

housing hard or soft cylindrical samples (height = 1-14 

mm, diameter = 8-27 mm). The PC is part of a closed-

loop hydraulic circuit, composed of a reservoir, a 

peristaltic pump (Masterflex), silicone tubing, two 

pressure sensors (HJK) upstream and downstream the 

PC, and 3-way stopcocks. The sensor signals are 

acquired by a DAQ (National Instruments), which is 

controlled by a computer running a purpose-built 

LabView interface (Fig. 1A). Demineralized water 

(dynamic viscosity µ = 1 mPa·s) is used as test fluid. 

Upon imposing a defined flow rate (guaranteeing 

laminar flow), permeability (k) is measured by using the 

Darcy flow transport model [5]: 

ΔP/L = µ/k · (Q/A) (1) 

where ΔP is the pressure drop across the sample, L is the 

thickness of the sample, Q is the flow rate, and A is the 

area of the sample cross-section. 

Tests are performed without and with the sample, and 

the pressure drop due to the sample is then obtained as: 

ΔPsample = ΔPfull – ΔPempty (2) 

For a preliminary validation of the PTB, a commercial 

cylindrical hard scaffold (diameter = 10.3 mm, height = 

3.3 mm, SmartBone IBI S.A, Fig. 1B) was tested at 5 

mL/min for 4 independent repetitions, then the mean 

permeability value was calculated and compared with 

the results from a reference test bench (RTB) [4]. 
 

Results 

Preliminary tests demonstrated that the PC design  

allows holding effectively the sample, preventing 

deformations and ensuring watertightness. The 

permeability values of the scaffold tested within the 

PTB and the RTB resulted to be 2.9·10-10 ± 2.2·10-10 m2 

and 1.1·10-10 ± 1.6·10-11 m2, respectively (Fig. 1C). The 

normalized error between the measured values was 0.809. 
 

 
Figure 1: A) Schematic drawing of the PTB; B) Picture of 

the PC housing the scaffold; C) Permeability test results. 
 

Discussion 

A versatile test bench for characterizing the 

permeability of hard and soft scaffolds under Darcy flow 

regime has been developed. Preliminary validation tests, 

performed on a hard scaffold, showed that the 

permeability values obtained using the PTB and RTB 

setups were compatible, although the PTB 

measurements were affected by a higher dispersion. For 

reducing measurement uncertainty, the optimization of 

the PTB data acquisition system is in process, and in 

parallel tests varying the imposed flow rates and using 

different hard and soft scaffolds are ongoing.   
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Introduction 

In total hip arthroplasty, the main reason for revision is 

aseptic loosening [1]. Among others, it can be caused by 

insufficient primary stability, i.e. excessive relative 

motion at the bone-implant-interface. Revision surgery 

is often associated with acetabular bone defects. One 

possible treatment option is impaction bone grafting 

(IBG), i.e. a defect filling with compacted cancellous 

bone chips. However, these have some disadvantages, 

such as limited supply and remaining infection risk. 

Synthetic bone graft substitutes may represent an 

attractive alternative. The objectives of this study were 

to (1) assess primary of a press-fit cup in combination 

with compacted bone chips (gold standard) in an 

especially therefore developed reproducible surrogate 

model and to (2) compare it to the primary stability 

achieved by two different bone graft substitutes. 

 

Materials and methods 

A previously developed acetabular test model made of 

polyurethane foam with a mainly medial defect [2] was 

used. The defect was filled with either cancellous bone 

chips (bone chips), bioactive glass granules in a 

polyethylene glycol-glycerol matrix (b.a.glass+PEG), or 

β-tricalciumphosphate tetrapods in a collagen matrix 

(tetrapods+coll) and combined with a press-fit cup 

(Figure 1). 

 

 
Figure 1: The three test groups bone chips, 

b.a.glass+PEG and tetrapods+coll in previously 

developed defect model and exemplary specimen with 

press-fit cup and tracking points for optical relative 

motion analysis, dynamically loaded by a servo-

hydraulic testing machine. 

Specimens (N=6 in each test group) were loaded in a 

sinusoidal wave form in direction of the maximum 

resultant force during level walking, whereby the 

maximum load was increased stepwise from 600 N to 

3000 N. Relative motions (inducible displacement and 

migration) between cup and acetabular defect model 

were assessed with the optical measurement system 

GOM Pontos (GOM GmbH Braunschweig, Germany).  

 

Results 

Relative motions increased with increasing loads 

(Figure 2). At the last load step, inducible displacement 

was highest for bone chips (113 ± 3 µm) and lowest for 

b.a.glass+PEG (91 ± 3 µm), whereas migration was 

highest for b.a.glass+PEG (881 ± 95 µm) and lowest for 

tetrapods+coll (494 ± 12 µm). Difference among the 

test groups was statistically significant (p<0.05). 

 

 
Figure 2: Mean (± SD) inducible displacement in the 

three test groups. 

 

Discussion and conclusion 

A comparable behavior of bone chips and 

tetrapods+coll was observed, which suggests that this 

material might be an attractive alternative to the gold 

standard bone chips. However, primary stability was so 

far assessed in one specific defect and should be further 

investigated in additional defect types and 

complemented by osseointegration analysis. 
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Introduction 

Fibrolamellar bone is a peculiar type of bone found in 

the long bones of young large mammals, which 

combines the conflicting requirements of a fast growth 

with high stiffness and strength, as required to withstand 

the weight of such large animals [1]. Fast growth is 

achieved by depositing a primary hypercalcified layer 

(PHL) of disordered bone, located in between two blood 

vessels. This central layer acts as a scaffold to direct the 

formation of parallel-fibered bone (PFB), having 

mineralized collagen fibers well oriented along the 

longitudinal direction of the bone. When reaching the 

blood vessels, PFB is then replaced by lamellar bone 

(LB), which features a few alternating bone lamellae 

with collagen fibers oriented in different directions. A 

so-called fibrolamellar bone unit (FBU) comprises these 

three different types of bone. Although the 

microstructure of fibrolamellar bone is known [1], the 

corresponding biomechanical properties are not well 

characterized. Specifically, there is no information 

about the local mechanical behavior of each basic 

building block. Yet, this tissue is of clinical relevance 

given the similarity between its deposition and callus 

formation in bone healing. Here, the correlation between 

local mechanical properties and mineral content of 

fibrolamellar bone is investigated by combining 

standard nanoindentation (nIND), nanoscale modulus 

mapping (nanoMM) and backscattered electron imaging 

(BEI), including quantitative analysis (qBEI). 

 
Fig. 1: 2D map of mineral content along with a higher 
magnification backscattered electron image of a FBU. 
 

Methods 

Samples from two femurs of calves were harvested and 

prepared, considering both longitudinal and transverse 

sections. A combination of qBEI (1.8 µm pixel size) and 

BEI at higher magnification (57 nm pixel size) was used 

to quantify mineral content and highlight nanostructural 

features. Mechanical properties were measured across 

FBU using nIND (Berkovitch tip, 6 µm spacing between 

indents, 3000 µN) and nanoMM. The latter is based on 

applying a small static force (1 μN) to ensure elastic 

contact between tip and sample surface; a periodic 

modulation force (0.6 μN, 275 Hz) is then added to 

probe local storage modulus without plastically 

deforming the sample. In the present setting, this 

approach has a lateral resolution of about 80 nm [2]. 
 

Results 

Quantitative analysis (Fig. 1) revealed a homogeneous 

mineral composition across the FBU with the exception 

of the PHL, which appeared more mineralized. In LB, 

brighter lamellae can be distinguished from darker ones 

with high resolution BEI, this contrast being due to 

different fiber orientation. Indentation modulus profiles 

highlighted stiffer bone within PFB and lower values 

within the PHL (Fig. 2). Higher resolution is needed to 

characterize submicron mechanical behavior within LB. 

NanoMM showed alternating storage moduli: thicker 

(2.56±0.24 µm), brighter lamellae are more than 1.5 

times stiffer than thinner (2.03±0.43 µm), darker ones. 

As they have approximately the same mineral content, 

this difference can probably be explained by the 

different collagen orientation in neighboring lamellae. 
 

  
Fig.2: Mechanical properties across a FBU using nIND 
and nanoMM. 
 
 

Discussion 

We characterized the mechanical heterogeneity of 

fibrolamellar bone and showed that the PHL, being 

deposited very fast, has lower stiffness although having 

a higher mineral content compared to LB and PFB, 

therefore highlighting the critical role of collagen 

organization. The weak region is then reinforced by high 

stiffness PFB. High resolution nanoMM provided sub-

micrometer biomechanical information which is not 

accessible with traditional nanoindentation. Yet, these 

data are relevant to reach a comprehensive 

understanding of the structure-function relationship of 

bone. Indeed, LB shows lamellae with a strong elastic 

contrast (higher than previously reported in osteonal 

bone) which may be needed to hamper crack 

propagation in the presence of only a few lamellae.  
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Introduction 
Articular cartilage defects in the knee affect a 

considerable proportion of the population and range 

from single focal defects to larger areas of diseased 

hyaline cartilage. Defects arise from a precipitating 

trauma or osteoarthritis, cause localised knee pain, 

motion deficits, and lead to further degenerative 

changes. Autologous osteochondral grafting has 

demonstrated positive outcomes by replacing the 

damaged region of cartilage with a graft consisting of a 

cylinder of bone with a layer of cartilage taken from a 

non-loadbearing region of the knee [1]. However, the 

factors that affect the short-term stability of the grafts 

remain largely unknown with some evidence of graft 

subsidence or poor integration. The aim of this study 

was to develop computational models of the 

tibiofemoral joint to enable the parameters affecting 

osteochondral graft stability to be analysed. The 

objectives were to experimentally calibrate the bone 

material properties and graft-bone coefficients of 

friction (COF) and then to independently validate the 

model contact mechanics under different graft 

conditions. 

Methods 
Elementwise material properties of the bone were used 

throughout the study. These were calibrated using six 

cadaveric human femoral condyles. They were 

experimentally tested and models were built from µCT 

scan data. An optimisation of µCT scan voxel brightness 

to Young’s modulus of the elements was carried out, 

utilising the experimental and computational stiffness. 

Twelve push-out tests were carried out on two cadaveric 

human femurs. The COF values in corresponding FE 

(Finite Element) models was calibrated to match the 

experiment. 

Changes to the contact pressure shape and area were 

identified through in vitro tests on a single cadaveric 

human tibiofemoral joint which was experimentally 

tested using a materials testing machine and a knee 

specific loading rig [2]. Six defects were created in the 

femoral condyles which were subsequently treated with 

osteochondral autografts or metal pins. Contact pressure 

measurements were made using a flexible sensor. Loads 

were applied at three time points: intact, post-defect 

creation and post-repair. µCT scans were taken prior to 

each of these loads. Specimen specific FE models were 

created from the scan data registered together. 

Calibrated frictional and material properties from the 

prior tests were used. Graft oversizing and experimental 

press-fit was mimicked in the simulation. Boundary 

conditions and loading conditions matched the 

experimental setup. Pressure maps for the tibial cartilage 

layers, mean pressure values and contact area, were 

measured and compared to the experimental data. 

Results 
Material property optimisation for the bone was 

successfully achieved and applied. Frictional value 

optimisation was also achieved, (CCC=0.91, Fig. 1, C). 

The tibiofemoral joint experiment provided a range of 

cases to model. These cases were well captured in the 

resultant pressure maps and were well represented in the 

FE models. Cartilage defects were measurable in the 

experimental pressure data with good agreement in the 

FE model pressure maps (Fig. 1, D).  

 

Figure 1: A, FE material property calibration. B, 

Experimental graft push-in testing. C, Experimental to 

computational push-in test results. D, FE and 

experimental contact pressure distributions for intact, 

defect and repair cases.  

Discussion 
The extensive validation and calibration testing of the 

FE models (validation of contact pressure maps, 

material property calibration, graft push-in tests) has 

given substantial confidence to the model. 

Experimentally, the graft depth varied, this positioning 

and alignment was well replicated in FE and evidenced 

by good agreement between the in vitro and model 

contact pressure maps. An extensible method of creating 

osteochondral graft models within tibiofemoral joints 

has been developed and is now being used to investigate 

a wide range of grafting and procedural parameters. 
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Introduction 
Osteogenesis Imperfecta (OI) known as “brittle bone 

disease” is a collective term of hereditary, collagen-

related bone diseases leading to an increased bone 

fragility at the organ level. At the lamellar level, OI bone 

reveals higher degree of bone mineralization (DBM), 

indentation modulus, and compressive strength [1]. In 

addition, modulus and strength are highly dependent on 

DMB for both healthy and OI bone [1]. However, elastic 

modulus of healthy human bone is as well dependent on 

the orientation of the mineral collagen fibers (MCFs) 

[2]. We hypothesized that the elastic modulus of OI 

bone can be predicted using the information of DBM and 

MCFs orientation, using quantitative polarized Raman 

spectroscopy (qPRS) [3] and nanoindentation. 
 

Materials and Method 
Three trans-iliac, human bone biopsies of healthy 

control (n=1), OI type I (n=1) and OI type III (n=1) were 

used to perform qPRS measurements and site-matched 

nanoindentation in osteonal bone (Figure 1). At each 

position of a qPRS measurement, 12 Raman spectra 

were collected with an increasing polarization angle of 

15° to assess the DBM and the out-of-plane angle of the 

MCFs (θMCF) [3]. Per each osteon, seven Raman 

measurements were taken with a 3 µm distance in 

between, resulting in a line-scan of 18 µm. Using the 

seven measurements, a mean θMCF and DBM per osteon 

were computed. In total, 23 osteons were analyzed 

(healthy n=8, OI type I n=7, OI type III n=8).  

  
Figure 1: Schematic overview of one osteon with the 

Raman line scan (red) and the three nanoindentations 

(green). 
 

In the same osteon, three nanoindentation measurements 

were taken and indentation moduli (Eind) were extracted 

and averaged. Finally, a model (eq. 1) was developed to 

predict the Eind according to the θMCF and the DMB. 

𝐸𝑖𝑛𝑑 = 𝛼𝐷𝐵𝑀 + 𝛽𝐸0(𝜃𝑀𝐶𝐹) + 𝜖                 (1) 

With 𝐸0(𝜃𝑀𝐶𝐹) being the indentation modulus 

computed from the transverse isotropic stiffness tensor 

with the parameters reported in [2]. 

Results 
The DBM and 𝐸𝑖𝑛𝑑 are higher in OI bone compared to 

healthy bone. Higher 𝜃𝑀𝐶𝐹  variation was observed 

within the osteons of healthy bone (Table 1). 

Param. Healthy OI type I OI type III 

𝐷𝐵𝑀 [−] 2.6 ±0.6 3.1 ±0.3 3.2 ±0.2 

𝜃𝑀𝐶𝐹[°] 39.4 ±14.3 30.2 ±6.3 41.8 ±5.4 

𝐸𝑖𝑛𝑑 [GPa] 15.6 ±2.0 22.6 ±1.4 19.9 ±0.6 

Table 1: Mean and standard deviation of the indentation 

modulus (Eind), degree of mineralization (DBM) and 

out-of-plane angle (𝜃𝑀𝐶𝐹). 
 

Both DBM (p = 5.23e-06) and 𝜃𝑀𝐶𝐹  (p= 2.13e-05) have 

a significant influence and can be used to predict the 

indentation modulus 𝐸𝑖𝑛𝑑  (Figure 2).  

 
Figure 2: Indentation modulus vs. predicted modulus 

computed from the Raman measurements. 
 

Discussion 
The result of this study showed that the indentation 

modulus of the healthy control and two different OI 

types is driven by DMB [1] and the orientation of the 

MFCs [2]. Combining the two parameters, the 

indentation modulus can be predicted with a 

surprisingly high level of significance and seems 

independent of OI status. However, the number of 

osteons and biopsies should be increased to confirm a 

universal model. 
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Introduction 
Bone, a hierarchically structured composite material, is 
mainly composed of collagen molecules, calcium 
phosphate minerals and water. In cortical bone 
mineralized collagen fibrils are embedded into an 
extrafibrillar matrix and form 3 to 7 µm thick lamellae 
that are wrapped around blood vessels forming osteons 
with a diameter of up to 200 µm. In mammals, bones are 
subjected to a body temperature of around 37°C[1] as 
well as mechanical loading at different strain rates, such 
as during walking (0.005- 0.08 s-1), sprinting (0.05 s-1) 
and accidental falls (25 s-1)[2]. In this study, we 
investigate the temperature and rate-dependent 
mechanical behavior of ovine bone micropillars at the 
length scale of a few lamellae. We tested at four 
temperatures (24°C, 37°C, 50°C and- 60°C), four strain 
rates (0.1s-1, 1s-1, 10s-1 and 100s-1) and two orientations 
(along and perpendicular to the main osteon direction). 

Methods 
Micropillars were manufactured with a femto-second 
pulsed laser (SATSUMA HPII, Amplitudes Systemes) 
on eight samples from one ovine tibia. Four samples 
were oriented parallel (axial) and four perpendicular 
(transverse) to the main osteon direction. On every 
sample a total of 70 micropillars were fabricated with a 
diameter of 22.7+/-0.1 µm and a height of 71.5+/-7.5 
µm. To validate the orientation polarized Raman 
spectrae were taken on every micropillar (NT-MDT, 
NTEGRA Spectra, Russia)[3]. Compression 
experiments were performed on 256 micropillars under 
ambient pressure and with a relative humidity greater 
than 90% at four strain rates (0.1, 1, 10, and 100 s-1) and 
four temperatures (24, 37, 50 and 60°C). High resolution 
scanning electron microscope (HRSEM, Hitachi S-
4800, Japan) imaging was conducted on all micropillars 
before and after compression. The data was then 
analyzed with a custom Matlab script (R2018a, 
MathWorks, USA) to determine the activation volume 
and the thermal activation energy. 

Results 
The yield stress increases with increasing strain rate for 
all temperatures and both orientations (Figure 1). The 
yield stress for the axial orientation is higher than the 
yield stress for the transverse orientation for all the strain 
rates and temperatures. The activation volume and the 
activation energy for the axial and the transverse 
orientation are vax = 0.2+/-0.03 nm3 and vtr = 0.5+/-0.07 

nm3 and Qax = 105.6 kJ/mol and Qtr = 85.7 kJ/mol 
respectively. 
Post compression HRSEM images show that axial and 
transverse micropillars are deformed perpendiculary to 
the mineralized collagen fibril axis. Axial micropillars 
fan outwards circularly at the top of the micropillar, 
transverse micropillars fold out at the two sides of the 
micropillar perpendicular to the mineralized collaged 
fibril orientation. 

Discussion 
In this study temperature and the strain rate dependent 
yield properties of lamellar bone were measured under 
hydrated conditions to perform a thermal activation 
analysis. The experiments were performed at four strain 
rates (0.1-100 s-1) and four temperatures (24- 60°C). The 
activation volume and energy are similar to values 
reported previously for other species and different 
length scales and are associated to the breaking of bonds 
in the extrafibrillar matrix between mineralized collagen 
fibrils [4]. The post compression HRSEM images 
support the assumption that the deformation is due to 
interface failure between fibrils. 
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Figure 1: Yield stress extracted from micropillars with axial 
and transverse orientation compressed at different strain 
rates and temperatures. 
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Introduction 
Ocean acidification is a threat to cold-water corals 
(CWC) and could lead to dramatic and rapid loss of the 
reef framework habitat they build. Weakening of struc-
turally critical parts of the coral reef framework can lead 
to physical habitat collapse on an ecosystem scale, re-
ducing the potential for biodiversity support [1]. The 
mechanism underpinning crumbling and collapse of 
CWCs can be described by mathematical and computa-
tional models that integrate experimental results. To use 
computational models to support future conservation 
and management of these vulnerable marine ecosys-
tems, however, strength parameters at key length scales 
of the material architecture are currently missing. There-
fore, this study aims at identifying CWC skeletal tissue 
strength exposed to acidified and non-acidified waters. 
Material and Methods 
Coral samples examined here were from acidified wa-
ters in the California Sea bight with an aragonite con-
centration of Ω𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = [0.71, 1.04] and from non-acidi-
fied waters in Scotland with Ω𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = [1.67, 2.62] [1,2].  
After drying, we fabricated 𝑚𝑚 = 144 micropillars on 
𝑛𝑛 = 12 CWC specimens using an ultrashort pulsed laser 
machining workstation based on a Carbide laser (Light 
Conversion) with a laser wavelength of 𝜆𝜆 = 1028 nm, a 
pulse length of 6 ps, a repetition rate of 2 kHz and a pulse 
energy of 10.3 µJ (Figure 1). The ablation process can 
be considered ‘cold’ and does not harm the sample [3]. 

 
Figure 1: (a) µFE mesh used to interpret micropillar 
compression tests with qualitative von Mises stress. (b) 
representative responses for non-acidified (blue) and 
acidified (red) waters. SEM inlay shows a micropillar. 
Micropillars were compressed uniaxially at a rate of 
0.05 µm/s to a displacement of 10.25 µm. The probe was 
retracted 0.25 µm for every 0.75 µm to allow evaluation 
of potential damage. Load and displacement were rec-
orded simultaneously at 30 Hz. 
As laser ablation alone results in tapered micropillars 
(Figure 1), we utilised a micromechanical elasto-visco-
plastic material model implemented as a UMAT in 

Abaqus (v6.16) [2] to interpret micropillar compression 
tests (Figure 1). Briefly, the skeletal wall was modelled 
as a polycrystalline material with randomly oriented 
aragonite needles using a self-consistent scheme. We 
used a Mohr-Coulomb criterion to model strength of the 
aragonite crystal interface and a Drucker-Prager crite-
rion to model strength of the polycrystal. A micropillar 
was modelled using quadratic elements and loaded like 
the micropillar experiments. CWC stiffness compared 
well to experimental results [2]. The µFE models were 
used to identify the aragonite crystal interface strengths 
as well as the strength of the polycrystal.  
Results 
Micropillars featured surface and base diameters of 
28.96 µm (27.76-30.51 µm) and 86.5 µm (81.52-90.21 
µm), a taper angle of 15.02° (12.16-18.19°), and a height 
of 110.77 µm (90.20-129.44 µm). Ultimate force of the 
pillars was not significantly different between acidic and 
non-acidic environments, but pillar stiffness was (Table 
1). Using the in silico micropillar compression we iden-
tified tensile and shear strengths of the aragonite crystal 
interface of σ𝑖𝑖𝑖𝑖𝑖𝑖𝑢𝑢𝑖𝑖 = 294.5 MPa and σ𝑖𝑖𝑖𝑖𝑖𝑖𝑠𝑠ℎ = 130.2 MPa 
and tensile and compressive strengths of the polycrystal 
of 𝜎𝜎𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑢𝑢𝑖𝑖 = 177.5 MPa and 𝜎𝜎𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑢𝑢𝑢𝑢 = 462.3 MPa.  

Envir. Acidic Non-Acidic 𝑝𝑝  
F𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝐴𝐴𝐴𝐴ult  516.40 mN 517.86 mN → 1 
𝐾𝐾𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝐴𝐴𝐴𝐴 633.41 mN/µm 401.98 mN/µm → 0 

Table 1: Ultimate force 𝐹𝐹𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝐴𝐴𝐴𝐴𝑢𝑢𝑝𝑝𝑖𝑖  and pillar stiffness  
𝐾𝐾𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝐴𝐴𝐴𝐴 from micropillar compression tests. 

Discussion 
Results indicate that CWCs are 10 times stronger than 
concrete and twice as strong as nacre [4, 5]. Our results 
contradict the perception that mineralised CWC skele-
tons will generally weaken due to climate change. In 
fact, CWCs seem to retain their strength despite a loss 
of stiffness, and the threat to the ecosystem comes rather 
from a loss of material from acidification-induced in-
creases in internal porosity and dissolution.  
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Introduction 

The rates of osteoporotic hip fracture incidence 

worldwide will increase in the future, with major 

economic and social impacts [1]. Considering the 

adverse impact of hip fracture on patients’ lives, the 

identification of subjects at high risk is pivotal, since it 

is the gateway to fracture prevention. The areal bone 

mineral density (aBMD), measured by Dual energy X-

ray Absorptiometry (DXA) is currently used in the 

diagnosis of osteoporosis and as an indication for 

treatment. The sensitivity and specificity of this test is 

between 55% and 75%, respectively [2]. We have 

recently reported the ability of a statistical shape and 

intensity modelling approach informed by QCT images 

to predict hip fracture in a British postmenopausal 

cohort [3]. Nevertheless, QCT is not routinely 

performed in a clinical setting. Therefore, in this study 

the performance of an analogous approach informed by 

DXA images is assessed on the same cohort, focusing 

preliminary only on shape. 

 

Methods 

A retrospective British postmenopausal women cohort 

of 2D DXA-based proximal femurs was investigated 

building up Partial Least Square (PLS)-based statistical 

models. The cohort comprised 49 fracture and 49 

control subjects, pair-matched for age, body weight and 

height [3]. In detail, a Statistical Shape Model (SSM) 

was built. Its construction relied on Deformetrica [4] 

which, based on the femur geometries segmented from 

the DXA images, allowed to identify the template, i.e. 

the mean anatomical shape, and the deformation 

functions, gathering the subject-specific shape patterns, 

which map the template to the subject-specific shapes. 

PLS allowed to identify the space (PLS modes) of 

maximal covariance between the patients’ shape 

features and their known fracture status. By projecting 

the original shape features onto the PLS modes, the PLS 

components could be obtained. The statistical shape 

model was used to predict the subject-specific hip 

fracture status. A regression analysis based on the use of 

a logistic function was carried out between the PLS 

components, taken as independent predictors, and the 

fracture status, taken as binary dependent variable. More 

in detail, a 10-fold cross-validation procedure was 

adopted. 

 

Results 

A total of five shape modes could explain at least 90% 

of the total shape variance, compared to the 22 modes 

necessary to achieve an analogous outcome in the 3D 

case. The first three 2D shape modes, seen as 

deformations of the template shape, are depicted in Fig. 

1 compared to the first three 3D shape modes. The 

predictive models with the first two, three, four and five 

2D PLS components used as predictors resulted in AUC 

values all settled between 0.59 and 0.61. In the 3D case 

an AUC value of 0.64 was achieved employing the first 

two shape components. An AUC of 0.72 was obtained 

using the gold standard aBMD. 

Figure 1: The first three 2D and 3D PLS shape modes, shown 

as deformation of the template (displayed in grey) along each 

mode between ± 𝜎, where 𝜎2 represents the mode variance.  

 

Discussion 

In this study, shape was not able to outperform aBMD 

in diagnostic accuracy. As expected, the 3D shape 

components achieved a better stratification accuracy. 

The stratification accuracy improvement due to the 

addition of local density information, which was 

significant in the 3D case, will be established soon. In 

this way, the possibility to fully take advantage of the 

information contained in a DXA image for the purpose 

of integrating the aBMD value for the hip fracture risk 

prediction will be better investigated.  
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Introduction 

Femur metastases may affect femur strength. Currently, 

the clinical gold standard for failure risk estimation is 

the Mirels’ score [1]. However, as pointed out several 

times [2], this score does not allow enough reliability to 

make an accurate prediction. Recent studies suggest that 

finite element (FE) methods may provide better 

estimations when it comes to fracture risk assessment [3, 

4]. To our knowledge, none of the currently available FE 

models were reproduced outside of their original 

laboratory, thus, none were tested for their replicability. 

Therefore, the aim of this study is to evaluate the 

replication of one of the most promising FE models from 

the literature [5]. 

 

Material and methods 

Two ex-vivo femur datasets were used. The KU Leuven 

dataset (8 femurs with lesions), and the Lyon dataset (16 

intact + 6 femurs with lesions). All femurs were scanned 

with a clinical CT-scanner following similar protocols 

and reconstructed with resolutions of 0.5x0.5x0.2 mm3 

(Leuven) & 0.7x0.7x1.2mm3 (Lyon). Femurs underwent 

compressive tests to measure the failure load [6]. CT-

scans were used to create a non-linear FE model [5].  

Firstly, the reproducibility (i.e., replication with the 

same dataset) of the model was tested. The FE analyses 

of the Leuven dataset were done by the original author 

of the model (Leuven operator) and an operator from 

Lyon, who transcribed the model from the original paper 

(same methodology but different tools). The results 

from both operators were then compared, which hints at 

the inter-operator and model transcription variabilities.  

Secondly, the model was tested for replicability. The 

Lyon operator did the FE analysis on the Lyon samples. 

The resulting accuracy was compared with those of the 

same operator on the Leuven samples to assess the 

influence of the experimental dataset.  

 

Results 

With the Leuven dataset, the difference between 

simulated and experimental failure loads (cf. Fig. 1A) 

averages to 549 N (RMSE = 881 N, r2 = 0.96) for the 

Leuven operator and 978 N (RMSE = 1118 N, r2 = 0.98) 

for the Lyon operator. A high correlation was found 

between operators (slope = 1.08, r2 = 0.95). 

The accuracy of the model on the Lyon dataset (cf. Fig. 

1B) averages to -978 N (RMSE = 1666 N, r2 = 0.3) for 

lesioned femurs and -3989 N (RMSE = 4487 N, r2 = 

0.67) for intact femurs. One of the FE analyses of the 

Lyon lesioned femurs did not converge; thus, the results 

are based on five femurs out of six. 

 
Figure 1: Accuracy of the FE analyses (Failure loads 

diff.: FFEA - FExp). (A) Leuven dataset. (B) Lyon dataset. 

 

Discussion 

When using the Leuven dataset, both operators 

displayed similar results. Differences could be 

explained by inter-operator variabilities induced by 

segmentation or orientation [7], and by different pre-

processing algorithms and FE software used.  

When applied to the Lyon dataset, the Lyon operator 

obtained an average accuracy 7 times worse than the 

original paper [5] on intact femurs, and 2 times worse 

on femurs with lesions. In addition to the 

aforementioned causes of variabilities, the lack of 

replicability questions the influence of the experimental 

setup, scan parameters, and possible divergences of 

physiologic femur characteristics between datasets. 

Overall, this replication study emphasizes the need to 

have clear and rigorous guidelines for bone FE models 

[8] and experiments, and assert the importance of model 

assessment on large datasets. 
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Introduction 

Hip fractures following a low-impact fall are common 

in the elderly. Finite element (FE) models of the 

proximal femur can improve the prediction of fracture 

risk over current clinical standards. Validation against 

bilateral digital image correlation (DIC) based strain 

measurements has shown that FE models may fail to 

accurately predict strains in regions with foramina [1]. 

It has been suggested that foramina in the femoral neck 

affect how failure of the femur initiates [2]. This study 

aimed to show how foramina in the femoral neck affect 

the fracture line and local strains. 
 

Methods 

µCT images were taken of 10 cadaveric proximal 

femora before and after fracture, following mechanical 

loading representing a fall to the side [3]. The µCT 

images post fracture were used to determine where the 

bones fractured in relation to the foramina (Fig. 1). FE 

models, representing the ex vivo experiment, were 

created based on µCT and clinical CT scans of the intact 

femora (Fig. 2A). The superolateral side of the femoral 

neck was modelled with high detail including foramina 

(Fig. 2B). Element-specific Young’s moduli were 

assigned and the models were solved quasi-statically. 

The models were used to predict strains in and around 

foramina. Additional models were created, where strains 

in elements with a low modulus were ignored and where 

strains were averaged over a region with a 3 mm radius. 
 

 
Figure 1: Segmentations of: A) an intact proximal 

femur; B) the µCT scan of the same intact femur; C) the 

µCT scan of the broken femur. D) A magnification of the 

fracture near foramina. The red dotted lines indicate the 

fracture line. The black arrows point at foramina. 

Results 

In most cases foramina were present close to the 

resulting fracture line without the fracture passing 

through the foramina (Fig. 1D). The models based on 

µCT images predicted high strains inside foramina (Fig. 

2C), agreeing with experimental strain measurements. 

The high strains inside foramina were often not related 

to the observed fracture location. Correlation between 

the measured and predicted fracture force (R2=0.34) 

improved when ignoring elements with a low modulus 

(R2=0.78) or by averaging of strains (R2=0.71).  
 

 
Figure 2: A) Fall loading conditions of the FE models. 

B) Mesh detail in the femoral neck of an FE model based 

on µCT images. C) Strains predicted by FE models 

based on clinical and µCT images in the region where 

strains were also experimentally measured [3]. 
 

Discussion 

This study has shown that the presence of foramina 

influences the fracture pattern. Inclusion of foramina in 

FE models improves the prediction of local strain 

concentrations. However, strains concentrated around 

foramina do not necessarily lead to fracture initiation. 

This is in agreement with the experimental results, 

where failure under quasi-static loading could be seen to 

mostly initiate in the trochanteric fossa [3]. 
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Introduction 
Age modulate bone viscoelasticity by affecting cross-
link concentration [1] and the interface between mineral 
and collagen phases [2]. However, dynamic properties 
of whole bones stem from different concomitant 
mechanisms including the superposition of relaxing 
stresses, structural heterogeneity, poroelasticity and 
damage, difficult to observe integrally in isolated bone 
cores. The aim of the present study was 1) to test the 
validity of earlier bone stress relaxation theories 
developed for bone cores in whole human femora and 2) 
to falsify the hypothesis that aging modulates the 
femur’s relaxation response.  
 
Methods 
Force relaxation data of the femur for 12 female donors 
whose age ranged between 56 and 91 years. Ethics 
clearance was obtained from the institutional HREC 
(Project # 6380). Specimens were scanned using a 
clinical CT scanner (Optima CT660, General Electric 
Medical Systems Co., USA). The fracture load was 
calculated using an earlier finite-element procedure (R2 
= 0.89) and a symmetric yield strain criterion [4]. The 
total hip area, Bone Mineral Content (BMC), Bone 
Mineral Density (BMD), and the corresponding 
osteoporosis level (T-score). Data comprised 30 
relaxation cycles; 23 cycles where obtained during an 
earlier imaging study using a custom-made compressive 
stage step-wise loading the specimen up to fracture [5] 
while 7 cycles were obtained  using a custom-made 
hexapod robot a a lower initial force below one-fifth of 
the estimated fracture load. The specimens were 
instrumented using pre-wired 3 mm stacked rosette 
strain gages (KFG-3-120-D17-11L2M2S, Japan) 
(Figure 1). 

 

The 30-minute force response to a constant compression 
generating an initial force, F0, between 7% and 78% of 
the estimated fracture load, FS, was obtained by fitting 
the stretched decay function by Nakayama et al. [6] 
 
  𝐹𝐹(𝑡𝑡) = 𝐴𝐴 × 𝑒𝑒(−𝑡𝑡𝜏𝜏 )𝛽𝛽    Eq. 1 

The relationship between the A, β, and τ, age, and BMD 
were analyzed using robust linear regression. 
 
Results 
The relaxation function fitted well to all the recordings 
(R2 = 0.99). The force relaxation profile was a function 
(R2 = 0.83) of the initial force alone for a relative initial 
force below 0.4 while the shape factor β, which 
modulates the early force response, was no longer 
associated with the initial force F0 for F0/FS greater 
than 0.4. Age and body weight were associated with 
bone mass and fracture load (R2 = 0.27 − 0.65, p < 0.05) 
but not to force relaxation when their effect on bone 
mass was accounted for.  

 

 
Discussion 
The femur’s characteristic time is strongly related to the 
initial compression, relative to the femur’s strength, and 
differs from that measured from bone cores. The effect 
of age on the femur’s force relaxation is negligible as 
compared to the effect of age on bone mass, strength, 
and the effect of the initial compression. These results 
bridge the gap between relaxation experiments in 
isolated bone cores and entire bone organs.  
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Introduction 

Preclinical studies have investigated effects of diseases 

and treatments on mouse bone geometry. These effects 

are typically reported using scalars (e.g., cortical 

thickness, area) obtained by morphometric analysis on 

micro computed tomography (μCT) images. Such 

parameters describe the three-dimensional (3D) 

geometric variability of the bone only partially. In 

contrast, the orthogonal modes obtained from Principal 

Component Analysis (PCA) capture 3D geometric 

variability more thoroughly. We hypothesize that the 

new 3D mode shapes identified by PCA will describe 

statistically significant geometrical differences between 

mouse tibia at two different time points during a course 

of treatment in a mouse model of osteoporosis. 

 

Methods & Materials 

Experimental data obtained from a previous longitudinal 

murine study was used [1]. Therein, six C57BL/6 female 

mice were ovariectomized at week 14 of age; the right 

tibia was scanned using in vivo μCT (10.4µm/voxel) 

every two weeks between week 14 and 24 [1]. 

Mechanical loading was applied in vivo at week 19 and 

21 (12 N peak load, 40 cycles/day and 3 days/week on 

alternate days) [1]. In the present study, PCA is 

performed on images at weeks 18 and 24 (i.e., 12 

observations) to identify important shape modes. 

The PCA input comprises the coordinates of a fixed 

number of points on the endosteal and periosteal 

surfaces of each bone. A landmark-free approach is 

applied to ensure that each surface point corresponds to 

the “similar” anatomical location across all bones. The 

μCT images of the whole tibia were previously aligned 

with rigid registration [1]. Presently, image slices 

corresponding to a midshaft section (Figure 1) are 

cropped (8% of the tibia length [2]), aligned, and 

binarized. To ensure that each bone is topologically 

equivalent to an annular cylinder, cortical pores are 

“filled”, and trabeculae are manually deleted. Point 

correspondence is ensured as follows. Surface points are 

extracted from the binarized 3D image of the reference 

bone (one imaging sample at week 18). The reference is 

elastically registered to the 3D binarized images of each 

sample using the Sheffield Image Registration Toolkit 

(ShIRT) and a 10-voxel nodal spacing [3]. Displacement 

vectors are calculated at the nodes of the ShIRT grid and 

tri-linearly interpolated to the reference bone surface 

points. This obtains the coordinates of the surface points 

on the target bones. Each row of the PCA-input matrix 

(MATLAB) corresponds to the coordinates of one 

sample. PCA modal scores from the two time-points are 

grouped separately and tested (Wilcoxon paired test) for 

statistically significant (p < 0.05) differences. 
 

 
Figure 1: Image processing steps prior to PCA 
 

Results & Discussion 

The reference bone surfaces comprised 9125 points in 

total. The first 3 PCA modes captured 86% of the total 

shape variance. Concomitant endosteal resorption and 

periosteal apposition at the anterior crest (1st mode) and 

to a lesser extent at the medial aspect (2nd mode) (Figure 

2) were the main changes between the two time points, 

as indicated by statistically significant differences in 

modal scores. In conclusion, this study identified new 

3D features that capture the main changes in tibia shape 

during a course of treatment in osteoporotic mice. This 

shows the potential for further testing the influence of 

treatment (e.g., mechanical loading) on future bone 

strength as mediated through changes in bone shape. 
 

 
Figure 2: The first two PCA mode shapes are shown as 
arrows and colour contours plotted on the mean shape. 
Green and red circles denote differences in modal 
scores in individual mice before and after treatment. 
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Introduction 
Osteoporotic hip fracture is a worldwide health problem 

in the elderly population, with a negative social and 

economic impact [1]. Although Dual-energy X-ray 

absorptiometry (DXA) is the gold standard for 

osteoporosis diagnose, it is not reliable enough for 

fracture prediction. For this reason, Finite Element (FE) 

models rise as complementary tools in fracture risk 

assessments. However, the selection of region of 

analysis to identify fracture predictors in simulated case-

control studies, is often based on visual identification 

which can lead to noisy detection of discriminant.  On 

the other hand, the simple identification of maximum 

stress and maximum strain might be misleading since 

these values might be only partially related to the 

development of the fracture [2] and the differences 

between groups might be not significant. For these 

reasons, the visual evaluation of FE femur model, might 

present limits of reliability for the discrimination of 

fractured and non-fractured subjects. 

The aim of the present study is to provide an innovative 

rigorous methodology applicable on FE proximal femur 

models, to identify statistically significant differences 

between fractured and control patients for the 

prevention of hip fracture. 

Methods 
The investigated groups include 82 osteoporotic female 

subjects: 45 fractured and 37 controls. Fracture region 

(trochanter) and type of tissue (trabecular/cortical) were 

considered in the analyses to explore the impact of these 

factors on the dependent variables Major Principal 

Stress (MPS) and Major Principal Strain (MPE) already 

available from FE simulations. In brief, 3D FE models 

were built from DXA acquisitions. All model shared the 

same element ID, and lateral fall was simulated as in [3].  

Area with statistically differences were selected through 

Random Field Theory (RFT) and its topological 

extension based on Statistical Parametric Map (SPM) 

using the software “spm1d” [4]. The elements of FE 

model identified as significant by the SPM were 

grouped and further analyzed in the second level of 

analysis through a Two-way ANOVA, to take into 

consideration the interaction between factors 

(simultaneous changes in the behavior of cortical and 

trabecular bone in control and fracture subjects). In the 

end, the suitability of the selected element regions for 

the discrimination of a fracture event was validated 

through the ROC curves and area under the curves 

(AUC) methods. Statistically significant elements 

belonging to the regions identified as critical in the 

current methodology (Fig.1 b) and those obtained 

analyzing the whole area of the trochanter (Fig. 1 a) as 

conducted in a previous study [3] without the support of 

RFT, were considered as reference and discussed. 

Results  
Elements identified with statistically difference using 

RFT represented the 16% of the original zones of the 

trochanter (Fig.1 b). The trochanter showed an AUC of 

0.896 for the trabecular MPS, followed by the cortical 

MPE with 0.855. Interaction between factors presented 

the highest AUC with 0.898 and 0.834 (Tab.1).  

   

 

 

 

 

 

 

 

Figure 1: Regions used to identify trochanteric fracture 

based on (a) anatomical identification of trochanteric 

region (violet) and (b) Statistically significant elements 

(marked in red) obtained applying RFT. 

 

Item Full zone Reduced zone 

MPS-cortical 0.613 0.853 

MPS-trabecular 0.825 0.896 

MPE-cortical 0.541 0.855 

Interaction MPS 0.590 0.834 

Interaction MPE 0.310 0.898 

Table 1: AUC for each variable taken into 

consideration, concerning trochanter region. 

Discussion 

A reduction of the analysis zone allowed to avoid the 

inclusion of not representative values that might affect 

the analysis hiding the variation of the critical zone. In 

fact, with the reduced zone the power of classification 

of MPS and MPE increases to over 80%. Interestingly, 

the interaction between factors led to the highest AUC, 

indicating that the mechanical response of trabecular 

and cortical tissue seems to change simultaneously but 

in a non-linear way when a subject pass from control to 

become at risk of fracture. In conclusion we present a 

model with good classification capabilities.  
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Introduction 

Bone ultrastructure at lamellar level is a natural 

composite of mineralized collagen fibrils (MCFs) 

embedded in the extra-fibrillar matrix which composed 

of hydroxyapatite minerals and a glue like interface 

made out of water and non-collagenous proteins.  These 

components are organized in an intricate manner to 

provide an optimized tissue that exhibits excellent 

stiffness, strength and resistance to fracture. A wide 

range of computational models have been proposed to 

predict the effective elastic properties of lamellar bone 

[1-3], with recent studies suggesting that the 

extrafibrillar matrix plays a prominent role in the elastic 

response of the tissue [4]. However, the post-yield 

behavior of the bone ultrastructure remains poorly 

understood and, more importantly, the precise role of the 

extra- and intra-fibrillar regions is not well established. 

In this work, we developed a finite element-based 

homogenisation scheme to investigate the effective 

failure properties of lamellar bone through a phase-field 

damage model.  

 

Methods 

In this study, a two-dimensional pre-cracked geometry 

and also a representative volume element (RVE) of 

lamellar bone are considered that include circular MCFs 

(elastic-linear plastic material: EMCF, νMCF, and EMCF
p

) 

distributed through a matrix of granular minerals (elastic 

material: EHA = 114 GPa, νHA = 0.27 [5]) bounded by 

thin interface layer of non-collagenous proteins (elastic-

fracture material: ENCP = 1 GPa, νNCP = 0.4, GNCP =
0.2 N/m, and SNCP = 64 MPa [2,3]), as shown in 

Figure (1). These geometries were simulated under 

several loading conditions using a phase field approach 

which enables the prediction of elastic and failure 

properties (such as J-integral ,and strength) of lamellar 

bone in transverse direction. The phase field model, 

which is implemented in the Abaqus finite element 

software through a UMAT subroutine, takes two distinct 

values of 𝜙 = 1 and 𝜙 = 0 representing damaged and 

intact matter, respectively, with a smooth change 

between both value in the zone around the crack 

propagation. The J-integral was evaluated through 

equation (1) where W is strain energy, Γ is a path 

surrounds the pre-crack tip counterclockwise, 𝝈 is 

Cauchy stress, ds is path increment, n is normal vector 

to path increment, and u is displacement vector.  

 

 J =  ∫ (Wdy − (𝛔. 𝐧)
Γ

∂𝐮

∂x
ds)  (1)    

 

This approach predicts differences in the effective 

properties of lamellar bone in terms of interface 

thickness, failure properties of non-collagenous proteins 

(GNCP, SNCP), material properties of MCFs (elastic 

modulus, yield stress and plastic modulus), and MCFs 

volume fraction.  

 
Figure 1: Geometry of lamellar bone with an initial 

crack surrounded with counterclockwise path 𝛤. 

 

Results and Discussion 
Figure (2) shows both the mechanical behaviour of pre-

cracked geometry and RVE of lamellar bone where 

simulations were carried out under an assumption that 

the interface between MCFs and minerals are two times 

stronger than the typical interface between minerals. 

The results indicate the stiffness of lamellar bone 

deteriorates with increasing MCFs volume fraction 

which is in line with the literature [4]. Furthermore, 

MCFs appeared to block the crack propagation that lead 

to enhanced bone toughness and ultimate strength. This 

study suggests MCFs play a pivotal role in post-yield 

behavior of lamellar bone acting as barriers to crack 

propagation. 
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Figure 2: Mechanical response of (a) pre-cracked 

geometry and (b) RVE of lamellar bone. 
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Introduction 
The microstructure of metastatic vertebrae is 
characterised by blastic (high density) or lytic (low 
density) tissues. The mechanical behaviour and strain 
field inside metastatic vertebrae can be measured only 
with Digital Volume Correlation (DVC), based on 
micro-computed tomography (µCT) images. However, 
the highly heterogenous microstructure (Fig.1A) of 
metastatic vertebrae may affect the uncertainty of DVC 
measurements, limiting their reliability, especially at 
low strain magnitudes (non-destructive testing) [1]. This 
study aims at exploring the relationship between the 
microstructure of human vertebrae with and without 
metastases, and the measurement uncertainties of a 
global DVC algorithm (BoneDVC) for different 
measurement spatial resolutions. 
 
Methods 
Fourteen human metastatic vertebrae (7 lytic, 5 mixed 
and 2 blastic) and 15 control vertebrae (radiologically 
healthy) were obtained from an ethically approved 
donation program. The vertebrae were µCT-scanned 
twice (VivaCT80, isotropic voxel size = 39µm) to 
characterise the microstructure of the tissue and evaluate 
the measurement uncertainty of BoneDVC at zero-strain 
[2]. Two volumes of interest were defined: the volume 
of the vertebral body excluding the cortical shell (VOI1, 
for all vertebrae), the volume of the vertebral body 
excluding the cortical shell and the metastatic lesions 
(VOI2, metastatic vertebrae). 3D microstructural 
parameters were calculated in each VOI (CTAn): Bone 
Volume Fraction (BV/TV), Trabecular Thickness 
(Tb.Th.), Trabecular Spacing (Tb.Sp.). The strain 
measurement uncertainties were quantified applying the 
BoneDVC to the repeated scans using four different 
nodal spacings (NS: 25,50,75,100 voxels [2]). The mean 
of the absolute values of the six strain component (em) 
was evaluated in each node of the DVC grid. The 
standard deviation of em across each node (SDER) [3] 
was calculated for each vertebra.  
 
 

Results 
BV/TV and Tb.Th, in VOI1, in metastatic and control 
vertebrae were significantly different (p<0.05). 
Conversely, no significant differences were found in the 
microstructural parameters between metastatic and 
control vertebrae in VOI2 (Table1). As expected the 
median SDER decreased for increasing NS [2] (Table2). 
The correlation between SDER and BV/TV, SDER and 
Tb.Th. in VOI1 was not statistically significant (p>0.4). 
Significant but very weak correlations were found 
between the SDER and the Tb.Sp. (R2< 0.23) in VOI1.  

Table1: Microstructural parameters (median±standard 
deviation) for metastatic (VOI1, VOI2), and control vertebrae 
(VOI1). *statistically different from controls (p-value<0.05). 
 

NS = 25  50  75  100  
Mets 801±428 578±270 415±264 358±232 
Ctrl 1005±598 388±187 300±182 258±124 

Table2: SDER values[µe] for different nodal spacing (NS). 
 

Discussion 
These results showed that the bone metastases 
significantly alter the overall vertebral microstructure, 
but do not affect the microstructure of the bone 
surrounding the lesion. The overall DVC uncertainties 
were weakly affected by the Tb.Sp. Nevertheless, local 
peaks of error could be related to the lack of 
microstructural features in the bone for such spatial 
resolution. The microstructural heterogeneity may 
explain the variability of the measurement uncertainty 
within each vertebra (Fig.1B). Future analyses will 
focus on local gradients of measurement uncertainties 
and microstructural features. 
 

 
Fig.1: A) µCT cross-section of a mixed metastatic vertebra.  
B) Distribution of em [µe] (NS=50 voxels) on the same µCT 
cross-section.  
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 N° BV/TV 
[%] 

Tb.Th. 
[µm] 

Tb.Sp. 
[µm] 

Ctrl_VOI1 15 10±14 166±76 970±228 
Mets_VOI1 14 20±22* 198±53* 1004±307 
Mets_VOI2 14 12±5 184±18 849±214 
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Introduction 
Age and degenerative diseases compromise the integrity 
of bone and increase the risk of fracture. Bone mineral 
density, hierarchical structure, accumulation of 
microcracks and the orientation of the osteons influence 
the fracture resistance of cortical bone. However, it is 
difficult to experimentally measure damage properties 
locally and to distinguish how the fracture resistance is 
affected by structural local alterations [1]. The aim of 
the study was to measure the critical strains in cortical 
bone using digital image correlation (DIC) to 
understand how the damage evolution is related to the 
underlying microstructure.  
 

Materials and Methods 
Notched beam specimens (2x4x25mm3) of cortical bone 
were cut from the mid-diaphysis of bovine femurs along 
three directions: longitudinal (n=5), radial (n=5) and 
transversal (n=5) (Fig. 1). The notch (1.65±0.2 mm) was 
sharpened with a scalpel and the initial notch size was 
measured from micro-computed tomography (µCT) 
images (RX solution, voxels 29 µm). A speckle pattern 
was applied to the frontal face of each specimen using 
an airbrush. Three-point bending tests (span=16mm) to 
failure  were performed (Instron®8511) with a 
progressive loading protocol (loading +0.045 mm 
followed by unloading -0.025 mm repeated until failure) 
at 0.005 mm/s [2] in combination with 2D-DIC (Vic 2D, 
Correlated Solution, image acquisition at 1 Hz, pixels 
5.5 µm). The maximum axial strains (ℇxxmax) measured 
and the strain distribution (ℇxx) at the last load cycle 
before failure, were evaluated in relation to 
microstructure. Differences between maximum values 
were tested with Mann-Whitney test (p<0.05). 
 

Results 
The peak force was higher in the longitudinal specimens 
than in the radial (p=0.0079) and transversal (p=0.016) 
ones. No difference was found in the ℇxxmax between the 
three different groups (Table 1).  In longitudinal and 
radial specimens, the cracks deflected from the initial 
crack direction, while straight cracks were seen in 
transversal specimens. Specimens with representative 
crack patterns are shown in Fig. 1.  
 

 Longitudinal Radial Transversal 
Force(N) 75±11 49±9 47±6 
ℇxxmax(µe) 9010±3413 8150±3778 5090±1117 

Table1: Peak force and peak of axial strains (mean±SD) 
in longitudinal, radial and transversal specimens. 

 
Figure 1: Axial strain field in last load cycle before 
failure in (a) longitudinal, (b) radial and (c) transversal 
specimens.  The microstructure in the notch area is 
visualised from the µCT images. Schematic beams show 
the osteons orientation. 
 
Discussion 
The mechanical behaviour of the specimens was similar 
to previous studies [2]. The DIC analysis showed that 
the crack propagation in cortical bone seems to be 
affected by the osteon orientation. Osteons can deflect 
cracks, which is seen in the irregular crack paths of the 
longitudinal and radial specimens (Fig. 1 a-b). 
Conversely, the crack in the transversal specimen grew 
along the direction of the initial notch (following the 
orientation of the osteons) which led to faster crack 
propagation and lower peak load (Fig. 1 c). Future µCT 
analyses on tested specimens will evaluate the crack 
path in relation to the local microstructure to elucidate 
orientation specific toughening mechanisms and their 
influence on the local strains. Furthermore, the 
experimental data will be used to validate finite element 
models of crack propagation in cortical bone [1][3] in 
order to better understand local damage mechanisms in 
bone tissue at the microscale. 
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Introduction 
Bone as an organ, derives its apparent strength from its 
inherent mechanical (material) properties, and its 
hierarchical structural arrangement. To examine the 
material properties, the structural influence should 
ideally be excluded. For trabecular bone this suggests to 
perform mechanical characterization on individual 
trabeculae. Based on our previous work we here present 
a compression test of individual trabeculae, that will 
enable the systematic characterization of trabeculae 
from healthy and diseased human donors. 
 
Methods 
Three human trabeculae were excised from a human 
femoral head and furnished with a speckle pattern for 
optical strain measurement. Samples were aligned and 
glued into a custom-made 3D printed chamber with 
modified epoxy resin (Best-KL 6009). Compression 
tests were performed with a servo-electric load frame 
(SEL-mini, Thelkin), equipped with a 10 N load sensor 
(S2M-10, HBM), a video camera (Kitocam, Kitotec) 
and a waterbath. Preparation and compression tests were 
done in Hank's Balanced Salt Solution (pH 7.4) to mimic 
physiological conditions. Sample geometry was 
obtained via micro-computed tomography (μCT100, 
SCANCO Medical) at a nominal resolution of 3.3 μm 
(voltage 70kVp, current 145 μA). Calculated stress is 
based on mean cross-sectional area, strain was 
calculated by tracking speckle positions at multiple 
points at the top and bottom of the samples. An overview 
of the test is shown in Figure 1. 
 

 
Figure 1: Trabeculae were extracted from a human 
femoral head and imaged via µCT. The speckle pattern 
was tracked using a video camera. Mechanical 
properties were assessed in compression. 
 
Results 
Determined mechanical parameters (n=3) are (mean ± 
std) apparent compression modulus (4.1 ± 2.9)GPa, 

maximum compression stress in the fourth cycle (41 ± 
26)MPa, maximum compression strain in the fourth 
cycle (8.1± 5.7)%, (0.2% offset criterion) transition 
strength (29 ± 14)MPa and transition strain (1.7 ± 1.6)%. 
Figure 2 illustrates a selected stress-strain curve, 
indicating a large non-linear region, which was present 
in all samples.  
 

 
Figure 2: Stress-strain diagram. Measured data in blue, 
linear region at beginning of curve in black. The red 
point indicates transition (yield) point. The cyan star 
shows the max. comp. stress in the fourth cycle.  
 
Discussion 
We have established a new test method to obtain 
mechanical properties of individual trabeculae under 
compression. Literature reports tensile/compression 
moduli ranging from 0.75 GPa to 16.85 GPa [1]. 
However, it is important to note that trabecular bone is 
not linear elastic [2] and that most studies in literature 
were conducted in dry conditions. The large variation in 
material properties reported in literature is likely linked 
to experimental challenges, limited reproducibility, low 
sample numbers, varying experimental conditions, e.g. 
dry/wet, human/animals, different anatomic location. 
Therefore, systematic, and reliable characterization of 
individual trabeculae in compression remains to be 
conducted. Frank et. al [3] have developed a set-up for 
tensile experiments. In total they have so far reported 
studies testing well over 300 samples. On this basis, we 
here present the next development: a novel high-
throughput compression test for samples in wet 
condition to deliver material properties required to 
simulate physiological loading conditions. This tool 
enables measurement of visco-elastic properties. This 
will further enhance our understanding of trabecular 
bone and improve fracture risk estimation via computer 
models. 
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Introduction 

Personalized treatment strategies for skeletal diseases 

rely on the understanding of the mechanical behavior of 

bone in relation to its structure at different hierarchical 

levels. At the microscale, microindentation can be used 

to evaluate elastic and plastic deformation of bone tissue 

[1]. If combined with high-resolution imaging, it allows 

to elucidate the microfracture behavior, crack shielding 

and anisotropic behavior of bone tissue [2]. This study 

aims at investigating the interplay between crack initia-

tion and plastic deformation underneath spherical and 

Berkovich indenters in relation to cortical bone micro-

structure combining in situ synchrotron micro-com-

puted tomography (SRμCT) microindentation and digi-

tal volume correlation (DVC). 

Materials and methods 

Cortical bone specimens (~4x4x4 mm) were obtained 

from ovine femoral diaphysis in axial and transverse di-

rections, with free ends lathed to 3 mm diameter and 

flattened using an ultramiller. In situ step-wise microin-

dentation was performed in beamline ID19 at ESRF us-

ing a custom-made microindenter equipped with a 30 

μm high Berkovich and a 20 μm diameter spherical in-

denter. Specimens were loaded with three ~10 μm dis-

placement steps and phase-contrast SRμCT images (670 

nm voxel size) were acquired after mechanical relaxa-

tion (300 s), and after unloading. Following image re-

construction, the indenter tips were masked, and DVC 

(DaVis 8.4) was used to evaluate the full-field displace-

ment and strain distribution underneath the indenters us-

ing a multipass scheme with a final subset size of 26.80 

μm. 

Results 

DVC-computed strains showed a general increase in 

strain magnitudes along the radial direction, irrespective 

of the specimen orientation and indenter tip. Radial 

strains (εr) were essentially axially symmetric, showing 

a tensile region extending ~200 μm around the indenter 

and extensive compressive deformation further from the 

tip (Figure 1a). Hoop strains (εφ) reflected the anisotropy 

of bone, with strains more significant for axially ori-

ented specimens compared to transverse ones. Mi-

crocracks ahead of the indenter were accommodated by 

the hoop strains, with high tensile strain regions associ-

ated with mode I cracks (Figure 1b). Strain accumula-

tion was less extensive for specimens oriented in the 

transverse direction compared to the axial direction 

which displayed significantly more cracks. 

 

 

 
Figure 1. Full-field (a) radial (εr) and (b) hoop (εφ) 

strain distribution under the Berkovich and spherical in-

denters of cortical bone specimens indented ~30 μm in 

axial and transverse direction. 

 

Discussion 

Strains exceeding tissue yielding values were quantified 

using DVC suggesting extensive plastic deformation un-

der the indenter. For both indenters significant anisot-

ropy was observed ahead of the tip, with lower strains 

and smaller crack systems observed in transversally ori-

ented specimens, where the  underlying fibrillar ultra-

structure of ovine bone is largely aligned perpendicular 

to the indenting direction [3]. Such alignment effec-

tively helps to accommodate the strain energy while 

providing intrinsic crack-tip shielding in the hoop direc-

tion and inhibiting catastrophic failure. Higher tensile 

hoop strains generally correlated with regions that dis-

play significant cracking radial to the indenter, indicat-

ing that the tensile hoop and compressive radial stresses 

serve to open microcracks in the radial direction. This 

study highlights the anisotropic nature of bone and re-

sults may help to validate finite element models for iden-

tification of post-yield properties of bone [4]. 
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Introduction 

Recently, we could show that a 2-layer rheological 

model, can be used to identify elastic, yield and viscous 

material parameters of individual trabeculae, [1]. In this 

study, the model is extended by a damage parameter and 

applied on the same sample set, in order to improve the 

model fit and to quantify the damage evolution in 

individual trabeculae. 

 

Methods 

Fifteen (n=15) individual trabeculae were dissected 

from the human femoral head (female, age: 61, no 

osteoporosis reported) and subjected to cyclic tensile 

load with increasing amplitude until failure while kept 

wet, [1] (Fig. 1a) 

 

 
Figure 1: (a) Experimental setup for loading a single 

trabecula. (b) Rheological model topology. The 

optimization procedure attempts to reduce the squared 

difference of (a) and (b) to a minimum. 

 

The 2-layer elastic-visco-plastic rheological model from 

[1] was extended by a damage parameter, (Fig. 1b). The 

elasto-plastic Prandtl layer now consists of a degrading 

elastic spring, with initial Young's modulus 𝐸pr, in 

series with a plastic slider (yield stress 𝜎Y, ultimate load 

𝜎u, hardening exponent 𝑝). The visco-elastic Maxwell 

layer consists of a second degrading elastic spring (𝐸mx) 

in series with a viscous damper 𝜂. The damage 𝐷 is 

driven by the amount of accumulated plastic strain in the 

slider. 

 

The model parameters were determined by minimizing 

the root mean square error (RMSE) between the 

measured stress response from the experiments (𝜎exp) 

and the force response of the model (𝜎mod) for the given 

strain signal.  

 

Results 

The average RMSE value improved from (2.91±1.77) 

for the model without damage from [1] to (2.34±1.14) 

MPa for the current model including damage, (Fig. 2, 

Tab. 1). 

 

 
Figure 2: (a) Selected stress-strain behavior of an 

individual trabecula as measured experimentally 

(magenta) and as simulated by the 2-layer model 

neglecting damage (dashed blue) and including damage 

(solid blue). (b) damage evolution over strain. 

 

Material 

parameter 

No damage 

[1] 

Damage 

allowed 

𝐸pr 3.6±2.0 GPa 5.7±3.3 GPa 

𝜎Y 17.0±12.7 MPa 17.8±12.4 MPa 

𝜎u 64.0±25.1 MPa 0.9±1.8 GPa 

𝑝 172±114 75±74 

𝐸mx 2.0±1.0 GPa 5.8±6.1 GPa 

𝜂 3.7±3.5 GPa s 5.3±4.0 GPa s 

Table 1: Average identified material parameters of the 

15 trabeculae by the two models. (Not filtered for 

outliers.) 

 

Discussion 

The model including damage is resembling the 

measured trabecular bone material behavior with better 

accuracy. As shown in the example (Fig. 2b), the 

damage parameter 𝐷 is affecting the material stiffness 

significantly along the loading path. As a side effect, the 

initial stiffnesses (𝐸pr, 𝐸mx) increased and the 

instantaneous modulus 𝐸pr + 𝐸𝑚𝑥 > 11GPa is now 

closer to other studies, e.g. [2,3]. In summary, the 

introduction of the constitutive effect of damage 

improves the representation of the real behavior of wet 

trabecular bone. 
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Introduction 

Micro-finite element (µFE) models are able to predict 

the mechanical behaviour of bone at the tissue level. 

Their validation on the macro-scale has already been 

achieved by comparing predicted apparent mechanical 

properties with experimental measurements. Recently, 

Digital Volume Correlation (DVC) enabled the 

validation of µFE models at the meso-scale in the elastic 

regime [1], but a validation of models including material 

nonlinearities has not been conducted yet. The goal of 

this study was to validate the highly efficient µFE solver 

ParOSol [2] at the meso-scale (~ 1mm) using DVC 

displacements measured in human trabecular bone 

specimens tested up to failure. The study compares the 

predicted displacement fields of different linear and 

materially nonlinear [2] µFE simulation methods. 

Methods 

Figure 1 shows the overall study workflow. The study is 

based on the experimental results of five randomly 

selected specimens from a previous study [3], where 

uniaxial compression until failure was applied to human 

trabecular bone biopsies (~8mm in diameter, ~12mm in 

height) in a stepwise manner. At every loading step µCT 

scans were recorded (36µm resolution). They were used 

as input for the BoneDVC algorithm [4], which 

measures the displacement field at discrete points of a 

cubic grid (nodal spacing = 24 voxels). To exclude 

boundary effects, only the middle part of the specimens 

was considered. The unloaded 3D images were used to 

generate voxel-based µFE models. Boundary conditions 

were imposed using the interpolated DVC 

displacements. Material parameters for the linear and 

damage-based nonlinear model were taken from [2] and 

adapted as described in [3]. For the linear (L) and 

nonlinear (NL) simulations, the boundary conditions 

were derived only from the DVC displacement field at 

the ultimate load step. In another nonlinear simulation 

(NLS), boundary conditions were applied stepwise 

using the DVC displacement field of every available 

loading step (red circles in Fig. 1). The µFE-predicted 

displacement fields at the ultimate load step were then 

compared to the DVC displacement fields using linear 

regression.  

Results 

Linear µFE models were able to predict more than 84% 

of the variations in the DVC displacements in z-

direction for the five selected specimens (R2 = 0.84 - 

0.95). NL and NLS simulations showed a slightly higher 

correlation with DVC displacements (R2 = 0.86 – 0.96). 

NLS did not show an improvement in comparison to the 

NL simulation method (Fig. 2). The specimen-averaged 

RMSE in z-direction was largest for the L simulation 

(0.016mm) and decreased for the NL (0.014mm) and 

NLS simulations (0.013mm). For x- and y- direction, R2 

was generally lower, but the same trends were observed 

between the different models.  

 
Figure 1: Description of the study workflow. 

 
Figure 2: Displacement comparison in z-direction for 

one representative specimen (D2). 

Discussion 

Predicted displacement fields of all µFE simulation 

methods (L, NL, NLS) were in good agreement with the 

DVC-measured displacement field; NL and NLS only 

slightly improved the predictions. However, this study 

was restricted to one material model and only evaluated 

displacement fields of small bone biopsies. Differences 

between the simulation methods could be more 

pronounced for other material models, larger bone 

samples or different output parameters (e.g. stresses). 
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Introduction 

Trabecular bone structures consist of rods and plates [1]. 

The reduction in bone volume to total volume is a 

thinning of this network and leads to a higher 

slenderness ratio, which could cause the trabecula to fail 

under buckling if it reaches a critical value [2, 3]. The aims 

of this study were to (a) obtain high resolution full-field 

strain fields of the trabecular network using DIC and (b) 

investigate the correlation between the local strain 

magnitudes on the trabecula level and its orientation. 

 

Methods / Materials 
Six cubes of trabecular bone samples (8x8x8 mm3) were 

cut from the distal femoral epiphyses of bovine bone. 

The specimens were subjected to a cyclic (ramp and 

hold) compression load using a Zwick machine. During 

the test, 2D high-resolution images (6µm) of the cut 

surface were captured. Three types of strains are 

measured. The global strain is computed as the length 

change of the virtual extensometer divided per its 

original length, see Fig 1. The local strain is the length 

change of each trabecula divided by its original length, 

and the facet strain is the strain computed on the surface 

of the trabecula. The facet strain (in x,y) was 

transformed onto a new axis (x’,y’) which is inclined 

from the original y-axes at an angle Φ and points along 

the axis of the network 

 
Figure 1: Strain analysis 

 

Results  
The global strain obtained from the virtual extensometer 

is plotted in Fig 3 (black line) The measured noise 

evaluated at the first five stages captured at zero-strain. 

Overall, the noise was less than 100 µstrain. High 

resolution full-field strain maps were obtained on the 

surface of trabecular specimens, see Fig 2. Seven 

trabeculae were selected (2 rods and 5 plates), the 

orientation angle of these trabeculae ranges between 

5.66° and 83.81°. 

 
Figure 2: Full-field surface strain (±2%) at 2% global 

strain (big pictures) as well as facet and local strain 

over time (small pictures). 

 

This study showed that strain magnification is not 

prominent for all trabeculae, see Fig 3. No significant 

correlation was found between the local strain of 

trabecula and its orientation. 

 
Figure 3: The global strain obtained from the virtual 

extensometer (in black) and the local strain for different 

trabeculae rods (solid colours) and plates (dashed line). 

Colours indicate the inclination angle in °.  

 

Conclusion  

This study showed that with high resolution images, it 

was possible to obtain 2D full-field strain maps of single 

trabecula or plates within the trabecular network. These 

maps give a unique insight into the mechanical response 

at this length scale and can be used to validate non-linear 

simulation models. 
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Introduction 

Knee osteoarthritis (OA) is a common and progressive 

joint disease. Although OA was previously considered a 

primary disorder of articular cartilage, recent studies 

suggest that OA involves the whole joint and highlight 

the crucial contribution of subchondral bone in OA 

development [1, 2]. Yet, only limited data has been 

reported on the structural properties of the subchondral 

bone plate (SBP) and underlying subchondral trabecular 

bone (STB) in end-stage OA; furthermore, how altered 

properties in the tibial plateau relate to those in the distal 

femur is unknown. Therefore, this study aimed to 

visualize and quantify bone microstructure in the medial 

tibial plateau and medial distal femur in patients with 

end-stage OA and varus malalignment.  

 

Materials and methods 

The medial part of the tibial plateau and medial part of 

the distal femur from 23 end-stage knee-OA patients 

with varus deformities were micro-CT scanned at 20.1 

μm/voxel. For the tibia, one cylindrical VOI (10 mm in 

diameter, a total height of ∼3–5 mm, depending on the 

specimen) was selected within the load bearing region 

of the medial part of the tibial plateau [2,3]. In the axial 

image dataset, the largest possible ellipse was indicated 

within the inner condylar boundary of the medial tibial 

plateau (software CT Analyzer, v1.19.4.0, Skyscan-

Bruker). The cylindrical VOI was located at the center 

of the anterior half of the medial condyles, defined by 

the elliptical region (Figure 1). For the femur, a 

cylindrical VOI was defined in the middle of the medial 

distal part. Cartilage and SBP were segmented manually 

by contouring on the coronal cross-section images [2]. 

The cortical and trabecular bone morphometric 

parameters were computed using voxel counting 

(BV/TV) and sphere fitting (Cart.Th, Pl.Th, and Pl.Po), 

as implemented in CT Analyzer software. 

 

Results 

The microstructural parameters at the tibial plateau were 

strongly correlated to those of the distal femur. For 

Cart.Th, BV/TV, Pl.Th and Pl.Po the correlation 

coefficients were 0.95, 0.82, 0.92 and 0.93, 

respectively(Fig. 2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: a) Cart.Th, b) BV/TV, c)PI.Th, and d) PI.Po 

at the medial tibial plateau were correlated highly with 

those of the medial distal femur.  

 

Discussion 

Our data on the tibial plateau are in line with those from 

OA-induced mice and OA found in humans [2,4], and 

contribute to a better understanding of the bone changes 

occurring in varus OA knees. Varus knee are 

characterized by higher forces medially than laterally 

[2]. As adaptation of both the subchondral bone plate 

and subchondral trabecular bone microarchitecture 

reflects responses to local mechanical factors in the 

joint, our results demonstrates that varus alignment 

influences both the medial tibial plateau as well as 

medial distal femoral distribution of force.   
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Figure 1: a) Photograph of osteoarthritic medial tibial 

plateau; the red‐colored circle within the elliptical 

region is the investigated VOI. b) 3D rendering of VOIs 

on the medial tibial plateau and medial distal femur. 
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Introduction 

Inverse bone remodeling (IBR) is a method to deduce 

the external loading from a given bone microstructure 

[1]. In its essence, it optimally scales a set of unit loads 

until a homogeneous tissue loading state is reached. 

Despite its simplicity, it was successfully used to 

estimate physiological loading conditions [2] or infer 

habitual hand bone loadings of primates [3]. However, 

the method was formulated for computationally 

expensive micro-finite element (µFE) models, limiting 

its application to smaller bones and requiring high-

quality scans. This study aimed to translate the inverse 

remodeling method to computationally efficient 

homogenized FE (hFE) models and test it on distal 

radius sections. 

 

Methods 

µFE-based IBR scales a set of unit loads such that the 

difference of element-wise strain energy density (SED), 

𝑈(𝒙), and a target stimulus 𝑈 is minimized [1].  

To ensure consistent results between µFE and hFE-

based IBR, we propose a continuum-level target 

stimulus 𝑈ℎ𝑜𝑚 in the form of a density-dependent 

power-law: 𝑈ℎ𝑜𝑚 = 𝑈0𝜌(𝒙)𝑑.  

The constants 𝑈0 and 𝑑 were identified on 701 

trabecular bone cubes (5.3mm edge length; Fig. 1, top) 

[4]. First, µFE-based IBR with six canonical load cases 

was performed for each bone cube using 𝑈 = 0.02MPa 

[1]. Then, the continuum-level stimulus 𝑈ℎ𝑜𝑚 was 

evaluated for each bone cube, and the was power-law 

fitted. 

µFE and hFE-based IBR was performed on 13 distal 

radius sections [5] to test the modified criterion (Fig.1, 

bottom). Only trabecular bone was used to remove bias 

from the cortical shell. A density-dependent orthotropic 

material was mapped onto 1mm hex-elements for the 

hFE models [4] using the method from Pahr and Zysset 

[6]. Three uniaxial displacement load cases were applied 

at the distal end, keeping the proximal end fixed. The 

optimally scaled load cases from µFE and hFE-based 

IBR were then compared based on the reaction force at 

the distal end using linear regression. 

 

Results 

IBR on the bone cubes showed that the continuum-level 

target stimulus could be well captured using a power-

law with 𝑈0 = 0.0208MPa and 𝑑 = 1.21 (Fig. 2a). 

With this density-dependent target stimulus, hFE-based 

IBR correlated well (𝑅2 = 98.5%) with µFE-based IBR 

in terms of the predicted reaction force magnitude on the 

distal radius, but hFE-based predictions were 

systematically larger than µFE (Fig. 2b). 

Figure 1: Top row: Material properties and continuum-level 

target stimulus are inferred from trabecular bone cubes using 

µFE-based inverse bone remodeling (IBR). Bottom row: 

comparison of inverse remodeling using µFE and hFE. 

 
Figure 2: (a) Relative density 𝜌 vs. continuum-level stimuli 

�̃�ℎ𝑜𝑚 and the fitted power-law for 701 trabecular bone cubes.  

(b) Correlation of the predicted reaction force magnitude 

using µFE or hFE-based IBR on 13 distal radius sections. 

 

Discussion 

The proposed continuum-level target stimulus enabled 

the use of hFE for IBR and led to a good correlation with 

µFE-based IBR, while using the unmodified criterion in 

hFE-based IBR led to a worse prediction. The 

systematic overestimation of the predicted reaction 

forces is in line with previously reported overestimation 

of stiffness in such hFE models of 40-50% [6]. So far, it 

was only tested on distal radius sections excluding the 

cortex. Therefore, further studies should investigate 

optimization procedures with different homogenization 

methods, calibrated material properties, more elaborate 

optimization criteria, and other bones typically loaded in 

a multi-directional way, such as the proximal femur. 
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Introduction 

Micro-Finite Element analysis (micro-FE) has been 

widely used to investigate the mechanical properties of 

bone at the tissue level. The most commonly used 

properties to correlate remodeling to mechanics are the 

strain energy density (SED) and the norm of the gradient 

of SED (∇SED). However, it is still not clear which of 

these properties has the better modeling performance of 

formation and resorption events in trabecular bone 

remodeling. To investigate this, we have created micro-

FE models of in vivo micro-computed tomography 

(micro-CT) images of the sixth caudal vertebra (CV6) 

of mice to predict the evolution of these properties over 

a remodeling period of four weeks. 

 

Methods 

We used in vivo micro-CT images of mechanically 

stimulated CV6 vertebrae of 15 week-old prematurely 

aged female mice (PolgA, n=5) [1]. The vertebrae were 

subject to a cyclic load of 8 N/10 Hz for four weeks and 

they showed a continuous increase of bone volume 

fraction (BV/TV) up to three weeks of loading (+17%). 

To create the micro-FE models of these images, 

intervertebral discs were added to the proximal and 

distal ends of these vertebrae. The bone voxels were 

identified with a threshold of 580 mg HA/cm3 and used 

to compute the SED and ∇SED (Figure 1) using micro-

FE as described in [2]. The remodeling regions of 

formation and resorption were obtained by registration 

and overlay of subsequent weekly time-lapsed images. 

The trabecular region was extracted for each sample 

using masks obtained with an established procedure [3]. 

To determine the modeling performance of SED and 

∇SED, we used a receiver operator characteristic (ROC) 

analysis. Using this approach, we also computed the 

area under the curve (AUC), which represents the 

modeling performance of the predictor, SED or ∇SED, 

to classify regions of formation and resorption. This 

analysis was carried out on the trabecular bone surface 

regions. Additionally, along with AUC, we computed 

the optimal threshold of formation and resorption by 

maximizing the differences between the true-positive 

and false-positive rates. 

 
Figure 1: SED and ∇SED distribution in the CV6. 

Results 

The modeling performance of SED is slightly higher 

over time compared to ∇SED for both formation and 

resorption (Figure 2a). The thresholds of formation and 

resorption are different until the second week (initial 

mean percentage difference=51% and 80% for SED and 

∇SED, respectively) and they tend to overlap afterwards 

(final mean percentage difference=10% and 25% for 

SED and ∇SED, respectively) (Figure 2b,c).  

Figure 2: (a) ROC AUCs using SED and ∇SED. 

Threshold values using (b) SED (c) ∇SED. 

 

Discussion 

Based on the results, SED might be chosen as a predictor 

for modeling bone resorption, whereas little difference 

was observed between SED and ∇SED for modeling 

bone formation (average AUC=0.55 and 0.54, 

respectively). The convergence towards the same range 

of values for the optimal thresholds of formation and 

resorption suggests that bone adaptation is initiated from 

the second week. Hence, at the end of the loading period 

bone formation and bone resorption occurs at the sites 

with similar mechanical signal. As a result, bone 

adaptation starts from the second week with noticeable 

changes in BV/TV from the third week. To conclude, 

this work suggests using SED, not ∇SED as 

hypothesized previously [4], as mechanical stimulus for 

predicting the presence of formation or resorption 

events in the PolgA mice during bone adaptation.  
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Introduction 

Type-2 Diabetic (T2D) patients experience up to a 3-

fold increase in bone fracture risk [1]. Paradoxically, 

T2D patients have a normal or increased bone mineral 

density (BMD) when compared to non-diabetic patients 

[2]. The current leading hypothesis is that the 

hyperglycaemic state leads to non-enzymatic glycation 

in collagen causing the formation of crosslinks, known 

as AGEs, stiffening the overall collagen network leading 

to more brittle behaviour [3]. This implies that T2D has 

a deleterious effect on bone quality, whereby the 

intrinsic material properties of the bone matrix are 

altered. This creates clinical challenges as current 

diagnostic techniques are unable to accurately predict 

the fracture probability in T2D patients. To date, the 

relationship between cyclic fatigue loading, mechanical 

properties and microdamage accumulation of T2D bone 

tissue has not yet been examined and thus our objective 

is to investigate this relationship. 

Methods 

Ethically approved femoral heads were obtained from 

patients, which were categorised into two main groups 

with sub-groups osteoarthritic (OA); non-T2D (n=9) 

and T2D (n=9), and osteoporotic (OP); non-T2D (n=8) 

and T2D(n=8). Cancellous cores were removed from 

along the main trabecular direction. To obtain the 

mechanical properties, one cancellous bone core 

underwent a monotonic compression test, the other core 

underwent a cyclic compression test at a normalized 

stress ratio. The damage was then stained by forming a 

BaSO4 [4] precipitate and scanned with microcomputed 

tomography at a resolution of 10µm. 

Results 

Monotonic test: For the OA group. the T2D subgroup, 

when compared to non-T2D subgroup, had a 

significantly higher apparent modulus (p=0.031), yield 

stress (p=0.013), max stress (p=0.008), post-yield strain 

energy (p=0.005), modulus of resilience (p=0.023), 

toughness (p=0.006) and BV/TV (p=0.008). When 

normalized against BV/TV the max stress, post-yield 

strain energy, modulus of resilience and toughness all 

remained significantly higher in the T2D subgroup. 

Similarly, the T2D subgroup within the OP group 

showed no statistical difference in mechanical 

properties to the non-T2D group, even when normalised 

against BV/TV. There was also no difference in BV/TV 

in the OP group. 

Cyclic Test: The creep-fatigue curve (Fig.1B) consisted 

of three phases; the primary phase the secondary phase 

and the tertiary phase. For the OA cyclic group, the T2D 

subgroup showed no statistical difference in mechanical 

properties to the non-T2D group. The T2D had a 

significantly higher number of cycles to failure (p=0.05) 

and a higher BV/TV (p=0.002). For the OP cyclic tests, 

the T2D subgroup had a significantly higher initial 

modulus and on average the final modulus and number 

of cycles to failure were higher but these were not 

statistically significant. 

Microdamage Accumulation: The presence of 

microdamage was significantly higher for T2D in the 

monotonic (p=0.041) but not the cyclic. The 

microdamage accumulation was also higher for the 

untested T2D samples (p=0.035). There was no 

statistically significant difference in microdamage 

accumulation for the OP group. 

 

 
Figure 1: A) Boxplots of BV/TV B) Example of cyclic 

behaviour of trabecular core C) Example of T2D+OA bone D) 

BaSO4 labelled microdamage present in T2D+OA bone 

Discussion 

Previous population-level studies have found that T2D 

patients have been shown to have an increased fracture 

risk when compared to non-T2D patients. This research 

indicates that T2D does not impair the mechanical 

properties of trabecular bone from the femoral heads of 

T2D patients, suggesting that other mechanisms may be 

responsible for the increased fracture risk seen in T2D 

patients.  
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Introduction 

Combined mechanical loading and parathyroid hormone 

(PTH) treatment has been found to be more effective at 

slowing the deleterious effects of osteoporosis on bone 

properties than either monotherapy [1]. However, high 

cost and poor adherence of PTH impacts the cost-

effectiveness of using PTH compared with other 

pharmacological agents [2,3]. This study uses a 

combined experimental and computational approach to 

compare the effectiveness of alternate or concurrent 

PTH and mechanical loading treatment on bone 

properties in ovariectomised mice. 

 

Methods 

Twelve C57BL/6 female mice were ovariectomised at 

week 14 of age and the right tibia scanned using in vivo 

micro computed tomography (10.4µm/voxel) at week 

14, 16, 18, 20 and 22. Mechanical loading was applied 

to the right tibia in vivo at week 19 and 21 with a 12N 

peak load, 40 cycles/day and 3 days/week on alternate 

days. Mice received either injection of PTH at 100 

μg/kg/day every week (PTHML group, N=6) or on 

alternate weeks (week 18 and 20; PTHMLx group, 

N=6). All micro-CT images were rigidly registered to a 

reference tibia, before the locations and frequency of 

apposition and resorption were quantified using bitwise 

comparison. Densitometric analyses (bone volume 

fraction; BV/TV, bone mineral content; BMC, bone 

mineral density; BMD) were performed in the whole 

bone and across 40 compartments. Voxel-based 

homogeneous linear elastic microFE models were 

developed to estimate changes in the strain distribution 

due to the treatments. The Mann-Whitney U test was 

used to compare if concurrent and alternate PTHML 

treatments were significantly different (p<0.05). 

 

Results 

At the level of the whole bone, the change in BV/TV 

between treatments were not significantly different at 

weeks 18-20 and weeks 20-22. However, PTHMLx 

resulted in higher increases in BMC and BMD at weeks 

18-20, which was correlated to significantly higher 

tissue mineral density (TMD) at weeks 18-20 in the 

PTHMLx group. At weeks 20-22, PTHMLx induced a 

lower increase in BMC and no change in BMD (Figure 

1). Spatial analyses revealed that bone remodelling 

changes between PTHML and PTHMLx were largely 

similar between weeks 18-20. Periosteal apposition 

slowed at weeks 20-22, which was significantly lower 

for PTHMLx than PTHML across 9 longitudinal 

sections (Figure 2).  

 

Figure 1: Changes in BMC and BMD after the 

commencement of treatment. 

 

Figure 2: Periosteal bone adaptation at weeks 18-20. 

Heat maps indicate statistical significant difference. 

Lighter shade, p<0.05; darker shade, p<0.01. Numbers 

in heat maps indicate the relative percentage difference. 

Discussion 

The results show that at weeks 18-20, PTHMLx is a 

compatible alternative for PTHML. PTHMLx treatment 

resulted in a faster and higher increase in BMD that 

peaked at week 20. Moreover, BMC continued to 

increase between weeks 20-22. Although BMD 

remained higher in the PTHMLx group than the 

PTHML group at week 22, the slowing of periosteal 

apposition at weeks 20-22 for PTHMLx suggests that 

further optimization may be required to sustain the 

efficacy of the treatment for a longer period. 
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Introduction 
Preclinical studies often require animal models for in 
vivo experiments. Particularly in dental research, pig 
species are extensively used due to their anatomical 
similarity to humans [1]. However, there is a knowledge 
gap on the microscale porcine bone properties 
governing bone quality, which is crucial for implant 
studies. Here, we examine cortical bone from the jaw of 
a common animal model used in dental research, the 
miniature pig. Three minipig genotypes were examined: 
Yukatan, Göttingen, and Sinclair. We used a multi-
modal approach to assess the bone quality at the 
microscale using a combination of methods for 
compositional and mechanical analysis. 
 

Material and Methods 
Cortical bone samples were extracted along the main 
jaw axis from the premolars region of three minipig 
genotypes (Yukatan, Göttingen, and Sinclair); three 
animals per genotype were used. Micromechanical 
properties were assessed by micropillar compression [2] 
at ambient conditions. A novel laser ablation protocol 
was developed based on femtosecond (fs) laser ablation 
to prepare a 5×5 micropillar array on each of the bone 
samples. The average pillar diameter was ~24 µm with 
an aspect ratio of 2.3 and a taper angle of ~15°. 
Micropillars were uniaxially compressed using 
monotonic and cyclic loading protocols, giving access 
to microscale elastic moduli and yield values. The 
influence of the taper angle was corrected by means of 
finite element simulations. Raman spectra were 
collected from the top of micropillars (Fig. 1) to assess 
the mineral to matrix ratio and its effect on the 
compressive microscale bone properties in a site-
matched fashion. 

 
Figure 1: Outline of the site-matched micropillar 
compression and Raman spectra acquisition.  
 

Results and Discussion 
All three genotypes demonstrate significantly different 
mineralization values (Fig. 2, Top), with the highest and 

the lowest values for the Göttingen and Yucatan 
minipigs accordingly. The same trend is observed for 
the yield stress values, with a non-significant difference 
between the Yucatan and Sinclair genotypes. The elastic 
moduli and yield strain values of the Göttingen genotype 
are similar to the Sinclair minipigs. From the correlation 
analysis, only yield strain showed a significant 
correlation with mineralization, primarily due to the 
high variations within the Yucatan genotype (Fig. 2, 
Bottom). 

 
Figure 2: Top: Comparison of bone mineralization and 
yield strain between the minipig genotypes (**−p≤0.01, 
***−p≤0.001, ****−p≤0.0001). Bottom: Elastic 
modulus and yield strain vs. bone mineralization. 
 

Fs-laser ablation facilitated a high-throughput analysis 
of bone microscale compressive properties. Observed 
variations in the output mechanical parameters may be 
attributed to the structural and compositional 
heterogeneity of the samples. Measuring local 
compositional and mechanical properties in a site-
matched fashion shed light on structure-property 
relationships of bone at the microscale. To extend the 
analysis, mineralized collagen fibril orientation and 
structural defects like hidden osteocytes and 
microvascular channels need to be taken into account in 
the future.  
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Introduction 

Lateral head impact occurs in motor vehicles roll-over 

crashes [1]. Roberts et al [1] have reproduced rollover 

crashes on post-mortem human surrogates and 

dummies and have noted that the Nij is ineffective to 

assess neck injury. Moreover, most previous 

experimental studies on neck injury have focused on 

axial compression or sled impact and the cervical spine 

kinematics during a lateral head impact have not yet 

been described nor associated with the risk of neck 

injury. This experimental study objective was to 

evaluate head kinematics and cervical spine injuries 

from a lateral head impact on human cadavers.  

 

Methods 

Five post-mortem human surrogates (2 males and 3 

females) wearing a motorcycle helmet were hit to the 

lateral side of the head with a 37 kg impactor with a 45 

degrees inclined surface at 3,5 (low velocity) or 5,1 

m/s (high velocity). The impact conditions were chosen 

from previous multibody karting rollovers simulations 

showing that the head impact occurs in average at 4.5 

m/s with an important tangential velocity. A previously 

designed test bench was used [2]. The surrogates were 

equipped with accelerometers at the sternum, at the 

vertebra T1, in the mouth and on the helmet. A load 

cell was placed on the impactor. Markers were 

positioned on the surrogates’ helmet to measure the 

head kinematics by stereography (figure 1). After the 

impact, the surrogates were imaged by 

tomodensitometry and the cervical spine was dissected.  

 

 
Figure 1: Experimental set-up, impactor and markers 
position. 

Results 

The cervical spine injuries found were:  rupture of the 

posterior ligaments (at C1-C2 and C2-C3 for subject 1 

and at C5-C6 for subject 4), articular facet fracture at 

C4-C5 for subject 4 and lamina fracture (at C3 for 

subject 2 and C7 for subject 1). The injuries were 

coherent with a previous roll-over experimental study 

[1]. Head maximal lateral bending during the impact 

was 35 to 53 degrees (table 1). The reported 

physiological head lateral bending is 44.5 degrees in 

each direction [3] which shows that lateral bending 

under or close to the physiological limit can cause 

injury. The average maximum resultant impact force 

was between 1800 N and 5600 N. 

 

Subject 

number 

Sex Maximum 

resultant 

force (kN) 

Maximum 

lateral 

bending 

rotation 

(degrees)  

Maximum 

resultant 

acceleration 

(mouth)  

(g) 

1 F 2.1 35 20 

2  F 1.8 35 13 

3 F 2.4 40 50 

4 M 4.7 44 51 

5 M 5.6 53 47 

Table 1: Impact force, maximum head lateral bending 
in frontal plane and resultant acceleration recorded at 
mouth accelerometer. 
 

Discussion  

The forces and head kinematics measured in this 

experimental study are new and important data to 

understand the cervical spine response to head impact. 

They will serve as reference for neck injury tolerance 

and to design more efficient protective devices. This 

set of data has been used to validate finite elements 

simulations in an ongoing study which will enable the 

development of a new neck injury criterion specific for 

lateral head impact.  
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Introduction 

Hip fracture is one of the most disabling and deadly 

events that an elderly person can experience. This injury 

is shown to most often occur in a sideways fall from 

standing height. Orthopaedic implants have been 

suggested as a preventative option to strengthen the 

fragile femur and prevent impending fracture in a 

vulnerable candidate. Despite trends in applied 

biomechanical test protocols, an appropriate way to 

comprehensively evaluate the performance of these 
constructs has yet to be demonstrated. This study 

presents a multimodal framework for testing 

orthopaedic implant efficacy in the proximal femur, 

which are promising candidates for hip fracture 

prevention in a sideways fall impact.  

 

Methods 

We integrated a custom-built biplanar x-ray system [1] 

into a previously-developed subject-specific fall 

simulator. The fall simulator has been used in 

combination with a corresponding finite element model, 

whose simulations accurately predict impact loading 
and fracture location [2]. 

 
Figure 1: A) Experimental fall simulator,  

B) corresponding finite element model.  

 

We assessed the feasibility of using the biplanar x-ray 

system to capture the impact of a femur implanted with 

orthopaedic hardware. This requires aligning the 

sources and image intensifiers of each system and taking 

preliminary images for undistortion and calibration 

(Figure 2). X-ray data collected using these methods is 

compatible with software tools for calculating rigid 

body kinematics such as XMALab and AutoScoper. 
  

Results 

We propose that fracture classification, bone structural 

deformation and impact force-time response can be 

compared between the experimental (implanted 

specimen) and computational analyses (native 

specimen) to gauge implant efficacy.  

 
Figure 2: Overhead view of fall simulator with x-ray. 

 

Supplementing the fall simulator with biplanar high 

speed x-ray offers additional context to the impact, with 

synchronized data that describes both relative bone-

implant motion, fracture initiation, and progression.  

 

 
Figure 3: X-ray video frames showing fracture of a 

surrogate femur (A-P view) implanted with an 

orthopaedic screw and steel markers. 

 

Discussion 

The presented work offers a novel approach for 
investigating the efficacy of orthopaedic implants under 

impact loading simulating a sideways fall. This expands 

current biomechanical practice for evaluating such 

augmentations. Experimental methods used to date may 

lack biofidelity in that material testing machines apply 

loads to the femur as a stand-alone model and fracture is 

created in each specimen. In contrast, only a small 

percentage of fall-induced loading results in hip fracture 

in human subjects [3]. We anticipate that key insights 

into orthopaedic augmentation will be drawn from 

future cadaveric tests using this proposed framework. 
Fracture initiation and progression captured with x-ray 

may shed light on less-protected areas of the femur and 

correlate with computational predictions. Observing 

implant mechanics and fracture phenomena in a model 

that considers soft tissue effects offers valuable 

information for studying injury from a sideways fall 

impact when orthopaedic implants are present.  
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Introduction 

The rapid growing of women’s football leads to 

increasing rates and always earlier occurrence of 

primary of Anterior Cruciate Ligament (ACL) injury. A 

deeper comprehension of the ACL injury biomechanics 

in female football players has been advocated to target 

preventative interventions and mitigate the injury risk 

[1-2]. The purpose of this study was to investigate the 

biomechanical predictors of Anterior Cruciate Ligament 

(ACL) injury during a 90° change of direction (COD) 

task in a prospective cohort of female football players 

by means of 3D motion capture and vector coding 

technique. 

 

Methods 

Sixteen female first-division football players (age 19.5 

years, range 18-22) were enrolled in this prospective 

pilot study. Every player performed a series of pre-

planned 90° COD tasks. Players’ biomechanics was 

collected through a set of 10 optoelectronic cameras 

(VICON Nexus, Vicon Motion Systems Ltd, Oxford, 

UK) in the ultimate foot contact before the change of 

direction. 

In the next 2 consecutive football seasons, 4 ACL 

injuries (25%, all aged 18 years old) were registered. 

Coupling angles through vector cording technique were 

computed for lower-limb angles. The following angle 

couples were investigated: hip flexion/knee flexion, hip 

rotation/knee flexion, knee varus-valgus/knee flexion, 

hip rotation/knee varus-valgus, knee varus-valgus/ankle 

inversion-eversion, and knee flexion/ankle flexion. Joint 

coordination and coordination variability were derived 

for each angle couple. 

The student’s t-test in Spm1D (p<0.05) was used to 

compare continuous biomechanics, joint coordination, 

and coordination variability between the ACL-injured 

(ACL-injured leg) and non-injured (dominant leg) 

players. The frequency of proximal/distal and in-

phase/anti-phase coordination was also compared 

among the groups (Mann-Whitney U-test) for all the 

joint couples. 

 

Results 

The ACL-injured players showed greater (p<0.05) knee 

valgus and knee internal rotation (weight acceptance), 

external hip rotation (propulsion), ankle eversion (from 

midstance to propulsion), and pelvic contralateral drop 

(entire stance). Different coordination patterns were 

found both on the frontal and sagittal plane between 

ACL-injured and non-injured players. Knee dominance 

was noted in all the hip/knee couples on both the sagittal 

and frontal/transverse planes. Ankle distal dominance 

was also noted on both frontal and sagittal planes in 

knee/ankle couples (Figure 1). Anti-phase coordination 

was more frequent in ACL-injured players. ACL-

injured players showed lower coordination variability 

for all the joint couples (p<0.001). 

 

 

 

 
Figure 2: Hip flexion/Knee flexion coupling angle 

according to the different coordination patterns for ACL 

injury (red) and no injury (blue) players. 

 

Discussion 

Significant differences were found in terms of 

continuous biomechanical data and coordination 

patterns between ACL injured and non-injured players. 

The biomechanics and coordination patterns of the 

ACL-injured players were strongly consistent with the 

ACL injury mechanism underlined in in elite female 

players [2]. Due to the complex nature of the movements 

and the mechanisms leading to the ACL injury, 

innovative comprehensive approaches, such as the 

coupled biomechanics/coordination analysis, might 

inform ACL professionals on preventative strategies in 

women’s football. 
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Introduction 
Compression fractures can occur for an axial weight 
loading on an articulation during daily movements [1]. 
The simplest fracture state is an epiphyseal depression 
of the articular surface. Age-related osteoporosis is a 
combination of a decrease in bone density and a change 
in bone microarchitecture [2]. One of the current 
challenges is to identify the risks of fractures in relation 
to physiological loads during daily movements. For this 
purpose, it is necessary to know the conditions of 
fracture occurrence and the pre-fracture limit 
parameters. Crack apparition can be identified by 
mechanical field measurements and from a strain level 
attained for which bone damage can occur. The use of 
Digital Volume Correlation (DVC) on physiological CT 
scan images recorded on patient before and during 
weight bearing could be a solution to measure strain 
levels and detect potential risk of fracture. The objective 
of the present work is to evaluate the ability of Digital 
Volume Correlation to provide quantified data allowing 
prevention of crack apparition. For that, we performed 
in situ loading tests on an anatomical segment up to 
articular fracture. 
 
Methods 
A fresh frozen anatomic specimen of knee (F/81yo) was 
prepared. In situ compression loading was performed on 
the specimen in the CT scan by using a specific setup 
(Figure 1). Several volume images were recorded for 
various loading steps up to three times the weight 
bearing. The volume fields were measured at each 
loading level in volume images by Heaviside based 
Digital Volume Correlation (H-DVC) [3]. The extended 
H-DVC proposed to modify the kinematical 
transformation permitting to address and capture 
displacements fields in case of apparition and 
propagation of cracks. The mathematical principle to 
determine the position 𝜑(𝑋) in the deformed state of a 
point 𝑋 from the initial one can be written on the entire 
voxel domain D as: 
 
𝜑(𝑋) = 𝑋 + 𝑈 + !"

!#
(𝑋 − 𝑋$) + 𝑈%. 𝐻(𝑋 − 𝑋$)       (1) 

 

 
Figure 1. Anatomic specimen and loading setup specifically 
developed for in situ testing in the CT scan 
 
Results 
Figure 2 shows displacement fields measured at the 
crack apparition for a loading of 1950N. We can identify 
a depressed fracture zone on the external condyle. 
Observation of displacement fields revealed a 
discontinuity of the cancellous bone area. 

 
Figure 2. Displacement fields measured by H-DVC at the crack 
apparition during compression loading. 
 
Discussion 
Osteoporotic compression fractures, which can occur 
without trauma, are a public health issue. Detecting and 
treating these fractures before they occur remains a 
complex task. For some years now, we have access to 
weight bearing CT scans and the use of DVC on loaded 
and unloaded images would allow us to detect this 
fracture risk. Our study seems very promising because 
for a loading corresponding to a physiological stress on 
this osteoporotic anatomical subject, we were able to 
identify the pre-fracture kinematic fields of the bone 
trabeculae. Further studies will be needed on different 
anatomical segments but this work provides a proof of 
concept for the use of DVC in this application. 
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Introduction 
Single-bicycle accidents were the most common cycling 
accidents in Europe [1-4]. Vehicles were involved in a 
majority of the lethal bicycle accidents. Neck injuries 
were a small portion of all cycling injuries but associate 
with a large risk of permanent medical impairment. 
Hövding is a head protective device that is worn as a 
scarf around the neck, with sensors that trigger inflation 
of an airbag in the case of an accident. Theoretically, the 
portion of the airbag that surrounds the neck could 
protect from neck injuries (Fig. 1A). 
The past ten years have seen drastic increases in research 
on finite element human body models (FE HBMs) [5-8]. 
HBMs with detailed neck models are good candidates to 
study neck injury protection in bicycle accidents. The 
aim of this study was to evaluate the suitability of two 
HBMs to predict neck injuries in bicycle accidents. 
 
Methods 
The FE code LS-DYNA was used for all simulations. 
The ViVA average size female HBM [10] and the 
GHBMC simplified average size male HBM [11] were 
positioned on an existing FE bicycle model [12]. An FE 
model of the inflated Hövding was developed (Fig.1B) 
and compared to experimental drop tests.  
 

A    B  
Figure 1: A. The physical inflated Hövding device 
(www.hovding.com). B. The developed FE model of 
inflated an inflated Hövding on a head form. 
 
Simulations of a bicycle impact in a concrete pedestrian 
road barrier (5 m/s) were performed and compared to 
experiments with stunt persons. The concrete barrier 
mass was 250 kg and a sliding contact (0.3 friction) was 
defined to the ground. Constraints were defined for the 
hands-to-handlebar and feet-to-pedals that were active 
for 2-20 ms. Finally, varied head impact scenarios were 
simulated: 1) without protective system, 2) with the 
inflated Hövding FE model, and 3) with a generic 
bicycle helmet FE model. 
 
Results 
The inflated Hövding model compared well to the 
experimental drop tests, with similar accelerations of the 
head form and airbag thickness and pressure.  

Fig. 2. illustrates the kinematics of the two HBMs 
compared to a stunt person. The bicycle kinematics and 
interaction with the HBMs were relatively similar to the 
experiments. The largest deviations were seen in the 
interaction between the legs and the barrier, due to 
differences in feet-pedal position between the volunteer 
and the HBMs. During the ‘flight phase’, the GHBMC’s 
neck did not flex, while the ViVA’s neck was very 
flexible (large extension and flexion). Thus, resulting in 
very different head impact conditions for the HBMs. 
All head impact simulations ran without numerical 
issues for all three configurations. Both helmet and 
Hövding reduced the predicted head injury criteria. For 
the neck, the reductions of injury criteria with Hövding 
varied for the impact scenarios.  
 

 

 
Figure 2: Comparison of kinematics at two instances in 
time during the barrier collision. 
 
Discussion 
Our results indicate that the methodology was 
promising. Our main conclusions were: 1) the initial 
position of the legs/feet on the pedals significantly 
influenced kinematics, 2) the road barrier friction and 
sliding on the ground was important to capture a realistic 
bike-barrier response, and 3) more experimental data 
representing other accident scenarios are needed before 
assessing personal safety systems. 
 
References 
1. Kjeldgård et al., BMC Public Health 19:943, 2019.  
2. Rizzi et al., IRCOBI Conference, IRC-13-46, 2013.  
3. Amoros et al. Inj. Prev. 18:27–32, 2012  
4. Schepers et al. Cycling Res. Int., 2:119 – 135, 2012. 
5. Jones et al. Traffic Inj Prev. 20(sup2): S96-S102, 2019.  
6. Hu et al. Traffic Injury Prevention 20: S97-S105, 2018. 
7. Iraeus et al. J. Mech Beh Biomed Mat. 106, 2020. 
8. Östh et al. J. Biomech. 51:49-56, 2017. 
9. Östh er al. J. Biomech. Eng. 138(6):061005, 2016. 
10. Chalmers Univ. Tech. Downloaded (Jan. 2021) from 

https://www.chalmers.se/en/projects/pages/openhbm.aspx  
11. Global human body model consortium’s model, GHBMC-

M50-OS. Licensed from Elemance Ltd (Clemmons, North 
Carolina, USA. https://www.elemance.com/)   

12. Hardy et al. APROSYS Deliverable D3.2.3. p.43-44, 2004.  



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

PERIPROSTHETIC FRACTURE MODELLING USING A COMBINED FINITE 
ELEMENT – SMOOTH PARTICLE HYDRODYNAMIC METHOD  

Özgür Cebeci (1)(2), Sara Checa (2) 
 
1. Ingenieurgesellschaft für Automobiltechnik (IAT) mbH, Germany; 2. Julius Wolff Institute, Berlin Institute of 

Health, Charité – Universitätsmedizin Berlin, Germany 

 

Introduction 

  Periprosthetic femur fractures (PFFs) remain a major 

clinical challenge, which often result in patient death or 

the need for a complex re-operation [1]. 

Epidemiological studies show a relatively high number 

of PFFs during the early postoperative (EP) period, 

especially with cementless stems [2]. Due to the lack of 

bone ingrowth during this period, the mechanical 

behavior of the bone-stem interface plays a key role in 

the implanted femur strength.  

  Although previous studies have attempted to predict 

PFFs using finite element simulations, they were limited 

by using the element erosion criteria to eliminate highly 

distorted elements during simulation [3-4], which 

causes unphysical material loss and neglects the bone 

debris created during implantation [5]. 

  The main objective of this study was to develop and 

validate a computer model to predict periprosthetic 

femoral fractures using a combined approach based on 

finite element (FE) and smoothed particle 

hydrodynamics (SPH) methods. 

 

Methods 

  In this study, the trabecular and cortical bone segments 

were modeled using crushable foam and metal 

plasticity-based material models, respectively. 

Additionally, a maximum principal strain-based element 

erosion criteria was defined. Eroded trabecular bone 

elements were replaced with SHP particles, where the 

particles inherited the history variables of the eroded 

elements. Sliding contact definitions were defined 

between SPH particles, trabecular bone elements and the 

stem with the related coulomb friction coefficients.  

  Bone-stem interaction was validated based on the 

simplified implanting experiment reported by Ovesy et 

al. [4], where a conic probe was inserted into the 

trabecular bone with cyclic displacement.  

  In addition, two femur models representative of the 

experimental samples were constructed with statistical 

femur models and used to determine implanted femur 

strength in axial compression [6]. Finally, PFF 

simulations were compared with the experimental data 

in terms of axial compression strength. 

 

Results 

  FE simulations combined with the SPH method 

showed good agreement with the simplified stem 

insertion experiment in terms of stem reaction forces. In 

addition, the combined model showed improved model 

performance in comparison to simulations without SPH 

method (figure-1).  

 

 
Figure 1: Simplified stem insertion simulation where 

eroded bone elements were replaced with SPH particles 

(a); Stem reaction force-displacement curves of the 

experiment (dash line), and simulations (blue: FE only, 

Red: combined FE-SPH) (b) 

 

  PFF simulations predicted the axial strength of the 

different groups of femurs with a median age of 65 and 

79 years with an average absolute error of 13.95% 

(Table 1). 

 

Age  Experiments (sd.)  Simulation Error (%) 

65 y.o. 5.02 (1.82) kN 5.53 kN 10.15% 

79 y.o. 2.42 (0.64) kN 1.99 kN -17.76% 

Table 1: PFF simulation results in comparison to the 

experiments in terms of the axial strength. 

 

Discussion 

  During implant insertion, highly deformed trabecular 

bone generates bone debris. Combined FE and SPH 

methods can model the stem-trabecular bone interaction 

taking the bone debris formations into account. 

  Using FE and SHP methods, simulation results showed 

good agreement with simplified implanting 

experiments. Additionally, PFF simulation results were 

also within the one standard deviation range of 

experiments regarding femur strength.  

  In the future, the modeling strategy presented in this 

study can help to more accurately predict and mitigate 

PFFs. 
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Introduction 

The self-protective effects of active response in 

unplanned falls is a well-established, yet under-

researched area [1,2]. Our recent study demonstrated 

how single cyclist falls are prevalent (i.e., cyclist road 

traffic collisions not involving another road user) [3], 

and that active response is of particular importance in 

these cases [4]. This phenomenon has not been 

considered in previous computational modelling studies 

involving passive multibody models. Multibody 

dynamics solvers implement the equations of motion as 

an initial value problem, and it is known that resulting 

impact kinematics and dynamics are influenced 

significantly by initial posture and motion [5]. 

In recent years, many deep learning and computer 

vision-based 3D human pose estimation methods have 

been developed [6]. These techniques allow for 

inference of joint positions from monocular/stereo 

camera footage. In this study, we develop a pipeline for 

applying joint degrees of freedom (DOFs) and their 1st 

derivatives (linear and angular velocity) to represent 

active response using Madymo’s pedestrian multibody 

ellipsoid model. As demonstration, we apply this to 

monocular footage of 30 cases of cyclist falls on railway 

tracks from [7]. 

 
 

Methods  

Footage was spatially calibrated with respect to the 

ground-plane using the approach from [8], whereby 

scene points on the ground plane are manually annotated 

in both camera footage and a satellite image of the 

recording location (obtained from Google Earth). 

GAST-Net [9] was applied to obtain 3D poses. This is a 

regression-based method that employs a 2D keypoint 

pose estimator [10] (HRNet) as a backbone and lifts 

these estimates to 3D. To improve accuracy of the 3D 

pose estimates we manual repositioned 2D poses.  

 

 

 

 

 

A temporal inverse kinematics (IK) optimization 

technique was developed to infer joint orientations in the  

Madymo multibody model to match the pose [11]. 

Linear and angular velocities were defined using the 

central difference method, and output as .xml include 

files for interpretation by the Madymo solver. The 

pipeline is demonstrated in Fig.1.  

 
 

Discussion 

The findings indicate that the limbs are used to prevent 

falls, absorb impact energy and protect the head in the 

case of single cyclist falls. This is supported by findings 

from our analysis of single cyclist fall types [4]. The 

kinematic forms characterized in this study can be used 

to inform initial conditions for computational modelling 

and injury estimation in single cyclist falls. 

We have developed a novel pipeline which allows for 

semi-automatic inference of human kinematics from in-

the-wild video footage for reconstruction in Madymo. 

This approach can be applied to a variety of impact 

biomechanics tasks not limited to cyclist falls. 
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Introduction 

Spinal cord injuries can have a severe impact on 

people’s life. Therefore, it is important to investigate the 

mechanisms responsible for such injuries. Com-

putational models can help to gain insight into the injury 

mechanisms using theoretical simulations of injurious 

events. Yet, most multibody muscle-driven models 

consist of rigid bodies and consequently are not ap-

propriate for fully replicating injuries involving tissue 

deformation [1, 2]. A potential solution is the use of a 

dynamic model that combines rigid bones, muscles, and 

finite element (FE) models of the inter-vertebral discs 

(IVDs). However, the appropriate material properties 

for the FE IVDs during impact events are not well 

known. Thus, we used an experiment-driven approach 

for optimising the material properties of the IVDs using 

data collected during simulated head-first injuries. 

These parameters were included in a human cervical 

spine model to perform axial impact simulations. 

 
Figure 1: An in silico simulation replicating the 

experimental test described in [1]. 

Methods 

Impact data of five pig spines (S1-S5) collected by [1], 

using an impact fixture described in [3], were used for 

the study. For validation purposes, animal-specific in 

silico models of the experiments were created in 

ArtiSynth (www.artisynth.org) (Figure 1). A hyper-

elastic Mooney-Rivlin material was used to model the 

mechanical behavior of the FE IVDs. The strain energy 

function of the material is described by the equation:  

 W(I1, I2) = C1 (I1 – 3) + C2 (I2 – 3) (1) 

where C1 and C2 are the material constants and I1, I2 are 

the first and second invariant of the left Cauchy-Green 

deformation tensor. We computed a total of 2500 

simulations with different combinations, varying each 

constant from 0.1 MPa to 30 MPa. The root means 

square error (RMSE) between the in vitro and in silico 

marker traces was calculated and compared to results 

using individually optimized bushing elements [1] 

(RMSEbushing) or stiffness and damping values derived 

from functional movements [2] (RMSEFM). Lastly, a 

human cervical spine model was created from an 

existent OpenSim model [1], where the bushing 

elements were replaced with FE IVDs, and head-first 

axial impact forward simulations were performed. 

Results 

The median values over all specimens are 12.56 MPa for 

C1 and 0.48 MPa for C2. Table 1 shows that the RMSE 

computed in this study is slightly larger than reported by 

[1], while it is smaller than the RMSE computed in [3]. 

Table 1: RMSE over the 15 markers using our material 

properties (FE), and two comparable models [1,2]. 

The material properties used for FE simulations 

provided a kinematics error in the same order of 

magnitude of the one generated using individually 

optimized bushings [1], and overperformed the material 

properties derived from [2]. 

Discussion 

Our approach seems to overestimate the stiffness of the 

IVDs, when compared to the model including bushing 

elements. This can be explained by the fact that the 

material properties were systematically varied rather 

than optimised using a heuristic algorithm as done in [1] 

for the bushing parameters. Additionally, the same 

material properties are used for all IVDs, while the 

optimisation performed in [1] allowed for different 

material properties for all IVDs. However, the single 

combination of material properties generated much 

better results than the material properties taken from a 

comparable study [2], highlighting the importance of 

impact-specific parameters to simulate head-first 

injurious scenarios. Future work should focus on 

identifying such parameters for individual IVDs to 

enable the simulation of injury in sporting and 

automotive scenarios. 
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Nr. 

RMSEbushing 

[mm] 

RMSEFM 
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S1 0.46 2.59 0.80 
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Introduction 

The biomechanical behavior of the transverse atlas 

ligament has been sparsely described in the literature 

with very various experimental protocols [1,2,3,4,5]. 

However, a good description of its behavior is necessary 

both for a detailed understanding of the biomechanical 

behavior of the craniocervical joint and for the 

development of geometric and mechanical models of the 

upper cervical spine. 

In order to reduce this knowledge gap, the aim of this 

study is to investigate the biomechanical behavior until 

rupture of the transverse atlas ligament, for a quasi-static 

load close to physiological conditions. 

 

Methods 

Ten Atlas vertebrae from PMHS (59 ± 6 yo, 5♀/5♂) 

were imaged using µCT (0.1x0.1x0.1 mm), fresh-frozen 

for storage, thawed at room temperature the day before 

test. An anteroposterior quasi-static traction test 

(5 mm/min) of the transverse ligament [2] was 

performed using an 10 mm diameter cylinder on an 

INSTRON machine model 5566 (Figure 1).  

From the force-displacement curves, the anteroposterior 

stiffness (N/mm), rupture force (N) and rupture 

displacement (mm) were identified. A digital camera, 

synchronized with the test machine, was used to identify 

injury mechanisms.  

 

 
Figure 1: A) Global view of the test bench, the atlas 

vertebra is fixed in a personalized 3D-printed support. 

B) View from the digital camera.  

 

Results 

For three ligaments, failure was observed for very low 

loads (<150 N) and were then excluded from the 

analysis. For the other seven specimens, the same 

mechanical behavior is observed, with a toe of curve 

followed by a linear phase until quasi-fragile failure 

(Figure 2). In six cases, the rupture was associated with 

delamination of the posterior fibers and in only one case 

with a bone tear. 

 

 
Figure 2: Force Displacement curves for the seven 

transverse ligament specimens.  

 

The identified stiffness is 412 ± 98 N/mm (mean ± SD), 

the identified rupture force is 790 ± 245 N and the 

identified rupture displacement is 2.8 ± 0.3 mm.  

 

Discussion 

For the three ligaments with very poor mechanical 

behavior, the ligaments were injured during sample 

dissection. 

As explained in the introduction, trial protocols are 

disparate in the literature, making it difficult to compare 

our results with previous studies. Comparison of our 

results with those of Heller et al [5] shows that our 

results for displacement and force to rupture are lower; 

however, it should be noted that the loading speeds are 

different (from 60 mm/min to 5.1 m/min) and that the 

definition of failure by Heller et al. is not clear.  

The injury mechanisms obtained are consistent with the 

type of loading applied, with the posterior fiber bundles 

being the most loaded for the test conditions in our 

study. 

A more detailed modeling of these tests (Finite Element 

Modeling for example) should make it possible to 

determine the mechanical properties of this tissue 

(Young's modulus, rupture stress and strain, ...) 

necessary for its mechanical modeling. 
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Introduction 

E-scooter practice and consequently E-scooter-related 

head injuries have dramatically increased the last few 

years. Several studies have shown that the most frequent 

type of crash was simple fall (73,5%), followed by the 

collision with a vehicle (11%) [1]. However, the detailed 

scenario leading to the injury as well as the head impact 

conditions is poorly known. The objective of this study 

is to collect and analyze videos of E-scooter crash in 

order to identify detailed E-scooter crash scenarios and 

obtain the kinematics of the accident (initial speed and 

impact speed of the body). 

 

Method 

A systematic research of E-scooter crash videos was 

conducted on the Google video and YouTube search 

engines. Every video with an unintentional E-scooter 

accident was included. The analysis consisted in 

describing the crash: type, location, causes, part of the 

body impacted and a fall description with the help of 

sketches. When it was possible (quality of the video, 

direction of the fall, angle of the camera), the riding 

speed before the crash and the impact speed (speed of 

the body part when impacting the ground or the 

obstacle) were measured using the software Kinovea 

according to the method described by Shishov et al.[2]. 

 

Results 

A total of 112 videos of E-scooter crash were collected 

and analyzed. Among the e-scooter crashes, 59% were 

simple falls, 28% collision with another vehicle, 9 % 

collision against an obstacle and 4% collision against a 

pedestrian. During simple falls, 57% of the users fell on 

the side while 36% fell on the front (head first). Falls 

were mainly due to a loss of control (56%) and 

irregularities on the road (18%). Collisions with vehicles 

occurred mainly with a car (36%) or with another E-

scooter (36%) mostly due to infringements of the 

highway code (53%). Overall, the head was the most 

impacted zone (43%) followed by the hip (40%), upper 

limb (36%) and shoulder (35%).  

Velocity before the crash and at the impact were 

measured on 12 fall videos, 9 of which involved a head 

impact against the ground. Figure 1 presents the 

measured riding speed and impact speed. The mean 

riding speed before the crash was 4.2 (±1.3) m/s. The 

mean tangential impact speed was 3.8 (±2) m/s and 

mean normal impact speed was 3.1 (±1.3) m/s.  

 

 

 

 
Figure: (a) example of the speed analysis during an E-

scooter fall and (b) the riding speed, tangential impact 

speed and normal impact speed measured in 12 videos 

of falls. Scattered dots represent measured values and 

cross represents the mean value. 

 

Discussion 

This study is a first biomechanical analysis of E-scooter 

crashes from real crash videos. It provides new 

knowledge on the overall scenario of 112 E-scooter 

crashes as well as detailed impact kinematics in 12 E-

scooter falls. Those data are valuable to evaluate and 

design protections. We found that the normal impact 

speed measured during falls was consistent with current 

helmet standards evaluation but we also measured high 

tangential speed not currently accounted in standard 

evaluations. Those findings are consistent with the 

findings of Posirisuk et al [3]. One limitation of this 

work may be the lack of representativeness of the videos 

found on the internet compared to epidemiological 

studies. However, the type of crash and scenario 

distribution is consistent with previous epidemiological 

studies[1]. 
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Introduction  

In the last few years, e-scooters have shown an increase 

of popularity as a form of micro-mobility transport in 

urban areas. However, the risk of accident for e-scooter 

riders is 167 times more than for car drivers [1]. During 

these accidents, the head is one of the most injured body 

parts. Fifty eight percent of hospitalizations are due to 

head injury according to Trivedi et al [2]. In addition, 

the use of protective gear remains very low [3]. As e-

scooters are a relatively new modality of transport there 

is a lack of knowledge on the fall kinematics and impact 

conditions during crashes. The objective of this work is 

to reproduce numerically an e-scooter crash to evaluate 

the kinematic and impact conditions of the head. 

 

Methods 

A multibody model of e-scooter fall was built using the 

Madymo software. The pedestrian model of Madymo 

was used to represent an e-scooter rider and the e-

scooter model was based on the ESA 1919 EKFV e-

scooter. The scenario of simulation was an e-scooter 

forward fall induced by the collision with a curb. The 

model was validated against an experimental e-scooter 

crash test performed with a Hybrid III dummy (Figure 

1): the experimental kinematics of the head was 

compared to that of the multibody model. A design of 

experiment was performed to evaluate the effect of fall 

conditions (initial speed, orientation of the obstacle, size 

of user, e-scooter inclination) on the head impact 

kinematics (impact speed and acceleration).   

 

 

 

 

 

 

 

 

 

Figure 1: Comparison of the experimental (DEKRA) 

and the numerical (Madymo) fall for the model 

validation. 

 

Results  

Our results show that the head kinematics of the 

numerical model is consistent with that of the 

experimental test. One hundred and sixty two crashes 

scenarios were simulated. In 62 % of those, the head first 

hit the ground in the frontal and temporal zone. The 

average tangential and normal impact speeds were 3,5 

m/s and 4,8 m/s respectively. The average peak linear 

acceleration was 571 g and the average peak rotational 

acceleration was 25580 rad/s2. Nearly 100 % of the 

simulations identify a risk of concussion (linear 

acceleration peak>82 g and rotational acceleration peak 

>6383 rad/s2) (Figure 2) and 90 % of simulations 

suggest severe head injuries (HIC>700). E-scooter 

speed (p<0,001) and inclination (p=0,001) are the most 

significant factors contributing to the head impact speed 

and the risk of injury. 

  

 

 

 

 

 

 

 

 

  

 

 

Figure 2: Linear and rotational acceleration 

distribution and injury threshold. 

 

Discussion   

This study is a first step in evaluating the head impact 

conditions that could occur in an individual e-scooter 

accident. It provides new knowledge on head 

acceleration during those crashes. A high risk of head 

injury was identified which is consistent with 

epidemiological data. Also, a typical head impact speed 

during an e-scooter crash was identified. This could be 

used during helmet standard evaluations.  
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Introduction 

The distribution of soft tissue around the anterior 

superior iliac spine (ASIS) is hypothesized as critical 

factor for seatbelt occupant interaction [1]. State-of-the-

art Finite Element (FE) Human Body Model (HBM) 

subcutaneous adipose tissue (SAT) thickness values 

mostly are based upon supine medical imaging. So far, 

an increase in SAT thickness above the ASIS from 

supine to a sitting posture has been observed in a single 

individual [2]. To improve FE HBM geometry for 

seating positions more robust SAT thickness transfer 

data for different sitting postures is needed [3]. This 

study characterizes SAT thickness above the ASIS in 

four different body positions through sonography to 

narrow the gap in current FE HBM morphology. 

 

Methods 

Ethical approval was obtained from the Medical Faculty 

Ethics Committee of the University of Munich LMU. 

The study included ten healthy 50th percentile male 

volunteers aged 27.5 years (median) (range 22-31) 

(body height: 180cm (175-186); body weight: 80.5kg 

(73.0-86.5); BMI: 24.9 (22.8-25.9). The SAT thickness 

was measured non-invasively between the ASIS and the 

skin surface using a linear handheld 9.0 MHz 

sonographic probe (Logiq P9, General Electric, USA) 

by the same operator. Four body positions were tested: 

supine, resting (seat angle 5°, backrest angle 45°), 

driving (seat angle 5°, backrest angle 15°) and upright 

standing. For each, three measurements were taken with 

as little pressure as possible, shortly before losing body 

contact with the probe. For the supine position, a second 

measurement series was taken pressing the probe onto 

the ASIS. Median values per position and volunteer are 

utilized. Pairwise non-parametric tests for dependent 

samples with Bonferroni adjustment are applied to 

detect differences between postures. In addition, 3D 

surface objects of all subjects in every posture were 

reconstructed from high-resolution images using 92 

cameras simultaneously (Vectra WB360, Canfield 

Scientific Inc., USA) (Figure 1).  

 

Results 

In Figure 1, median values per volunteer and position 

are presented. Median SAT thickness for ten volunteers 

each in supine, resting, driving and standing posture in 

[cm] was 0.56, 0.90, 1.09 and 0.89, respectively. In nine 

out of ten subjects, ASIS SAT thickness increased with 

increasing seatback angle. The individual SAT 

minimum was always found in supine posture. The 

median transfer factor for SAT thickness above the 

ASIS from supine to resting posture is 1.54 (range 1.02 

- 1.87) and from supine to driving posture 1.81 (range 

1.41 - 2.22). The within-subject difference in SAT 

thickness between with and without pressure for the 

supine posture was 0.35±0.14 cm. Significant 

differences between positions was found for driving vs 

supine (p=0.000) and resting vs supine (p=0.019). 

 
Figure 1 Median SAT thickness (cm) above the ASIS in four 

body postures (n=10) and a 3D-object of a resting volunteer 

Discussion 

For the first time, ASIS SAT thickness values for two 

sitting postures, supine and standing posture are 

presented. When seated, the more vertical the upper 

body is positioned, the more SAT thickness tended to 

increase at ASIS level. As SAT thickness was smallest 

in supine posture, it might be underestimated in current 

FE HBM. A transfer factor of 6 from supine to sitting 

measured based on one post mortem subject in [2] 

cannot be confirmed within the present cohort. Various 

factors, e.g. imaging modality, posture, age and post 

mortem processes, may contribute to this deviation. 

Combined SAT thickness data and reconstructed 3D-

objects may inform design modifications for existing 

and future FE HBM, ensuring a more biofidelic soft 

tissue representation in a key region for belt 

engagement. 
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Introduction 

Several problems of mechanical engineering can be 

solved by using finite element approach. In the 

framework of biomechanics, the use of numerical 

procedures helps dealing with ethical issues when 

conducting experiments. Thus, for the evaluation of 

protective device, the use of such models has shown 

their wide interest. Nevertheless, developing numerical 

model of protective device, like body armor, has always 

been complex. Therefore, it would be interesting to 

develop an instrumented physical surrogate of human 

thorax for protection assessment. Since materials laws 

and mechanical properties implemented in the 

numerical model are not easily manufacturable, 

simplifications are needed. These simplifications will be 

considered in a new simplified FE model.  This FE 

model must be validated according to well-known 

experiments. This study proposes a simplified human 

thorax finite element model based on HUByx, a finite 

element model of the human thorax [1]. This model was 

validated against experimental data of the literature [2]. 

These data are reused in this study as a reference to 

validate the simplified finite element model of human 

torso called SurHUByx for Surrogate Hermaphrodite 

Universal Body YX. SurHUByx shows consistent and 

interesting results compared to experimental data. 

 

Methods 

The study focuses on the development and the validation 

of SurHUByx biomechanical model. All the 

implemented material laws and components must be 

manufacturable and show a biofidelic behavior. In this 

way, cortical and trabecular parts of bones and costal 

cartilage had been merged. New material properties 

were computed using an equivalence in terms of module 

of inertia. Parameters are available in table 1. 
 

Table 1: New bones and costal cartilage properties. 
 

SEBS (styrene-ethylene-butylene-styrene) is considered 

as a good substitute of human soft tissue, with numerous 

advantages such as mechanical consistency and 

transparency [3]. Transparency can help during 

experimentations. SEBS was used to model soft tissues 

and muscle [4]. The mediastinum was modeled with an 

elastic law using the properties of a synthetic gelatin E= 

0.05MPa. The properties of Hybrid III skin were used to 

model the skin. Finally, to validate SurHUByx authors 

proposed a numerical recreation of test conducted on 

postmortem subjects by Bir et al. [2]. The impact cases 

consist in three different experimental condition (A, B, 

C) where various rigid projectiles impacted the mid 

sternum at different velocities. Experimental corridors 

were provided in the experimental study, which allow 

validating the numerical model in terms of sternal 

deflection time history. These tests are reference tests in 

ballistic even if significant differences may exist with 

living tissue experiments. The rear of the projectile had 

been used to plot curves. 
 

Results 

Figure 1 illustrates the different deflection time history 

in relation with their corresponding experimental 

corridors for impacts A, B, C. 

Figure 1: Comparison of Hubyx and SurHUByx 

deflection time curve. 
 

With the unification of cortical and trabecular parts and 

new simplified constitutive laws, numerical results are 

inside the corridors for each impact, allowing using 

simple and manufacturable material which will be used 

for further development of the physical surrogate. 
 

Discussion 

The model presented in this paper, provide good results 

and the model can be considered as biofidelic. As a 

result, a physical surrogate based on SurHUByx with its 

simplified material properties can be built. 
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Parameters  Bones  Cartilage 

Density (g/mm3) 0.0012 0.0010 

Young Modulus (MPa) 20226 148 

Fracture plastic strain 0.02 - 
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Introduction 

Treatment of complex intra-articular, multifragmental 

fractures of the distal humerus is still challenging and 

associated with the high risk of complications. Open 

Reduction and Internal Fixation (ORIF) with use of 

two contoured locking plates is nowadays a gold 

standard in such cases [1]. However, optimal spatial 

configuration of the stabilizer is still a matter of debate. 

For this reason, the aim of the presented study was to 

provide reliable information on the influence of the 

spatial stabilizer configuration on the biomechanical 

conditions in the treatment of typical variants of 

fracture of the distal part of the humerus. 

 

Methods 

Physical models (fig.1a) of three types of distal 

humerus fractures, medial λ, H and Y according to 

Jupiter and Mehne classification, were prepared with 

use of composite model of humerus (Sawbone 4th 

Gen., Composite). Each of them was fixed using 

Variax Elbow Locking Plate System (Stryker, USA) 

applied in three different spatial configurations: 

parallel, posteromedial and posterolateral [2]. 

Simultaneously, FEM models (fig.1b) of particular 

variants of the humerus – stabilizer system were 

prepared using preprocessor of the ANSYS software.  

 

    
Figure 1: Physical (a) and numerical (b) model of the 
distal humerus fracture (medial λ) fixed with the  
Variax stabilizer in posterolateral configuration 
consisting of the medial and posterolateral plates 
 
Physical models of the fractured humerus - stabilizer 

system were tested using the MTS Insight 1kN 

machine under loadings occurring in elbow joint flexed 

in the range 0 - 145° [3]. The same loadings were 

applied also in numerical analyses. Additional variants 

of loadings were analyzed using only numerical 

simulation.  

Results 

Global stiffness of the fractured humerus – stabilizer 

system as well as deformity of particular plates of 

stabilizer were evaluated using both physical and 

numerical models. Additionally, mutual displacement 

between particular bone fragments were calculated 

basing on results of numerical simulations (fig. 2).   

Figure 2: Mutual displacement in x-y plane (tangential 
component) between distal fragment and the shaft of 
humerus in the coronoid fossa region for various elbow 
joint angle (0 - 145°). Exemplary results for H fracture 
fixed using posteromedial (PM), posterolateral (PL) 
and parallel configurations of the stabilizer 
 

Discussion 

The results obtained for particular variants of the 

fractured humerus - stabilizer model clearly indicate 

that stabilizer does not always provide biomechanical 

conditions for the fracture healing. Spatial 

configuration of the stabilizer should be carefully  

fitted to individual fracture characteristics. Numerical 

modelling could be very helpful in such process, 

especially in the most complex cases.   

 

References 
1. Goel et al, Oper Tech Orthop, 20: 24-33, 2010. 

2. Kruszewski et al, Acta Bioeng Biomech, 22(1): 153-163, 

2020. 

3. Kindcaid and An, J Biomech, 46: 2331–2341, 2013. 

 

Acknowledgements 
Research was performed as a part of project  

WZ/WM-IIB/3/2020 and financed with use of funds for 

science from Polish Ministry of Science and Higher 

Education. 

a b 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

CHANGES IN LOADING DURING FRACTURE HEALING DO NOT IMPACT 
BONE MICROARCHITECTURE OF THE CONTRALATERAL RADIUS 

Danielle Whittier (1,4), Matthias Walle (1), Patrik Christen (2), Penny Atkins (1), Caitlyn Collins (1), 
Michael Blauth (3), Kurt Lippuner (4), Ralph Müller (1) 

 
1. Institute for Biomechanics, ETH Zurich, Switzerland; 2. Institute for Information Systems, FHNW, 

Switzerland; 3. Department Trauma Surgery, Innsbruck University Hospital, Austria.; 4. Department of 
Osteoporosis, Bern University Hospital, Switzerland 

Introduction 

The study of fracture healing using high-resolution 

peripheral quantitative computed tomography (HR-

pQCT) has the potential to improve our understanding 

of bone (re)modelling during healing in vivo [1]. The 

contralateral radius is typically used as a control [1,2], 

but day-to-day use, and thus mechanical loading, of the 

contralateral radius, can be temporarily increased due to 

immobilisation of the fractured wrist. Mechanical 

loading interventions have demonstrated that bone 

microarchitecture can adapt to changes in arm loading 

during a relatively short period (<1 year) and that the 

magnitude of change is influenced by hand dominance 

[2]. This study aims to evaluate whether the temporary 

increase in mechanical stimuli of the unfractured arm 

during fracture healing is sufficient to induce 

measurable changes in HR-pQCT parameters.  

 

Methods 

Patients who had a distal radius fracture were recruited 

from two clinical centres in Bern, Switzerland and 

Innsbruck, Austria. Fractures were immobilised using 

casts for about 5 weeks as part of standard clinical care. 

HR-pQCT (XtremeCT II, Scanco Medical AG, 61 µm) 

scans of the fractured and contralateral distal radii were 

obtained at 1-, 3-, 5-, 12-, 26-, and 52-weeks post-

fracture. Scans with high image motion artefacts were 

removed prior to analysis [3]. The common region 

across time points was determined using 3D image 

registration, and the standard morphological analysis 

protocol was implemented to measure bone mineral 

density (BMD), microarchitecture, and cross-sectional 

areas. The absolute change in bone parameters at each 

follow-up time point relative to baseline (week 1) were 

compared against previously reported least significant 

change (LSC) values to determine whether within-

patient changes in the contralateral wrist could be 

considered significant [4]. Group-level temporal 

changes in HR-pQCT parameters were evaluated using 

mixed-effects regression models. Hand dominance, sex, 

and age were added as fixed effects for assessing 

whether they significantly (p<0.05) influence temporal 

changes in bone properties.  

 

Results 

Data from 24 patients (63% female, mean age 45.8 ± 

17.0 years) were available, where 13 patients had 

completed all study visits at the time of analysis, and all 

participants had at least three time points with scans of 

adequate image quality. Half (n=12) of the patients had 

fractured their dominant arm. Absolute changes in HR-

pQCT parameters showed that cortical BMD, trabecular 

number (Tb.N), bone volume fraction, and cortical 

porosity exceeded LSC for more than one patient during 

follow-up, while all other parameters had no more than 

one patient temporarily exceed LSC (Figure 1). Tb.N 

had the highest ratio of patients exceeding LSC at any 

timepoint, reaching a maximum of 32% of patients with 

changes above LSC at 3 months post-fracture. However, 

changes were typically modest and not sustained for the 

full 52-week follow-up. Mixed-effects models found no 

significant temporal changes in Tb.N or other HR-pQCT 

parameters of the contralateral radius (Figure 1, p=0.07), 

and covariates (age, sex, and hand dominance) had no 

significant association with temporal changes. 

 
Figure 1: Changes relative to baseline in trabecular 

BMD (Tb.BMD) and trabecular number (Tb.N) of the 

contralateral radius during recovery. Individual patient 

trajectories (n=24) are shown in grey, and mixed-effects 

regression in blue. The dashed horizontal lines 

represent thresholds for LSC. 

 

Discussion 

Few patients experienced changes in bone parameters of 

the uninjured radius that exceeded LSC, indicating the 

possible increase in loading does not induce sufficient 

mechanical stimuli to cause lasting changes in bone 

microarchitecture. Temporary increases in Tb.N 

indicate that mechanical stimuli may induce some 

remodelling activity, and assessment of local bone 

morphometry may allow for local structural changes to 

be observed. Overall, this study shows that the uninjured 

wrist can be used as a control for evaluating changes in 

global HR-pQCT parameters during fracture healing. 
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Introduction 
A wide variety of total knee prosthetic implants are 
currently available on the orthopedic market, and since 
this variety includes different tibio-femoral interactions 
(i.e. “levels of constraint”) each with its biomechanical 
consequences on the joint performances, a 
biomechanical comparative study could represent a 
helpful tool for the clinical decision-making process.  
In order to compare the knee biomechanics induced by 
different levels of constraint, this study analyzed four 
configurations from the same family of products (thus 
avoiding the effects induced by the changes in brand-
related design) under three different configurations, 
representing the typical knee joint daily activities. 
 
Methods 
The investigation was performed via finite element 
analysis, and the knee model used was developed from 
an already published and validated model [1]. Among 
the various prosthesis models available, significant role 
is covered by Cruciate Retaining (CR) prosthesis, 
Posterior Stabilized (PS) prosthesis and Constrained 
Condylar Knee (CCK) ones. A further characterization 
is then made between Mobile-Bearing (MB) and Fixed-
Bearing (FB) implants, depending on the insert-tibial 
tray level of constraint. Among the mobile-bearing 
implants, a further distinction between standard and 
ultra-congruent inserts is made depending on the level 
of conformity between the femoral component and the 
insert. 
The prosthesis family analyzed counts four different 
types of designs: two MB CR knee prostheses (one with 
a standard insert and one with an ultra-congruent one), 
one FB PS prosthesis and one FB CCK prosthesis.  
The different designs were therefore incorporated in the 
3D finite element model of the lower leg and analyzed 
in three different configurations, reproducing landing 
and taking-off phases occurring during the gait cycle 
and chair-rising.  
Implant kinetics (in terms of contact areas and contact 
pressures, together with polyethylene and tibial bone 
stresses) were calculated at the three different loading 
conditions for each design and compared among 
configurations. 
 
Results 
The bone stress distribution in the different regions of 
interest of the tibia returned to be relatively 
homogeneous regardless of the type of design used.  
The MB CR ultracongruent design presented the highest 
congruency, with its contact area value being almost 3 

times higher than the one of the fixed bearing inserts (as 
reported in Figure 1), similarly to what found in [2].  
The main relevant difference was then observed 
between the mobile and fixed bearing models, as the 
contact areas are significantly different between these 
models in all the analyzed loading conditions; as a 
consequence, significant changes in the stress 
distribution are observed at the interface between the 
prosthetic components and in the poly insert, but no 
significant stress difference is found on the tibial bone.  
 

Figure 1 – Medial (M) and Lateral (L) contact areas of 
the different prosthesis in the three configurations 
analyzed (A, B, C) 
 
Discussions 
Comparing biomechanically the different level of 
constraint it was possible to highlight differences in 
terms of implant and bone stress, with the main relevant 
difference being between the mobile and fixed bearing 
models. Moreover, the different models exhibited a 
symmetrical medial and lateral distribution of the 
contact areas, which is not always common among all 
the currently available prosthesis (i.e. medial pivot 
designs). In each configuration, the distribution of the 
stress on the different zones of the tibia (proximal, distal, 
cortical, total) is relatively homogeneous between the 
models. Changing the prosthetic implant would 
therefore not induce a big variation of the stress 
distribution in the different regions of the tibial bone, 
while it would however significantly change the 
distribution of stress at the interface between the 
prosthetic components. 
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Introduction 

Polyethylene wear caused by high contact pressures is 

one of the main reasons for total knee arthroplasty 

(TKA) failure [1]. Finite element (FE) modelling has 

been widely used to estimate tibiofemoral contact 

pressure in different implant designs. However, a clear 

understanding of the influence of implant design on the 

articular contact mechanics during functional activities 

has been limited by uncertainty in their input implant 

kinematics. 

Using accurate 3D implant kinematics from mobile 

video-fluoroscopy together with a combined 
musculoskeletal and FE modelling approach, we aimed 

to investigate the influence of implant design on the 

articular contact pressure during level walking. 

Methods 

Thirty subjects (10 with a posterior-stabilized (PS), 10 

with a medial-congruent (MC), and 10 with an ultra-

congruent (UC) implant, Medacta International, 

Switzerland) were measured in our lab. Skin marker 

trajectories, ground reaction forces, and 3D implant 

kinematics obtained from mobile fluoroscopy were 

collected during 5 cycles of level walking [2]. 

A previously validated musculoskeletal model [3] was 
scaled to the measured subjects. Skin marker trajectories 

and ground reaction force data were used to run subject-

specific models and estimate knee contact force and 

moments following a static optimization approach 

minimizing sum of the squared muscle activations. 

3D geometry of the implants was used to develop 

subject-specific FE models in ANSYS (Ansys 

Workbench, ANSYS Inc.). The metallic parts were 

modeled as rigid bodies, whereas the tibial inlay was 

modeled as a deformable object and meshed with 

tetrahedral elements (Figure 1A, max. mesh size = 
0.8mm).  

The tibial component was fixed to the ground, while a 

six degree of freedom (DoF) tibiofemoral joint allowed 

reconstruction of the fluoroscopic kinematics. Transient 

structural analyses were performed where FE models 

were driven by the input antero-posterior translation, 

internal-external rotation, and flexion-extension. Other 

DoFs of the tibiofemoral joint were left open to be 

driven by the friction-based contact, while superior-

inferior force and abduction-adduction moment from 

musculoskeletal modelling were applied to the joint. 

 

Figure and Tables 

UC and PS implants showed very similar medial contact 

pressure (MCP) patterns with a maximum pressure of 

around 15 MPa (at around 50% gait cycle, Figure 1B). 

However, the MC implant showed a very different MCP 

pattern with its maximum pressure (14 MPa) occurring 

in early-swing phase. The MC implant experienced the 

highest lateral contact pressure (LCP) (18 MPa) 

compared with other implants (14 MPa for UC and 12 

MPa for PS, Figure 1C). 

 

Figure 1: A) The modelling flowchart. B) Mean and std 

of medial contact pressure during walking. C) Mean and 
std of lateral contact pressure during level walking. 

 

Discussion 

Our findings highlight the relationship between implant 

conformity and contact pressure distribution in TKA. 

While the incongruent articular geometry on the lateral 

side of the MC implant is designed to allow more axial 

rotational freedom, the very small lateral contact area 

seems to considerably increase the maximum LCP. 
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Introduction 

The use of metaphyseal cones is a suitable procedure to 

manage severe bone loss in revision total knee 

replacement. Since the metaphysis of such patients 

could shows important defect, the bone is weak and 

might be easily damaged during the surgery [1-2]. 

Nowadays, the cones available in the market are rigid 

and, unless they are custom-specific designed, are 

unable to correctly adapt to the shape of the patient’s 

bone. Therefore, flexible metaphyseal cones have been 

recently introduced to reduce potential bone trauma 

during implantation surgery as they theoretically 

improve the interaction between cone and bone, 

reducing bone stress and relative risk of fracture.  

Preliminary clinical study on the use of such devices 

have shown promising results [3]. However, an in-vitro 

biomechanical study is required to evaluate and quantify 

the effects of flexible cones during their surgical 

implantation and the performance during common daily 

activities. 

 

Methods 

This study is performed using finite element analysis, 

based on an already validated and published knee finite 

element model [4]. 

For the bone, the geometry of a femoral sawbones (right 

side, size medium) was selected in agreement with 

previous studies [2,4,5]. The geometries of the 

orthopedic devices used were selected based on data 

coming by the industrial manufacturer.  

To take into account for different implant designs 

geometries, two versions were considered for this study: 

a 2-zones and a 3-zones cone. The 2-zone cone is 

interacting medio-laterally, while the 3-zones also have 

a potential interaction on the anterior side of the bone. 

Each geometry was modeled as flexible and as rigid; the 

rigidity of the cones was achieved fixing the two metal 

posterior flanges to avoid any the relative movements of 

the cone. With this approaches both rigid and flexible 

cones are characterized by the same external and 

internal geometry, therefore the bone-cone interaction is 

the same, a part of the different flexibility of the two 

designs. 

The cones were mounted on a femoral bone following 

surgical guidelines provided by the manufacturer and 

coupled with a hinged revision TKA. 

Three activities were simulated in this study: surgical 

impaction, walking and chair-rise based on previous 

studies [6,7]. 

 

Results 

Quantitatively, figure 1, considering the metaphyseal 

region of the femur, during impaction, the Von Mises 

stress have been considerably reduced by the use of the 

flexible cone. In details, comparing the flexible with the 

rigid cone, the 2-zones reduced the average stress of 

around 50% anteriorly and 40% posteriorly; while the 3-

zones reduced respectively the stress of 6% and 36%. 

Moreover, the bone stress resulted also better distributed 

and more homogenous all over the cortical bone, with 

lower bone peaks. 

The investigation of the two daily loads did not show 

remarkable differences between the cones and the stress 

distribution did not represent any risk of bone damaging, 

and similar implant stability.  

 

 
 

Figure 1 – Average Von Mises stress, normalized with 
respect to the Rigid outcomes, for the anterior and the 
posterior cortical bone in the case of 2-Zones cone. 
 

Discussions 

As flexible cones are able, during the impact, to deform 

their geometries, they show a reduced average and max 

von mises stress and, therefore, a reduced risk of bone 

damage intra-operatively, with respect to rigid cone. 

The comparative investigation of the daily activities 

showed no major differences between rigid and flexible 

cone in terms of stress distribution, stress magnitude and 

implant micromotions. Thus, the performances of the 

flexible cone are the same of the rigid cone when 

common activities are performed, and despite their 

flexibility, the implant stability has not changed. 
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Introduction 
Although total knee arthroplasty (TKA) is an 
established procedure with 95% survivorship, around 
14-39% of patients report dissatisfaction with the 
outcome [1]. One of the reported causes is anterior knee 
pain due to paradoxical anterior shift. Despite a wide 
number of available TKA designs, there is no clear 
consensus about the effectivity of specific design 
geometrical features in combination with cruciate 
ligaments strategy to achieve a physiological knee joint 
kinematic pattern during flexion. The aim of this study 
was to analyze two different TKA designs in both 
cruciate ligaments strategy during in-vivo conditions to 
achieve an understanding of the outcome. 
 

Methods 
Four cohorts of patients operated with specific TKA 
designs consisting of; gradually changing radius 
posterior stabilized (G-Curve PS), gradually changing 
radius cruciate retaining (G-Curve CR), lateral pivot CR 
(LP-CR), asymmetric bicruciate stabilized (A-BCS) and 
asymmetric CR (A-CR) were analyzed in-vivo during 
unloaded flexion-extension and loaded lunge. Single 
plane fluoroscopy was used to collect the movement 

from extension until 
maximal flexion [3]. 
Specific medial and 
lateral distal points 
relative to the tibia 
component plateau 
were determined to 
conduct a kinematic 
analysis (Figure 1). 
 

 
 
 

Figure 1: Specific medial and lateral distal points. 
Results 
A clear tendency towards a paradoxical anterior shift 
was observed on the medial compartment in all CR 
cohorts during unloaded flexion-extension (Figure 2, 
top). Although still present during loaded lunge, the 
magnitude of the anterior shift was however reduced. 
Also, certain degree of lateral femoral rollback can be 
observed. In contrast, the kinematic of both BCS and PS 
systems was characterized by reduced movement on the 
medial compartment and femoral rollback on the lateral 
compartment during unloaded flexion-extension (Figure 
2, bottom) and loaded lunge.

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Knee joint kinematics during unloaded 
flexion-extension in CR (top) and PS (bottom) systems. 
 
Discussion 
Although there is undoubtedly an effect of specific 
design features, the results of this in-vivo study showed 
that despite geometrical contribution, the kinematical 
outcome is definitely conditioned by the cruciate 
ligament strategy selected. Although cruciate retaining 
systems are very well established, the kinematic of the 
analyzed CR cohorts indicates that the retained posterior 
cruciate ligament alone is insufficient to avoid 
paradoxical anterior shift during flexion. Future 
designing needs to consider the multifactorial aspect of 
TKA and as consequence the interaction between 
ligament tension, loading and geometrical features. 
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Introduction 

Knee instability is one of the main factors accounting for 

poor outcomes after total knee arthroplasty (TKA) [1]. 

Clinically, assessment of joint instability depends on the 

surgeon’s passive examination and patient reported 

outcome measures. The relationship between passive 

laxity and joint stability during activities of daily living 

is not well understood, which can result in discordance 

between surgeons and patients [2]. Therefore, to 

determine whether more objective relationships exist, 

the aim of this study was to investigate in vivo 

tibiofemoral implant kinematics in subjects with stable 

and clinically diagnosed unstable knees after TKA 

during daily activities. 

 

Methods 

Two study cohorts (stable:7m,3f; unstable:2m,6f) with 

the Persona CR implant design and UC inlay (Zimmer 

Biomet) were recruited from the Schulthess Clinic, 

Zurich, based on the presence or absence of signs of 

clinical knee instability. One standing trial and 3-6 

complete cycles of level gait, downhill walking as well 

as stair descent were assessed for each subject using 

mobile fluoroscopy [3]. The 3D geometries of the 

implant components were then registered to the 2D X-

ray images to provide the 3D tibiofemoral rotations [4] 

and anterio-posterior (A-P) translation for the medial 

and lateral condyles [5], which were compared between 

the cohorts using an independent t-test. 

 

Results 

Comparable ranges of A-P translations were observed in 

the medial as well as the lateral condyle between the 

stable and unstable group throughout both the stance- 

and swing phase in all activities (Table 1, Figure 1).  

A-P translation 

[mm] 

Stance phase Swing phase 

medial lateral medial lateral 

level gait stable 5.4±1.4 5.1±1.0 7.0±2.5 5.7±1.9 

 unstable 4.5±0.9 4.5±0.8 6.2±1.6 5.5±1.5 

downhill stable 4.2±0.9 4.0±0.7 5.7±1.5 4.7±1.2 

 unstable 3.4±1.0 4.5±0.7 5.5±1.5 5.4±2.0 

stair stable 5.1±1.6 5.5±1.9 7.7±1.7 6.0±2.1 

 unstable 4.6±1.2 5.5±1.7 6.9±1.7 7.4±2.9 

Table 1: Mean±sd of A-P translation range for stance 

and swing phase for all activities. 

 

Interestingly, the differences in two condylar A-P 

translations (lateral RoM - medial RoM) showed a 

significant difference between groups during stance 

phase of downhill walking (unstable 1.1±1.3mm, stable 

-0.2±1mm) and swing phase of stair descent (unstable 

0.5±2.4mm, stable -1.7±2.0mm). 

For joint rotations, only range of adduction/abduction 

during stance phase of downhill walking exhibited a 

significant difference between the cohorts (unstable 

3.5±0.3°, stable 2.9±0.4°). All parameters were 

associated with high inter-subject variability (Fig. 1). 

 
Figure 1: Mean±sd of A-P translations for the medial 

and lateral condyles over complete gait cycles of level 

gait, presented relative to the standing trial. 

 

Discussion 

The range of adduction/abduction and the difference in 

A-P translation between the condyles showed some 

potential for differentiating between stable and unstable 

cohorts in the more challenging activities. These 

differences could be explained by increased ligament 

laxity and more restricted medial condylar movement in 

the unstable knees possibly resulting from the 

differences in muscular constraints. The large inter-

subject variability demonstrates the challenge in 

quantifying joint instability in vivo. Further analysis into 

time series of implant kinematics and EMG synergies 

might offer further discretisation and provide clinicians 

with a better understanding of knee stability after TKA. 
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Introduction 

While mechanical alignment (MA) is most commonly 
targeted in total knee arthroplasty (TKA), alternatives 
such as anatomical alignment (AA) have been 
proposed. Along with improving ligament balancing, 
AA aims at a horizontal joint line during the stance 
phase of walking, by means of tilting the joint line 
medially by ~3° relative to the mechanical leg axis. 
The hypothesis behind this concept is that this would 
lead to more uniform load distribution. So far, this link 
between anatomy and loading has not been analyzed in 
vivo. The aim of this study was therefore to determine 
how the joint line moves during functional activities, 
and investigate its relationship with internal joint 
loading. 

Methods 

Six TKA patients (aged 65-80y) with instrumented 
tibial components performed 5-10 cycles of level 
walking. The in vivo tibio-femoral (TF) forces were 
synchronously measured together with the component 
kinematics using a mobile video-fluoroscope. In vivo 
kinematics were used to determine the dynamic 
orientation of the joint line and compared against the 
subjects’ static alignments from postoperative frontal 
radiographic images. 

Results 

During stance, the joint line was tilted laterally in 
reference to the ground by up to 8°. At the peak TF 
force, the joint line tilt was usually 0°–2° smaller than 
its maximal value (Fig. 1). The tibial implantation 
varus had more impact (R2=0.50) on the peak medial 
TF force than the overall varus alignment (hip-knee-
ankle, HKA) (R2=0.22). When the stance phases of all 
patients were combined, the relation between the 
dynamic joint line tilt and the medial TF force was 
weak (R2=0.17). In contrast, the external adduction 
moment (EAM) correlated strongly with the medial TF 
force (R2=0.85) (Fig. 1). Similarly, the ratio of medial 
to total TF force showed a strong correlation with the 
EAM (pseudo R2=0.78) but less with the dynamic joint 
line tilt (pseudo R2=0.19). 

Discussion 

The static and dynamic joint lines differ quite 
substantially, indicating that an anatomical alignment 
could indeed make the dynamic joint line more 
horizontal. However, during the loaded stance phase 
the dynamic joint line varies substantially and did not 
dominate the TF force distribution or even the medial 

TF force. The variable relationship between the static 
and the dynamic joint line during the loaded stance 
phase, and the weak correlation of static HKA to peak 
medial TF force, are consistent with the findings of 
other studies: The static radiographic joint line 
measures are not reliable predictors of the contact load 
dynamics in vivo. In contrast, the external abduction 
moment is a much stronger predictor. 

 
Figure 1: TOP: Lateral tilt of the joint line during the 
stance phase relative to the ground (solid lines, bars 
indicate range), and relative to the mechanical axis of 
the leg (dashed). BOTTOM: Correlations of the medial 
tibio-femoral contact force with the lateral joint line 
tilt (left) and the external adduction moment (EAM) 
(right). Adapted from [3] under CC-BY. 
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Introduction 

Every osteosynthesis device needs to guarantee the 

mechanical success of the implant: ASTM F382 is the 

latest and most widely used test standard for metallic 

bone plates [1]. ASTM standards establish a test 

methodology and define the setup condition, but 

insufficient knowledge is available to predict the 

success or failure of fixation devices in the first few days 

after surgery. The main purpose of this work is to 

develop an analytical procedure to determine the 

minimum level of performance of a generic bone plate 

and simplify the experimental tests campaign for 

regulatory purposes. 

 

Methods 

Quasi-static and dynamic four-point bending tests were 

performed as reported in the ASTM standard to 

determine the plate fatigue life and the related maximum 

bending moment. The maximum von Mises stress in the 

ASTM setup was calculated, and then validated through 

a Finite Element (FE) model, with a first analytical 

model (Figure 1a), informed by a parametric FE model 

(FEM-SCF) able to determine the stress concentration 

factor (SCF) induced by the hole plate longitudinal 

curvature. A second analytical model of the implanted 

plate was created starting from the experimental failure 

section of the plate (second-order tetrahedral mesh with 

a size of 1 mm). The femur was modelled with cortical 

bone only, considered as a rigid body, while the 

fractured bone was inserted in correspondence with the 

free length of the plate through a linear spring (stiffness 

equivalent to 5 % of the axial stiffness of femur cortical 

bone). Loads measured during normal walking were 

applied to the femur, according to Bergmann et al., 2001 

[2]. The analytical model was finally validated with a 

FE model of the plate-femur assembly (Figure 1b).  

 

Results 

The runout load obtained through the experimental tests 

was equal to 22800 Nmm. In the ASTM setup, the 

analytical model of the plate determined maximum 

equivalent stress equal to 1029 MPa (the standard SCF 

[3] was increased by 2.25 times because of the 

curvature, as obtained from FEM-SCF results), while 

the FE model showed a peak of 1025 MPa in the same 

zone where the failed specimens exhibited fracture 

(Figure 1a). The maximum analytical stress calculated 

on the critical section of the implanted plate was 

reported in Figure 1b and it was equal to 780 MPa (error 

with respect to FE model < 5 %). 

 
Figure 1: a) Four-point bending setup, fractured zone 

of a failed specimen, and related FE model results of 

tested area for model validation; b) analytical model of 

the femur-plate construct and equivalent stress 

distribution on the implanted plate. 

 

Discussion 

The proposed procedure allows to avoid comparison 

with a predicate device and reduce the times involved in 

the experimental tests for regulatory purposes. In 

addition, the parametrical study for the SCF 

determination of a curved plate could be extended in 

order to identify the minimum performance of a wide 

range of fixation devices. 
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Introduction 

In vivo data on tibio-femoral loads and kinematics is 

critical for understanding knee biomechanics, 

developing implants, and performing computational 

simulations. The extensive CAMS-Knee dataset [1] 

contains implant kinematics from dynamic fluoroscopy 

and contact loads from instrumented implants. 

However, a standardized summary of that data is needed 

to facilitate use by the research community and for time-

intensive testing and simulation tasks. Thus, we present 

“Stan”, the standardized CAMS-Knee subject. One 

application of Stan’s data is knee implant wear 

prediction. Currently, the model-based ISO 14243 

loading and kinematic boundary conditions (BCs) are 

standardly used to investigate knee implant wear. To 

demonstrate the importance of using in vivo measured 

BCs based on Stan compared to existing standards, we 

use a state-of-the-art computational wear prediction 

algorithm to investigate the differences in 

abrasive/adhesive wear due to the applied BCs. 

 

Methods 

Using the Orthoload HIGH100 averaging methodology 

[2], we obtained Stan’s standardized tibio-femoral 

kinematics and associated CAMS-HIGH100 kinetics 

from the six subjects and five activities of the CAMS-

Knee dataset. We then built finite-element models of the 

ISO force controlled (FC) and displacement controlled 

(DC) knee implant wear tests. Stan’s (FC, DC), and the 

original Orthoload (FC) BCs for level walking were also 

applied to otherwise identical copies of the ISO models 

to enable direct comparison. Polyethylene inlay wear 

and creep was predicted for 5 million cycles using a 

cross-shear and contact-pressure dependent wear model 

and a compressive creep model. 

 

Results 

For level walking, Stan’s CAMS-HIGH100 loads 

matched the Orthoload-HIGH100 loads well, whereas 

the ISO loads and kinematics were objectively different 

(Fig. 1). The DC Stan model showed the lowest and the 

ISO FC model the highest wear rate (Fig. 2). Contact 

was more posterior and less conforming for the DC 

models compared to the FC models, so much so that the 

ISO DC model dislocated. Despite differences in the 

applied loads and resulting kinematics in the FC models, 

their wear patterns were all similar, with a larger and 

more anterior medial wear scar. All three FC models 

incorrectly predicted internal-external rotation to be 

effectively zero in stance phase, and more anterior 

contact than observed in vivo (Stan DC model). 

 

 
Figure 1: Comparison of applied BCs. Dashed lines: 

mechanical axes. Dotted lines: implant axes. 

 

 
Figure 2: Wear rate, wear scar depth and centroid (X) 

after 5 million cycles (Mc). 

 

Discussion 

We presented Stan’s set of standardized tibio-femoral 

loads and kinematics and demonstrated their 

applicability to implant wear prediction. The DC Stan 

model’s lowest predicted wear is likely due to the lower 

contact area, while the FC models’ similar wear scars 

indicate that contact mechanics were principally 

governed by the highly constrained implant geometry. 

More generally, the FC-DC mismatch demonstrates the 

importance of fluoroscopy kinematics such as Stan’s for 

validation and future improvement of knee simulation or 

testing setups. 
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Introduction 
In vitro experiments and finite element models can 
provide important insights into implant failure due to 
wear [1]. While these methods are heavily influenced by 
the applied boundary conditions (prescribed loads and 
kinematics), and parameters that have important effects 
on knee loading (such as limb alignment and muscle 
coordination) vary across patients, current ISO wear 
testing standards only specify a single loading condition. 
Thus, to understand the detrimental in vivo conditions 
that lead to premature implant wear, there is a need to 
establish a range of wear testing scenarios to cover the 
full inter-patient kinematic and kinetic variability during 
activities of daily living. This study applies probabilistic 
musculoskeletal simulations of full body and joint level 
mechanics for a range of different implant alignments 
and muscle coordination strategies to establish their 
influence on boundary conditions for future 
investigations of implant wear.   
 
Methods 
A full body, muscle-driven model with 6 degrees of 
freedom tibiofemoral and patellofemoral joints [2] was 
developed for subject K5R from the CAMS-knee 
datasets [3]. Probabilistic simulations were performed 
using the Concurrent Optimization of Muscle 
Activations and Kinematics approach [4] to predict 
secondary joint kinematics and knee contact loads using 
motion capture and ground reaction force data of one 
level walking cycle. The cost function minimized the 
sum of the squared difference between the actual muscle 
activation and an input desired activation function. The 
varus-valgus implant alignment of the baseline subject-
specific model was perturbed to generate 10 models 
with random alignments. Each model was then 
combined with 100 sets of randomly determined desired 
muscle activations. This resulted in 1,000 probabilistic 
simulations, which allowed us to study the effect of 
parametric variation of the implant alignment and 
neuromuscular coordination on the predicted secondary 
tibiofemoral kinematics and contact loads during 
walking. 
 
Results 
The perturbed alignments and coordination caused the 
largest variability in medial translation (mean: 4.34 mm) 
and internal rotation (mean: 4.22 deg), compared to the 
other secondary kinematics (Fig. 1). For medial 
translation, this variability remained almost constant 
throughout the gait cycle. For knee internal rotation, this 
variability was higher during late stance, when the 

second vertical knee contact force peak occurred (7.38 
deg). Variability in knee contact loads was in general 
larger during the stance phase compared to swing phase 
(e.g., for anterior-posterior force, 0.34 BW during stance 
phase compared to 0.17 BW during swing phase). The 
vertical force, on the contrary, exhibited a high 
variability throughout the entire gait cycle (mean: 1.24 
BW, maximum: 1.75 BW). 

 
Figure 1: Knee kinematics and knee contact loads 
(colours according to displayed axes, translations are 
relative to the initial implant pose at heel strike). The 
bold centrelines are the mean and shaded regions show 
the 5th to 95th percentiles of the 1,000 simulations. 

 
Discussion 
The presented framework provides a powerful tool to 
improve our understanding of the in vivo kinematic and 
kinetic behaviour of the knee for a wide range of muscle 
coordination strategies and different implant 
alignments, and to establish upper and lower limits on 
the boundary conditions that should be considered for 
realistic implant wear testing. Future work will include 
variation of the implant alignment in all directions and 
exploration of other activities.  
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Introduction 

Finite-Element (FE) models are mandatory during 

preclinical testing of implants to determine worst-case 

constructs under quasi-static loading conditions 

according to the corresponding standards. However, in 

dynamic wear testing of knee-joint prostheses, a 

medium size combination is tested representatively for 

a whole system by default [1]. A drawback of this 

practice is the possibility to overlook design- or 

combination related issues, which might affect the 

lifetime of implant components, especially the 

polyethylene inlay. Aim of this study was the 

development of a dynamic FE-framework to identify 

worst-case size combinations and kinematics in a virtual 

wear simulator setup covering five daily activities and 

high, dynamic loads [2]. 

 

Methods 

Two cruciate sacrificing knee designs were tested 

physically on a wear-testing machine prior the model 

development using a high demanding, daily activity 

protocol (HDA) [2]. A simplified FE-setup was 

generated, reduced to the 3D geometries of the assembly 

whereas the representation of the mechanical wear 

simulator conditions and the load transmission was 

achieved by joint elements. Inertial and other time-

related effects of the physical situation were 

compensated by a system of spring- and damper 

elements (Fig.1).  

 

          
Fig.1: Simplified FE-representation of a wear-testing 

machine running an HDA-protocol. 

 

Using a time-series signal optimization approach on the 

anterior-posterior translation and the internal-external 

rotation results for each activity, 38 variable parameters 

were varied in between pre-defined limits in a 

semiautomatic workflow. For each design, two 

consecutive cycles of a single activity were analysed and 

the results of the second cycle were used for the 

optimization. Based on the determined values, a single 

set of averaged parameter settings was identified that 

covers all activity cycles sufficiently. 

 

Results 

A total of 1010 dynamic analyses were carried out in 

order to find a sharable set of parameter values. The 

resulting kinematics of five dynamic activities, using the 

determined parameter set, are shown in Fig.2. 

 
Fig.2: Kinematic results of two designs (D1 & D2) in five daily 

activities compared to actual HDA test data (dotted lines). 

 

Discussion 

In this study, an efficient simulation workflow for 

design evaluation was developed. Therefore, a HDA 

wear-testing machine was simplified to boundary 

conditions and stabilizing elements, using a single set of 

parameters for all activities. The calculated kinematics 

were in a comparable range to the machine output. 

Further applications of the method were found in 

systematic analyses of entire implant systems to achieve 

consistent kinematics over the size compatibility range 

in the design process of new implant systems. 
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Introduction 
Finite element (FE) modeling is an accepted method to 
evaluate the biomechanical behavior of fracture 
fixations, i.e. bone-implant constructs [1,2]. Validated 
models are required for trustworthy predictions [3]. To 
achieve reasonable results with a low amount of 
computation time, assumptions and simplifications are 
usually made to model geometries, interactions, or 
loads. Further, material properties are usually taken 
directly from literature [1]. Experimental validation 
studies frequently use construct stiffness as the main 
validation metric [2]. However, in locking plate 
fixations of diaphyseal fractures, fracture gap movement 
and plate stress are two important factors determining 
healing progression and implant fatigue failure, 
respectively. Stereoscopic digital image correlation 
(DIC) techniques allow tracking of displacements and 
deformations and thus offer further metrices for FE 
validation. Therefore, the aim of this study was to 
evaluate material and interface properties in a 
systematic manner and apply the resulting knowledge 
on a whole construct models to validate fracture gap 
movement and implant surface strain. 
 
Material and Methods 
The construct validation was divided into different 
stages based on model complexity (Figure 1). First, the 
material properties of the isolated implant components 
were determined via four-point bending of the plate and 
three-point bending of the screw. Second, stiffness of 
the screw-plate interface was evaluated by means of 
cantilever bending to determine the properties of the 
locking mechanism. Third, different configurations of 
entire fixation constructs were tested on an artificial 
bone (Canevasit) rod in axial loading, measuring the 
implant surface strain and the fracture gap movement.  

 
 

The material and interface properties assessed in these 
experiments were then implemented into FE models of 
entire fixation constructs with different configurations 
corresponding to the third experiments. The computed 
FE surface strains and fracture gap motions were 
compared with the experimental results. 

 
Results 
The experimentally measured gap motions of the 
different construct configurations correlated strongly 
with the simulated results (R2>0.99). Plate surface 
strains showed tight correspondence with the FE results 
(R2>0.95, Figure 2). The predictions were quantitively 
correct but showed slight deviations in large plate 
working length scenarios. 

 
Figure 2: Experimentally tested construct (A) with DIC-

measured surface strains on a locking plate (B). Virtually 
replicated construct assembly (C) and underlying FE strain 

results (D). Quantitative comparison between measured 
surface strains (red) and FE results (blue) along the plate 

cross-section (E). 

Conclusion 
Successful construct validation with accurate 
predictions was achieved in a systematic approach by 
determining material properties and locking mechanism 
behavior in isolated tests incorporating the newly gained 
knowledge into simulations of entire fracture fixation 
constructs. Beyond standard measures, this study 
showed quantitatively correct results for fracture gap 
motion and implant deformation. These validated FE 
models are intended to be utilized in a novel online 
education tool OSapp [4] to illustrate and explain 
biomechanical principles of fracture fixations. 
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Introduction 

Polyetheretherketone (PEEK-OPTIMATM) is of interest 

as a material for the total knee arthroplasty due to its 

stiffness properties being comparable to the stiffness of 

bone. Consequently, aseptic loosening resulting from 

stress-shielding of the peri-prosthetic bone may be 

prevented. When introducing a new material for a 

cementless femoral component, it is necessary to 

properly test the primary fixation which is required for 

a successful long-term fixation. Therefore, the 

micromotions and normal gaps on the bone-implant 

interface need to be quantified which are both dependent 

on factors as the interference fit and coefficient of 

friction. The aim of this finite element (FE) study was to 

define the effect of interference fit and coefficient of 

friction of a cementless PEEK femoral component on 

the micromotions, normal gaps and gap volume change. 

Secondly, this was compared to a cementless cobalt-

chromium (CoCr) femoral component.   

 

Methods 

In this study, 24 FE models of the femur and femoral 

component were created. The femoral component was 

assigned with a Young’s modulus for either PEEK (3.7 

GPa) or CoCr (210 GPa). Four interference fit (250, 500, 

750 and 1000 µm) and three coefficient of friction (0.5, 

1.0 and 1.5) variations were analyzed. Axial forces of a 

jogging activity from the Orthoload database were 

applied on the medial and lateral condyles [1]. During 

each loading cycle, the forces were incrementally 

increased from an unloaded situation to the maximum 

force and back to the unloaded situation. This was 

repeated four times. We analyzed the 95th percentile of 

the maximum resulting micromotions, the maximum 

normal gap, and gap volume change to quantify the 

primary fixation. The gap volume change, defined as the 

dynamic change in volume between the bone and the 

implant, is an important parameter as it gives us 

information about the fluid flow and debris transport 

caused by repeated opening and closing of the implant-

bone interface as this might over time lead to 

inflammation, osteolysis and loosening of the implant. 

 

Results 

The interference fit and coefficient of friction both 

influence the micromotions, normal gaps and gap 

volume change. The largest 95th percentile of the 

maximum resulting micromotions were generated in the 

PEEK component with low interference fit and low 

coefficient of friction (Figure 1, Figure 2). The largest 

normal gaps and gap volume change were seen in the 

PEEK models with high interference fit and low 

coefficient of friction.  

 

 
Figure 1: Resulting micromotion distribution (mm) at 

the implant interface after the 4th loading cycle. 

 

 
Figure 2: 95th percentile of maximum resulting 

micromotions (µm) on the implant interface after the 4th 

loading cycle. 

 

Discussion 

Although the cementless PEEK femoral component 

generated larger micromotions and interface gaps than 

the cementless CoCr femoral component, a proper 

primary fixation of the PEEK femoral component can be 

obtained by coordinating the surface treatment and 

interference fit. The insights of the current FE 

simulations may be further studied in mechanical 

experiments to get more information on the optimal 

correlation between interference fit and coefficient of 

friction.  
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Introduction  

Total Hip Replacement (THR) is one of the most 

common joint replacing procedures with over 500 000 

registered THR’s in 2020 in the US alone and over 1 

million annual cases in the US predicted by 2035 [1]. 

Primary implant stability in cementless THR is realized 

by hammering the implant in a broached cavity in the 

femur until a tight press fit is obtained. During 

hammering, however, a periprosthetic fracture in the 

bone can occur. Cerclage wires can be tightened around 

the fractured femur to increase the load bearing capacity 

and avoid crack propagation [2]. In this study, the 

influence of applying a cerclage wire on the vibration 

properties of a fractured cylinder – implant system, is 

investigated. 

 

Methods 

Two short fibre reinforced epoxy cylinders (length: 

500mm, outer diameter: 40mm, inner diameter: 38mm), 

filled with a PUR foam of 0.160 kg/m³ (3403-32, 

Sawbones, Malmö, Sweden) were broached to create 

cavities for the insertion of a H-max S size 13 hip 

implant (LimaCorporate, Udine, Italy). The implant was 

inserted by hammering and between each insertion step, 

consisting of 2 hammer blows, vibration analysis was 

performed. A single-axis lightweight accelerometer 

(PCB A352A24, PCB Piezotronics, Depew, NY, USA, 

weight 0.8 g) was attached to the implant neck using 

beeswax and the cylinder-implant structure was 

suspended from elastic bands to simulate free-free 

boundary conditions. Excitation by hammer impaction 

was performed on the neck, opposite to the 

accelerometer. After each insertion step, one 

measurement was done in the mediolateral direction of 

the implant and one in the anteroposterior direction. 

Data acquisition was performed with LMS SCADAS 

LVLIII (Siemens, Leuven, Belgium). The resonance 

frequencies of the system were determined from the 

acquired frequency response function (FRF). When the 

insertion endpoint was reached, determined based on the 

method of [3], the cylinder was placed in a lathe. The 

longitudinal feed of the lathe was used to push a Stanley 

blade into the cylinder to induce a crack and hence a 

release of hoop stress. For two out of four insertions 

however, the cylinder cracked by an insertion hammer 

blow before the insertion endpoint was reached. In both 

cases, vibration analysis was repeated according to the 

methodology above after the fracture was obtained. 

Then a hose clamp (B44106, Van Marcke NV, Gent, 

Belgium) was applied around the femur shaft at 9 mm 

of the proximal end to simulate the effect of applying a 

cerclage wire. The hose clamp was gradually tightened 

with a torque screwdriver A.404 (Facom, Mechelen, 

Belgium) from 1 Nm to 6 Nm with steps of 0,5 Nm.  

Vibration analysis was performed after each step. 

 

Results 

The resonance frequencies after each insertion step, 

fracture and tightening step were compared. All 

resonance frequencies increased during implant 

insertion until the last insertion steps where the FRF’s 

barely changed. Following the methodology of [3], the 

endpoint was assigned to the insertion step where a 

Pearson’s correlation coefficient of 0.99 between two 

successive FRF’s was acquired. When a fracture 

occurred, the resonance frequencies dropped 

approximately 5% over the different experiments. 

Application of the hose clamp and tightening up to 6 Nm 

increased the resonance frequencies again by 

approximately 3% compared to the fractured state. Due 

to mass loading of the hose clamp, this percentage is 

slightly lower than the actual increase by tightening. 

 

Table 1: Results for one experiment with measurement 

in anteroposterior direction - first 6 resonance 

frequencies in Hz for three key situations. 

Insertion 

endpoint [Hz] 

Fracture  

[Hz] 

Hose Clamp  

6 Nm [Hz] 

381,6 373,6 374,4 

969,6 944,8 968,8 

1312,8 1207,2 1246,4 

1780,0 1752,0 1754,4 

2485,6 2408,0 2482,4 

3437,6 3086,4 3308,0 
 

Discussion 

Application of a hose clamp increases stiffness of the 

connection between imlant and cylinder and, as a 

consequence, the resonance frequencies of the fractured 

cylinder-implant system increase as well. A tightening 

torque of 6 Nm for the hose clamps largely restitutes the 

resonance frequencies of the state before fracture.  
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Introduction 

The human head is sometimes subjected to impact loads 

which lead to the skull fracture or other injuries that 

require the removal of part of the skull - craniectomy. 

Consequently, the removed portion is replaced using 

autologous bone or alloplastic material. The aim of this 

work is to develop a cranial implant to fulfil a defect 

created on the skull and then study its mechanical 

performance, integrating it on a human head finite 

element model. The material chosen for the implant was 

PEEK, a thermoplastic polymer that has been recently 

in use in cranioplasty. So, a numerical model head 

coupled with an implant was subjected to analysis to 

evaluate two parameters: the number of fixation screws 

that enhance the performance and ensure the structural 

integrity of the implant and the implant capacity to 

protect the brain compared to the integral skull. The 

main findings point to the fact that, among all tested 

configurations of screws, the model with eight screws 

presents a better performance when considering the von 

Mises stress field and the displacement field on the 

interface between the implant and the skull. 

Additionally, under the specific analyzed conditions, it 

is observable that the model with implant offers more 

efficient brain protection when compared with the 

model with the integral skull. 

 

Results and Findings 

Results are valid only for the implant geometry and 

location chosen, as well as the impact conditions 

studied. In this sense, results must be viewed in such 

context. The numerical simulations involved a finite 

element human head model [1] with an integrated 

implant and were divided into two parts: 

 

1. A parametric study which had the purpose of finding 

out the best configuration of fixation screws, in terms of 

its number, that optimized the mechanical performance 

of the model and the structural integrity of the implant; 

2. A comparative study between a model with a cranial 

implant and another with an integral skull to evaluate the 

implant’s capacity to protect the brain against TBI. 

 

Relatively to the first part of the analysis, the structural 

integrity of the implant was maintained in almost all the 

configurations, except the one with five screws. Also, 

the solution with eight and nine screws proved to be the 

better setups since they could reduce the localized von 

Mises stress and the displacements at the interface 

between the implant and skull, one of the critical zones. 

Also, the evolution of the stresses along the implant 

interface showed local maximums on the regions nearby 

the screws’ locations. About the second part of the 

analysis, the model with the implant showed a greater 

capacity to protect the brain against TBI for all 

parameters evaluated since less percentage of brain 

tissue was at risk of suffering moderate or severe 

injuries. For the particular conditions analysed, the 

reason is related to the more flexible mechanical 

properties of the implant material when compared to the 

cortical bone. Since PEEK has a lower stiffness 

(resultant of a lower Young’s Modulus), a damping 

effect is verified, reducing the brain motion. Overall, the 

modelled cranial implant and the options made during 

the modelling process proved to have a great result since 

the main goals of the work were accomplished, 

specifically the development of a cranial implant that, 

when subjected to impact load, retains its structural 

integrity and ensures brain protection. 

 

 
Figure 1: Typical Displacement field after impacting the 
head with implant 

 
Figure 2: Stresses developed within the brain. 
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Introduction  

The optimal reconstruction of mandibular defects 

remains a clinical challenge. Current reconstruction 

strategies are based on the mechanical connection of a 

bone flap harvest from the patient to the mandible. The 

fixation is ordinarily performed through CAD/CAM 

plates. Although the approach is highly successful, 

recent investigations have reported quite cases of 

osseous non-union [4]. Bone healing is known to be 

highly dependent on the biomechanical conditions at the 

healing site. In addition, recent studies revealed that the 

stiffness and geometry of the fixation system influence 

the regeneration process [2]. A biomechanics evaluation 

of the reconstructed mandible is still missing on plate 

design. Therefore, this study aims to investigate whether 

the healing outcome in reconstructed patients can be 

related to postoperative biomechanical conditions.  

 

Methods 

Four patients were identified as ideal candidates. The 

choice of patient was based on the healing outcome 

(Tab. 1). Subject-specific finite element models (FEMs) 

were built for each patient (Fig. 1). The bone geometry 

was reconstructed from clinical Computed Tomography 

(CT) scans. Homogeneous and linear elastic material 

properties were assigned to elements representing 

fibular and mandibular bone tissue. The fixation system 

consisted of a combination of titanium alloy CAD/CAM 

load-bearing and load-sharing fixation plates. Plates 

design and mechanical properties were derived from the 

individual surgical plan. 24 muscles, modelled as 

actuators, were added to the FEM through coupling 

constraints. Insertion points, muscle attachments, and 

force magnitudes were imported as boundary conditions 

through a musculoskeletal modelling technique [3]. The 

mesh and the coordinate system were maintained 

consistent between the two computational models. To 

ensure a proper occlusion, condylar processes were 

assumed locked in the mandibular fossa.  

 

Patient Healing Fixation System  

1 BC 2MP + 1RP 

2 

3 

4 

BC 

NU 

NU 

1RP 

2MP + 1RP 

1RP 

Table 1: Healing outcomes with fixation system: Bone 

Continuity (BC), osseous Non-Union (NU), Miniplates 

(MP), and Reconstruction Plates (RP) 

 

Three static clenching tasks were simulated with 

intercuspal, incisal, and right unilateral biting. The 1st 

and 3rd principal strains were evaluated for all elements 

at the bone-defect interface.     

 

Figure 1: Subject-specific FE model of postoperative 

reconstructed mandible with CAD/CAM miniplates and 

reconstruction plates.  

 

Results  

The 3D geometry obtained through the segmentation 

process presented a relatively high accuracy, even 

though the CT scans were characterized by artifacts. The 

contact between plates and the mandibular surface was 

retained within the range of 10-2 mm. Preliminary 

studies revealed that the modelling technique adopted 

allows modulating muscle forces according to each 

reconstruction scenario.   

 

Discussion 

The present FE model aims to characterize the 

biomechanics at the bone-defect interface to support 

clinical practice. Further studies are needed for 

modelling the remaining samples and measuring the 

strain distribution. Model verification will be performed 

through a comparison with experimentally measured 

bite forces. 
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Introduction 

Tooth loss can negatively affect mental health and, in 

turn, general health [1, 2]. Its causes are old age, poor 

oral hygiene, gum disease, and tooth trauma [1, 3, 4]. A 

potential treatment are dental implants with a 95% suc-

cess rate [5]. However, they cost around £2000 for a sin-

gle implantation, with £300 for consultations and CT 

scans in the UK [6]. Wearable or self-deployed devices 

for continuous implant monitoring could help to lower 

costs. They require, however, on-board or cloud-based 

mechanical analyses that are currently not available. To 

realise such analyses, we propose a framework combin-

ing acoustic emission (AE) and finite element (FE) anal-

yses to analyse implant stability. Specifically, our objec-

tives were (i) to develop a poro-viscoelastic material 

model for acoustic emissions; (ii) to identify and vali-

date this model; and (iii) to investigate AE for monitor-

ing dental implants in FE. 

Methods 

We developed and implemented a BV/TV and fabric 

based poro-viscoelastic material model [8, 9, 10] as a 

VUMAT in Abaqus (v6.16) to simulate AE through bo-

vine rib. It captures the poroelastic behaviour of bone, 

accounting for the fluid and solid phase, and viscoelas-

ticity as the damping source. We verified that variation 

in fluid content was negligible at small magnitude loads 

using in Abaqus SOILS on four Cubic ROI’s. Two re-

sembling fully cortical and trabecular conditions, and 

two representing end-of-rib open conditions with one 

and three permeable faces. We then performed AE ex-

periments on 𝑛 = 15 bovine rib samples. Ribs were 

loaded with pencil led breaks and AE was detected using 

a piezoelectric sensor (Physical Acoustic micro-80D). 

The frequency and energy of the signals was computed 

and analysed along with maximum amplitude. We var-

ied source-sensor distance from 10 mm to 20 mm, the 

volume of ultrasonic couplant gel used (0 mm3, 15 mm3, 

60 mm3) and mounting technique (rubber-band stiffness 

1691 N/m, 11319 N/m, 29430 N/m). Ribs were fixed in 

alcohol and µCT scanned (XTekCT) at 25-40 µm voxel 

size. BV/TV and fabric were determined from these 

scans using custom code written in Python. We use ex-

perimental results on 10 of the experimental ribs to iden-

tifying fractional viscoelastic parameters (𝐶𝜌 and 𝜌) and 

the remaining 5 ribs for validation.    

Results  

We found variation in fluid content in a porous media to 

be negligible with low magnitude loads (pencil lead 

break 2.89 N). Cortical and trabecular cubes had 0% 

change in fluid content, whereas cubes with 1 and 3 per-

meable side had 20 × 10−4% and 22 × 10−4% change 

respectively.  We found an optimal experimental setup 

with 20 mm source-sensor distance, 0 mm3 gel volume, 

and 29430 N/m rubber-band stiffness. Decreasing 

source-sensor distance (20 mm – 10 mm) increased sig-

nal amplitude (1.4 V – 4.3 V). Increasing gel volume (0 

mm3 – 60mm3) increased amplitude (0.82V – 5V). In-

creasing rubber-band stiffness (1691 N/m – 29430 N/m) 

increased amplitude (0.42 V – 1.03 V).  

 
Figure 1: Simulation of a wave propagating (red arrow) 

through a heterogeneous rib model from pencil led 

break loading of 2.89N (blue arrow). The model was 

made from CT scans (left). Dashed black ellipsoid indi-

cates experiment sensor location on the far side of rib.  

Discussion 

The poro-viscoelastic model adds damping as seen in 

the experiments to the solely poroelastic model, improv-

ing accuracy. The variation in fluid content was as-

sumed to be negligible at our small loads. This assump-

tion allowed a simplified calculation of pore pressure for 

the poroelastic part of the model. The proposed AE-FE 

framework may enable analyses and long-term monitor-

ing of bone-implant interfaces using reflection/transmis-

sion coefficients of the disturbed interface as metric. It 

may, therefore, be extendable to other implantation 

sites. 
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Introduction 
Metopic Craniosynostosis (MC) is a congenital 
craniofacial anomaly, which involves premature closure 
of the metopic suture, leading to restricted brain growth 
and aesthetic problems (abnormal forehead shape). 
Surgical treatment of MC involves extensive skull 
reshaping, usually during the first year of life. More 
recently, minimally invasive endoscopic strip 
craniectomy (ESC) - involving endoscopic resection of 
the synostosis suture via a small frontal incision - has 
been adopted worldwide. ESC in conjunction with the 
post-operative helmeting (ESCH) has shown very 
promising results both in terms of aesthetic and 
functional improvement [1]. Although helmet therapy is 
a well-established methodology, side effects and 
complications such as skin irritation, pain and helmet 
dislodgement remain common. A better understanding of 
the interaction between paediatric calvarium and 
orthotic helmet would most certainly help address the 
individual needs of patients treated with ESCH. 

 
Figure 1. A) PRE model (top view) B) POST model (top 
view), C) Head model showing skull, soft tissues and 
sutures, D) Helmet model, side and E) top view (the * 
shows the location of the rosette); F) helmet 3D printed 
model with strain gauge rosette. 
 
Methods 
A patient affected by MC was treated with EAC (age at 
surgery= 4.8 months) and – post-operatively – orthotic 
helmet therapy treatment to improve head shape. The 
patient 3D scans (Rodin4D®) obtained postoperatively 
(pre-treatment - PRE) and after three months of 
treatment (POST) were processed to create 3D models 
to simulate the effect of helmet remoulding. 
Solidworks® was used to produce 3D shape of the soft 
tissue surfaces; these surfaces were offset by an 
averaged value (2.8mm) to produce a simplified outer 
skull surface, which was afterwards offset by a constant 
value (2.49mm) to create the skull model. The sutures 
for each case were also replicated in the 3D model, as 
well as the osteotomy size (as recorded on theatre). A 
moulding helmet model was created using a sample 

physical helmet available: it was scanned using a 
clinical CT scanner and reconstructed using Simpleware 
ScanIP. The helmet model was imported along with soft 
tissue and skull models in ANSYS. Helmet positioning 
was simulated for both PRE and POST models using 
linear elastic properties for both skull (E = 421MPa) and 
sutures (E=16MPa) and skin (E = 0.42MPa) [2]. The 3D 
model of the helmet and the PRE head model were then 
3D printed on a Stratasys Connect 360 in Vero White 
plastic. A strain gauge rosette was positioned on the 
helmet in the area where maximum strain was predicted 
by the FE model. The helmet prototype was then 
positioned on the PRE model to simulate helmet 
insertion. Strains were recorded and the maximum 
principal strain was derived.   
 
Results 
Helmet positioning simulation showed markedly 
different strain pattern for the PRE and POST models 
(figure 1A). Positioning of the instrumented helmet 
model on the PRE model showed a marked and 
measurable increase in maximum principal strain in the 
area predicted by the FE model (Figure 1B).  

 
Figure 2. A) Maximum principal strain simulation for 
the PRE (left) and POST (right) models. B) Maximum 
Principal strain gauge measurements on the helmet 3D 
printed model (i, iii = baseline; ii = helmet positioning). 
 
Discussion 
This work shows that the interaction between helmet 
and patient head can be monitored by means of 
instrumented orthosis and that strain gauge location can 
be designed using FE modelling. 
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Introduction 
The crouzon syndrome is a rare genetic disorder causing 
premature fusion of cranial sutures, which in some cases 
lead to severe functional problems, including raised 
intracranial pressure and airway and visual pathway 
dysfunction. Surgical treatment includes mid-face 
advancement (following fronto-facial osteotomy), 
performed by means of a rigid external distractor (RED 
FRAME, KLS Martin, figure 1A). The RED frame is 
composed of a vertical carbon rod (connected to a halo 
– in red in figure 1B - which is secured to the patient's 
head) and a horizontal distraction stage where two wire 
connectors are linked by means of wires to the patient’s 
maxilla and allow for distraction force transmission. The 
functional outcomes of distraction are acceptable, yet 
unpredictable. The knowledge of magnitude and 
directions of such vector would provide an important 
tool for distraction planning, thus ensuring an 
improvement in functional and aesthetic outcomes. 

 
Figure 1: A) Schematic of mid-face distraction using 
RED-FRAME B) CAD model of RED Frame used for FE 
modelling, showing the location of the Force F and the 
boundary conditions C) Experimental set up: a replica 
of the wire connector is instrumented using strain 
gauges (see inset) and subject to a calibrated force F. 

Methods 
A 3D CAD model of the RED frame (figure 1B) was 
created in Solidworks® and imported in ANSYS 2020 
R2® for FE modeling. To assess the displacement and 
strain pattern it is subject to during distraction, a direct 
force of 21.25N [1] was applied on each wire connector, 
at an angle Θ which varied between 0 to 60°	. The halo 
was fixed in all directions to simulate connection with 
the patient’s calvarium. The strain pattern on the wire 
connectors was estimated in each configuration.  

A replica of the wire connector was manufactured using 
an aluminum bar and instrumented using four strain 
gauges (SG - two per side: one parallel to the bar, the 
other at 45 degrees - figure 1C, inset). By means of 
calibrated weights (figure 1C), the bar was subject to 5 
to 20N force at a relative angle ranging from 0° to 60° 
(figure 1C). The SG were then wired to a conditioning 
and amplification stage and monitored through a 
microcontroller. The analogue voltage output was read, 
convert it into digital signal, recorded and averaged. 
Multiple linear regression (MLR) was carried out 
between the sensitivity components and force 
components - axial (=F·cos Θ) and shear (=F·sin Θ).  

Results 
FE analysis allowed visualization of the displacement 
pattern on the RED frame and strain pattern on the wire 
connector when subject to distraction force (figure 2A). 
SG measured sensitivity ranged from 0.71 (45 deg) and 
1.82 (longitudinal) μstrain/N at for Θ = 0° to -3.9 (45 
deg) and 3.8 (longitudinal) μstrain/N. The instrumented 
bar showed good response linearity (figure 2B) for both 
45 degrees SG (R2 =96.1%±4.3%) and longitudinal SG 
(R2 =99.3%±0.1%). MLR allowed for effective 
separation of the axial (error = 1.2±0.9N)  and shear 
(error = 0.17±0.3N ) components of the force. 

 
Figure 2: A) FE simulation of displacement pattern on 
the RED frame and strain pattern on the wire connector. 
B) Microcontroller output vs force for the 45degrees 
and longitudinal strain gauges for Θ = 0°, 30°, 60°. 

Discussion 
Magnitude and direction of distraction force can be 
measured using an instrumented version of the RED 
frame. MLR allowed for effective separation of force 
components with a resolution of ~ 1÷2N. 
In the next step, the prototype will be calibrated and 
validated in-vitro using realistic anatomical phantoms. 
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Introduction 
Craniosynostosis is defined by the early fusion of cranial 
sutures leading to clinical and aesthetic impairments 
often requiring reconstructive surgery. Unicoronal 
Craniosynostosis (UC), which affects one side of the 
coronal sutures, is  surgically challenging and current 
solutions involve an invasive reconstruction of frontal 
bones to correct the asymmetry. [1] Spring Assisted 
Cranioplasty (SAC) has become an accepted minimally 
invasive treatment for patients with craniosynostosis 
[2]. However, it cannot be directly used in due to the 
directional limitation of current devices. This is where 
nitinol is expected to make an impact, as it can be 
programmed to be shaped to patient-specific anatomy 
[1]. The objective of this work is to establish a 
computational framework to design novel nitinol cranial 
distractors to correct UC.  
 
Method 
UC patients (n=19) with preoperative CT scans were 
retrieved (age = 1.5 ± 0.4 years) and post-processed 
combining ScanIP (Simpleware) and Meshmixer 
(Autodesk). 3D head models were created and the 
average calvarial thickness was obtained by measuring 
the surface distances between the inner and outer skull 
for each patient.  
 
Statistical Shape Modelling (SSM) was performed using 
Deformetrica to get the mean shape and shape 
variability of the studied population. [3] The resulting 
mean was then used to simulate surgery by Finite 
Element Modelling (FEM) (Ansys 2020). In order to 
select the best virtual surgery strategy, the mean model 
was 3D printed (Stratasys Connex 3 Objet260V) and 
given to five expert surgeons to draw the osteotomies 
which resulted in three different models.  
 
Surgical cuts were replicated in FEM and a spring-like 
distractor was simulated (based on existing distractors 
used in SAC (k=0.17, 0.39, 0.68 N/mm) parameterizing 
the position of the notch for the spring along the 
osteotomy. Spring expansion and the deformed calvarial 
shape were recorded. Head shape changes were 
quantified by measuring the Cranial Vault Assymmetry 
Index (CVAI; a value of 1 refers to a perfectly 
symmetric forehead); and visualized by color maps of 
surface distances from the initial mean 3D model to the 

post-virtual surgery deformed shape (VMTK and 
ParaView) (Figure 2C). 
 

Results 
SSM resulted in a mean 3D model with a CVAI of 4.17. 
The surgical cuts suggested by the surgeons led to three 
osteotomy designs (Figure 2A). 

Figure 2: A) Physical and virtual models of the 
osteotomies (O1-3); B) CVAI according to notch 
position, osteotomy and spring stiffness (the darker the 
stiffer); C) Surface distance maps from pre-surgery to 
the deformed shape showing the worst (above) and best 
results (below). 
 
In all studied cases the CVAI was improved comparing 
to the initial value (smaller CVAI). The second 
osteotomy with the spring located at 30mm from the 
bottom resulted in the best result in terms of CVAI 
(Figure 2B). Thus, this would be the selected osteotomy 
for further steps. However, the deformations obtained 
using only one spring were not sufficient to correct the 
asymmetry. 
 
Discussion 
In this work, SSM, 3D printing and FEM were 
combined to establish a framework for virtual surgery 
for UC as a first step towards the design of a novel 
distractor. Next steps will investigate the addition of a 
second distractor and/or increase in the stiffness of the 
spring in order to correct head asymmetry. The optimal 
designs will be manufactured in nitinol using additive 
manufacturing technology and studied using physical 
and virtual in-silico models of UC.  
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Introduction 
3D printing is a rapidly growing industry. Given the 
complex anatomy of the pelvis, 3D printing has the 
potential to adapt to complex surgery planning and to 
improve procedural accuracy [1]. With the development 
of 3D printing, it is possible to realize metallic implants 
with different characteristics, such as continuous 
external solid parts and highly-inhomogeneous lattice 
structures matching closely the modulus of the bone, 
thereby reducing problems related to stress shielding.  
Some studies consider the optimization of the prosthesis 
implanted. However, most of the computational models 
rely on different simplifications such as no distinction 
among continuous solid parts and highly lattice structure 
present in the additive manufactured prosthesis [2,3,4]. 
This works aims at investigating the influence of 
different materials in a validated Finite Element (FE) 
model of a patient-specific hemipelvis prosthesis, 
implanted in a pelvis bone. Two different steps have 
been performed to develop the computational model: (i) 
experimental validation of the hemipelvis prosthesis, (ii) 
implementation of functional loadings on the implanted 
model. 
Materials 
Experimental validation of the prosthesis model. The 
patient-specific FE model of the hemipelvis prosthesis 
was built using Abaqus 2021 (Dassault Systèmes, 
SIMULIA Corp., RI), assigning different materials in 
the continuous external solid parts, filling lattice, and 
interface lattice structures. The materials of different 
parts were previously characterized through tensile tests 
on dog-bone specimens manufactured in Ti6Al4V by 
electron-beam melting (by Adler Ortho SpA). The same 
boundary conditions of an ad-hoc experimental test 
were imposed on the numerical model (Figure 1a and 
1b). Three different tests were performed in order to 
validate the FE model in terms of stiffness (K, slope of 
force-disp. curve) and local strains (ɛPrinc) using strain-
gauge rosette.  
Functional loadings on the implanted hemipelvis. The 
validated prosthesis was coupled with the patient’s 
pelvis bone model and a general contact was defined 
between them. The fixing screws were considered 
(Figure 1c) and a tighten force of 160N was defined. The 
mechanical characteristics of the bone were assigned 
through Bonemat software using the correlation 
between the Hounsfield units of the CT images and 
Young modulus [5]. The implanted pelvis model was 
loaded through the application of weight and active 
muscles forces in the stance phase of the gait cycle 
(Figure 1c) [6]. 

Results 
Experimental validation of the prosthesis model. The 
numerical model with the characterized materials 
(77GPa for external parts and 58GPa for filling and 
interface lattice structures) demonstrated good 
agreement with experimental static tests (Table 1).  
Table 1: In vitro and in silico results from the prosthesis test. 

 EXP FEA % diff. 
K [N/mm] 1037±56 1176 +13% 

ɛMAX,Princ (µm/m) 50±5 53 +  5% 
ɛMIN,Princ (µm/m) -483±6 -422 -15% 

Functional loadings on the implanted hemipelvis. With 
the applied load, the bone fatigue deformation limit 
(1.95%) and the maximum stress limit (129MPa) were 
not reached on bone and prosthesis [7]. In particular the 
bone underwent deformation values equal to about 
1.58%, while the prosthesis reached maximum principle 
stress values equal to 95 MPa on the filling structures. 
Discussions 
This works shows how an accurate characterization of 
the different parts within 3D printed prostheses is crucial 
for the validation of the corresponding FE models. In 
addition, the different parts of the prosthesis with their 
associated stiffnesses lead to a different distribution of 
stresses and strains on the bone and the prosthesis itself, 
in contrast to literature studies [5,6]. 

 
Figure 1: (a)Validation experimental setup; (b) FE model of 
the test; (c) FE model of the implanted pelvis bone with details 
of muscles forces directions and attachment zones in orange 
(JRF=3300N, T=202N, Gl=3246N, Ab=174N, Qf=147N and 
Bfl=309N) and the screws in red. 
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Introduction 

Degenerative disc diseases are a serious health problem 

which may result in mechanical back pain, reduced 

mobility and poor quality of life. Different surgical 

options for interbody fusion of the lumbar spine have 

been developed.  

The aim of this study is the analysis of the mechanical 

behaviour of a lumbar cage, made of Ti6Al4V ELI alloy, 

produced by electron beam melting (EBM) technique, 

and implanted in the L4-L5 motion segment via 

transforaminal lumbar interbody fusion (TLIF) 

approach. A finite element (FE) model was developed 

for this purpose. 

 

Methods 

The intervertebral device object of the research is a 

partially porous lumbar cage (Fig. 1), which included an 

external shell made of bulk material (blue part in Fig. 

1a), a core (green part in Fig. 1a) and an upper endplate 

(red part in Fig. 1a) both with rhombic dodecahedron 

(RD) microlattice structure.  

The FE analyses were performed by using Altair 

Hyperworks® package software.  

Following a mesh sensitivity analysis, tetrahedral 

element with 0.3 mm size was selected for the mesh of 

the device. The whole lumbar spine was considered in 

the model, including intervertebral discs and ligaments. 

The bone and the discs were meshed with tetrahedral 

elements of 0.6 mm size, while ligaments were modelled 

by using beam elements. At the interface between cage 

and vertebrae, a friction coefficient of 0.8 was 

considered. In Fig. 1b is shown the lumbar spine with 

the implanted cage. The bone was divided in three parts: 

cortical, cancellous and posterior; while the 

intervertebral disc was divided in nucleus pulposus and 

anulus fibrosus.  

The cortical bone was modelled as orthotropic material, 

while cancellous bone, posterior bone, intervertebral 

discs and ligaments were modelled as isotropic material. 

Five different load conditions were simulated: a pure 

compression physiological load of 650 N and four 

different combined load conditions including 150 N in 

compression and 10 Nm moment in flexion, extension, 

lateral bending and torsion. 

 

Results 

The principal stresses at the interface between cage and 

vertebrae were analysed. These results were compared 

to those obtained at the interface between intervertebral 

disc and vertebrae in the intact spine as shown in Fig. 2, 

which shows the results for compression load. The same 

considerations were made for the other load conditions. 

For all the cases, stresses values are lower than the 

mechanical strength of the vertebral bone 140 MPa. 

 

Discussion 

The proposed intervertebral device is an optimal 

solution for the treatment of the lumbar diseases. The 

stress distribution was analysed and compared with the 

model of a non-pathological spine. No overload caused 

by the device was found on the bone. Such behaviour 

does not imply pain due to the mechanical damage of 

the bone. 

 

Figures 

 
Figure 1: (a) TLIF lumbar cage; (b) lumbar spine with 

the implanted cage 

 

 
Figure 2: Principal stresses in the L4-L5 motion 

segment 
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Introduction 

With the advent of an ageing society, the number of joint 

replacements has rapidly increased in recent years. Wear 

is an important factor limiting the life span for artificial 

joints. Recent studies indicated that approximately 10% 

of surgeries each year are revisions [1]. A joint 

prosthesis typically consists of a polyethylene (PE) 

versus polished solid metal surface pair. Instead of the 

solid part, our group uses a porous metal structure. A 

particular type of Voronoi lattice structure has been 

studied. The porous structure is helpful for the hydro-

dynamic effect, which results in reduced friction [2]. 

The structure may also filter the synovial fluid and 

collect wear debris, reducing the risk of abrasive wear. 

This abstract deals with the manufacturing procedure of 

Voronoi-type structured porous structures and early 

stage tribological experiments (pin-on-disk). 

 

Methods 

The generation of a Voronoi structure starts from a 

collection of nodes in a certain space, from which the 

three-dimensional lattice structure is then generated [3]. 

Ti6Al4V powder (grade 23, Carpenter Additive, particle 

size 15-53 µm) was used as material to meet the 

requirements for orthopaedic implants, such as 

biocompatibility and relative low E-modulus. Laser 

powder bed fusion (LPBF, ProX 320, 3D Systems) was 

used to manufacture the pin-shaped samples, which 

were subsequently used for pin-on-disk testing. The 

samples were chemically cleaned (SILC procedure, 3D 

Systems) to improve surface quality. The procedure 

consists of acid bath, centrifuge and oven drying. To 

measure the coefficient of friction (COF) between the 

samples and PE disks, a pin-on-disk test was performed 

with a pin-on-disk tribometer (TRB3, Anton Paar 

GmbH), with three samples in each group. Polished 

solid Ti pins were used as control group. 

 

Results 

Figure 1 represents the surface morphology of a printed 

lattice structure before and after chemical cleaning. A 

large number of powder particles are partially sintered 

to the surface of the as built samples, which is a common 

feature of LPBF. Even though there are some particles 

left deep down, most of the particles located on the 

surface have been removed after cleaning. 

The tribological test results are shown in figure 2. The 

control samples exhibited a COF of 0.21. The dense and 

porous Voronoi structures resulted in a reduction to 0.18 

and 0.16, respectively. Pilot test results indicated the 

COF between PE and samples further decreased to 

around 0.14 after chemical cleaning. 
 

 
Figure 1: SEM pictures of printed Voronoi structures: 

as printed (A and B) and after cleaning(C and D). 

 
Figure 2: Tribological test results, comparison between 

solid pins, and two types of Voronoi structures. 

 

Discussion  

The results of the pin-on-disk tests showed excellent 

frictional properties of the Voronoi structure on PE. 

Further studies will be carried out with the focus of 

improving manufacturing quality, such as optimizing 

geometric accuracy and remove surface particles. Its 

application in artificial articulating surfaces will be 

explored in subsequent studies. 
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Introduction 
Measuring the vertical ground reaction force (VGRF) 
is fundamental in monitoring gait during rehabilitation. 
Force plates and inertial sensors are among the most 
commonly used systems [1], however, such sensors are 
typically expensive and bulky. Alternatively, wearable 
pressure sensitive insoles using commercial force 
sensors have shown potential advantages e.g. low 
profile, portability, and low-cost [2]. Additive 
manufacturing (AM) techniques can be used to 
combine elastomers with electrically conductive 
materials and inks allowing the fabrication of pressure 
sensors [3]. Moreover, the geometry of AM can be 
tailored to create soft metamaterial sensors with the 
desired force range. The aim of this study was to 
develop application-specific wearable sensors using 
mechanical metamaterials with piezoresistive 
behaviour, where the sensitivity can be defined by the 
structural and material properties.  
 
Methods 
Three sensors were designed using regular lattice 
structures to measure different compressive force 
ranges. The sensors were manufactured in two stages. 
First; the sensors were printed using a SLS 3D printer 
in Thermoplastic polyurethane. Second; each sensor 
was immersed in a graphene/ethanol ink solution. 
Lastly the sensors were dried using a vacuum oven. 
Two different gradient concentrations were studied to 
see the effects of the infusion process on the 
piezoresistive behaviour of the sensors. (1) A 
concentration of 2.5 mg/mL applied on a single 
infusion and (2) two consecutive immersions of 0.5 
and 2.5 mg/mL with a drying process in between. The 
sensors were tested using an Instron testing system 
while measuring the electrical resistance across the top 
and bottom layer. The graphene deposition was 
analysed using a scanning electron microscope (SEM).  
 
Results 
The stiffness results obtained from the compressive 
tests for the three prototypes (1.0, 2.0, and 3.0) showed 
repeatable parallel force range trajectories independent 
of the compression velocity (Fig. 1). Despite using the 
same structural stiffness (prototype 1.0 samples), the 
piezoresistive behaviour was influenced by the 
graphene concentration, with lower concentrations of 
graphene leading to substantially greater sensitivity for 
forces between 0 - 25 N (Figure 2). 

 
Figure 1: Stiffness of the three lattice designs for three 
compression cycles (0-50 N, 0-100 N, and 0-150 N). 
 

 
Figure 2: Normalised electrical resistance response for 
prototype 1.0 (1.1, 1.2, 1.3, and 1.4 samples) classified 
for the 2.5 mg/mL and 0.5 - 2.5 mg/mL concentrations.  
 
Conclusions 
Graphene infusion of the sensors in separate phases 
reduced the electrical resistance across the sensor more 
than single infusion deposition. The two-infusion 
process resulted in a linear behaviour over the tested 
force range, while the single infusion method produced 
greater sensitivity at lower forces. These results 
indicate that 3D printed soft metamaterial sensors can 
be fabricated using TPU lattice structures coated with 
graphene inks. The force range results show the 
potential use as wearable sensors for measuring the 
VGRF at foot pressure points during gait.  
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Introduction 

Distal radius fractures (DRF) are among the most 

common fractures and treatment often involves surgical 

reduction and internal fixation with a volar locking plate 

(VLP). Due to their high incidence, fracture treatments 

are extensively investigated – both with experiments 

and finite element analyses (FEA). Still, the loading 

conditions are often highly simplified. In experiments, 

load is typically applied uniaxially at the radiocarpal 

joint (RCJ) using embedding materials or indenters of 

arbitrary shape [1]. In FEA models, either embedding 

material is used or point loads are applied at the articular 

surface [2]. Only rarely, carpal bones and articular 

contact are accounted for [3]. However, the load 

distribution at the RCJ might be of high relevance for 

the loading of the VLP system, as the distal screws are 

positioned just below the articular surface. This study 

investigates if the effort of implementing complex 

boundary conditions with articular contact is justified to 

predict VLP loading parameters accurately. 

Methods 

A reference FEA model of an extra-articular DRF with 

VLP treatment was created based on a computed 

tomography scan. The reference model included carpal 

bones and articular contact in the RCJ and was loaded 

uniaxially with 250 N. Four models with simplified 

boundary conditions were created and compared to the 

reference model (Fig. 1): One with embedding material 

instead of carpal bones (EM), one with carpal bones tied 

to the cartilage of the radius (TM); each loaded either 

uniaxially (EMu, TMu) or with statically equivalent 

loads with respect to the reference model (EMm, TMm). 

Fracture gap movement (FGM), peak von Mises stresses 

in the implant plate, loading of each distal screw, and 

the normalized root mean square error (NRMSE) of the 

effective stresses in the distal fragment were evaluated. 

 
Figure 1: Reference model (RM, left) and models with 

simplified boundary conditions (right) 

Results 

The effective stresses at the articular surface showed 

that local stress peaks are absent in models excluding the 

carpal bones (Fig. 2, left). Errors of the uniaxially loaded 

models (EMu, TMu), were considerable for all 

parameters, ranging from 22 to 187% (Fig. 2, right). 

Even errors in FGM and peak plate stresses were larger 

than 50%.  Using statically equivalent loading greatly 

reduced errors with respect to the reference model also 

in the embedded model (EMm, all below 50%). 

Including the carpal bones with tied contact and 

statically equivalent loads further reduced the error to 

below 10% even for screw loads and stresses in the 

distal fracture fragment. 

 
Figure 2: Stress distributions at the articular surface 

(left) and differences with respect to the reference model 

in mechanical parameters of VLP treatment caused by 

simplified boundary conditions (right)  

Discussion 

The results of this study suggest that realistic multiaxial 

loading is of highest relevance for accurate loading of 

VLP implants, irrespective of including carpal bones in 

the model. These multiaxial loadings could be obtained 

from experimental measurements or musculoskeletal 

models. Including carpal bones might only be relevant 

if screw load distributions or peri-implant bone stresses 

are investigated. In this case, using carpals with tie 

constraints and realistic multiaxial loading seems to 

offer a good trade-off between modelling effort and 

accuracy for computational models. 
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Introduction 

External fixators are the first-line treatment for open 

fractures to the extremities. Commercial devices are 

costly and not pervasively available in Low- and 

Middle-Income Countries (LMICs) due to the lack of 

advanced resources and healthcare training. The need is 

even more critical in conflict-affected regions due to the 

type and severity of injury, damage to the soft tissue [1, 

2], and the lack of provision of commercial devices, 

resulting in a significant shortage. This has resulted in 

homemade external fixators being used [3]. The aim of 

this study was to develop an affordable and locally 

manufacturable unilateral fixator with comparable 

performance to commercial devices.  

 

Methods 

In close collaboration with local partners, the device was 

designed based on local LMIC needs. The resulting 

device is lightweight, reusable, and biocompatible, and 

provides similar stiffness to commercial fixators. 

Imperial has also developed a toolkit (Figure 1) 

including a set of jigs to manufacture the device to 

international standards with conventional techniques. 

Anyone with basic machining skills would be able to 

produce an accurate external fixator using this kit. 

 

Figure 1: Toolkit to manufacture imperial external 

fixator. 

 

The Imperial and Stryker Hoffmann®3 unilateral 

external fixators were tested on cadaver specimens 

under 100 N and results were compared. The 

experimental setup is shown in Figure 2. 

 

Results 

The interfragmentary motion of femur specimens 

measured using a motion tracking system was on 

average 1.84±0.86 and 1.03±0.29 mm for Stryker and 

Imperial external fixators, respectively. In other words, 

the Imperial fixator demonstrated equivalent ability to 

stabilise the fracture as the Stryker device 

 

 

Figure 2: Testing setup to measure interfragmentary 

motion in cadaver specimens. 

  

Discussion 

The Imperial fixator is significantly cheaper than the 

commercial ones, such as Hoffmann 3 because the 

materials used, aluminum and stainless steel, are low-

cost and easily accessible. Also, the design is simple so 

it can be manufactured using conventional tools and 

equipment. Accordingly, this affordable solution can 

match the performance of pricy/commercial devices 

without sacrificing quality and is a viable solution for 

LMICs. After performing various testing, including the 

one explained here, the Imperial unilateral external 

fixator is currently being piloted in Sri Lanka (with local 

manufacture) and Gaza for different cohorts. Further 

engagement with many organisations including WHO, 

UNDP, MSF, and ICRC is being pursued in order to 

translate this device to more LMIC countries. 
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Introduction 

Traditional metal osteosynthesis hardware cannot be 

easily customized for a fracture in the operating theatre. 

Additionally, metal solutions can lead to debilitating 

soft tissue adhesions, especially in complex areas such 

as the hand [1]. A new osteosynthesis method, AdhFix, 

has been developed to combine metal screws and a light-

curable polymer composite for highly customizable 

fixation solutions that induce no soft tissue adhesions 

[2]. While the bending performance of AdhFix is 

advantageous [2], torsion remains unknown. In this 
study, we investigate how the biomechanical 

performance of AdhFix compares to metal hardware 

when loaded in torsion in an ovine phalanx model.  

 

Methods 

Twenty-one ovine proximal phalanges were excised and 

stripped of soft tissue. Specimen-specific 3-D printed 

guides were used to drill four 1.1 mm pilot holes and 

perform a 3 mm gap transverse osteotomy between the 

innermost holes. Next, 1.5 mm cortex screws (DePuy 

Synthes) were inserted bicortically into each pilot hole. 

The light-curable polymer composite was then applied 
using the method developed by Hutchinson et al. [2] to 

create osteosyntheses mimicking bridge plating in two 

groups, having either a narrow (6 mm, N = 9) or a wide 

(10 mm, N = 9) fixation patch. A final group (N = 3) was 

fixated with conventional metal plates (1.5 mm locking 

plates with 1.5 mm Locking Screws, DePuy Synthes). 

Following the osteosyntheses, the epiphyses of each 

bone were embedded in PMMA with a 10 mm hex 

cavity centred along the AdhFix or plate axis for 

biomechanical testing. This cavity was used to position 

and load the constructs on an electromechanical testing 

machine (Instron 5943) in torsion at a rate of 6°/second 

until failure or 45° of rotation was reached. Torque and 

angular displacement were measured, torsional stiffness 

was calculated as the slope of the Torque-Displacement 

curve, and maximum torque was queried for each 

specimen in MATLAB 2020b (The MathWorks, Inc). 
Descriptive statistics and One-Way ANOVAs were 

performed in SPSS 27 (IBM Corp.). 

 

Results 

The torsional stiffnesses of the narrow, wide, and metal 

plate constructs were 39.1 ± 6.2, 54.4 ± 6.3, and 16.2 ± 

3.0 Nmm/° respectively (Figure 1). All groups were 

statistically different from each other (p < 0.001). The 

maximum torques of the narrow, wide, and metal plate 

constructs were 424 ± 72, 600 ± 120, and 579 ± 20 Nmm 

respectively (Figure 2). The narrow constructs were 

statistically different from the wide and metal constructs 

(p < 0.05). The wide and metal constructs were not 

statistically different from each other (p = 0.76).  

 
Figure 1: Box plots of the torsional stiffness for each 

group. Bars show statistical significance (p < 0.05).   

 
Figure 2: Box plots of the maximum torque of each 

group. Bars show statistical significance (p < 0.05).  

 

Discussion 

This work demonstrated that the torsional performance 

of the novel light-curable polymeric solution is 

comparable to traditional metal fixators. As a measure 

of the functional range, the torsional stiffness in the 

AdhFix exceeded that of the metal plate, even in the 

narrow patches which are of comparable dimensions. 

Furthermore, the wide patches were able to sustain a 
similar maximum toque as the metal plates. These 

suggest AdhFix to be a viable, customizable alternative 

to metal implants for fracture fixation in the hand.  
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Introduction 

Proximal humeral shaft fractures are commonly treated 
with long straight locking plates endangering the radial 
nerve distally. The aim of this study was to investigate 
the biomechanical competence in a human cadaveric 
bone model of 90°-helical PHILOS plates versus 
conventional straight PHILOS plates in proximal third 
comminuted humeral shaft fractures. 

Methods 

Eight pairs of humeral cadaveric humeri were 
instrumented using either a long 90°-helical plate 
(group1) or a straight long PHILOS plate (group2). An 
unstable proximal humeral shaft fracture was simulated 
by means of an osteotomy maintaining a gap of 5cm. All 
specimens were tested under quasi-static loading in 
axial compression, internal and external rotation as well 
as bending in 4 directions (Fig.1). Subsequently, 
progressively increasing internal rotational loading until 
failure was applied and interfragmentary movements 
were monitored by means of optical motion tracking. 

Figure 1: Setup with a right humerus instrumented with 
90° helical PHILOS plate and mounted for 
biomechanical testing. A: Axial compression or 
internal/external rotation. B, C: Bending loading in 
varus/valgus in two different views. D: Bending loading 
in flexion / extension. 

Results 

Flexion/extension deformation (°) in group1 was 
(2.00±1.77) and (0.88±1.12) in group2, p=0.003. 
Varus/valgus deformation (°) was (6.14±1.58) in group1 
and (6.16±0.73) in group2, p=0.976. Shear (mm) and 
displacement (°) under torsional load were (1.40±0.63 
and 8.96±0.46) in group1 and (1.12±0.61 and 
9.02±0.48) in group2, p≥0.390 (Fig.2). However, during 
cyclic testing shear and torsional displacements and 
torsion were both significantly higher in group 1, 
p≤0.038. Cycles to catastrophic failure were 
(9960±1967) in group1 and (9234±1566) in group2, 
p=0.24. 

Figure 2: Torsional (A) and shear (B) displacement over 
the course of selected cycles shown for each group 
separately in terms of mean and standard deviation.  

Discussion 

Although 90°-helical plating was associated with 
improved resistance against varus/valgus deformation, it 
demonstrated lower resistance to flexion/extension and 
internal rotation as well as higher flexion/extension, 
torsional and shear movements compared to straight 
plates. From a biomechanical perspective, 90°-helical 
plates performed inferior compared to straight plates 
and alternative helical plate designs with lower twist 
should be investigated in future paired cadaveric studies. 
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Introduction 

A major complication of Total Hip Arthroplasty (THA) 

is the occurrence of intraoperative periprosthetic 

fractures. This complication is becoming more prevalent 

due to orthopedic surgeons increasingly choosing for 

cementless THA and the increasing number of revision 

procedures [1]. A periprosthetic fracture currently 

roughly occurs once in each 50 operations [2]. Pastrav 

et al. suggested that Vibration Analysis (VA) 

monitoring techniques can be used to detect problematic 

implant insertion situations such as implant blockage 

and consequently prevent impending periprosthetic 

fractures [3]. Producing a fracture in a controlled 

manner in an experimental setting can be challenging 

due to the unpredictable nature of fracture occurrence. 

This work presents the findings of a VA experiment that 

led to a periprosthetic femoral fracture. 

 

Methods 

An artificial femur (Sawbones 3403, Sawbones) was 

prepared by the orthopaedic surgeon by cutting and 

discarding the femoral head, and forming the femoral 

cavity using the appropriate set of broaches, gradually 

enlarging the cavity up to broach size 13 (Corail Broach, 

DePuy Synthes). The femoral stem (Corail, size 13, 

DePuy Synthes) was inserted into the femoral cavity. 

Following each insertion hammer hit, the femur was 

suspended using elastics and FRF measurements were 

taken in both the Antero-Posterior (AP) and 

Mediolateral (ML) direction, at the implant’s neck. For 

each direction the measurements were achieved by 

attaching an accelerometer (PCB 352A24, PCB 

Piezotronics) on the implant neck and exciting on the 

opposing side of the implant neck surface using a modal 

hammer (PCB 086C03, PCB Piezotronics). The seventh 

insertion hit produced a periprosthetic fracture. The 

Pearson Correlation Coefficient (PCC) for both 

directions was calculated from the subsequent FRF’s as 

a distance metric.  

 

Results 

The peaks for both AP and ML direction shift to the right 

with each subsequent insertion hit, as shown in Figure 

1. While the shift to the right appears mostly consistent 

for the measurements in the ML direction, for the AP 

direction, the shift between step 3 and 4 appears 

remarkably small. 

 

 

 

 

 

Figure 1: The 1,3 – 2 kHz band of the FRFs obtained in 

the AP (solid line) and ML (dashed line) direction. 

 

The similarity between insertion step three and four in 

the AP direction is also reflected in the high value of the 

PCC corresponding to that transition (Figure 2).  

Figure 2: PCC for each subsequent insertion step pair 

calculated in the range of  1-3500 Hz 

 

Discussion 

During a successful implant insertion, the stiffness of 

the bone–implant structure gradually increases, up to the 

insertion endpoint. As a consequence, at the insertion 

endpoint, the FRF’s converge, yielding a PCC close to 

one. In this experiment, however, the higher PCC values 

and the small FRF shift between step three and four in 

the AP direction imply that an early press-fit was formed 

in that direction while no press fit was yet formed in the 

ML direction, allowing the implant to subside deeper 

and to eventually fracture the bone. In conclusion, a 

“premature” convergence in only one direction, either 

AP or ML, constitutes a warning of a potential implant 

blockage due to an inconsistency between implant and 

femoral cavity shape which could lead to a 

periprosthetic femoral fracture. 
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Introduction 

Total hip arthroplasty is one of the most successful 

orthopaedic procedures, but in the last years the increase 

in the use of cementless stems has led to a consequently 

increase in the probability that an intraoperative fracture 

may occur (3-5%) [1]. Generally, no quantitative 

measures are available to assess this risk, and, in 

addition, the incidence of this complication seems to 

vary considerably depending on the stem design. The 

aim of the present study is to describe a new approach 

for the numerical evaluation of the intraoperative femur 

fracture risk by using a simpler quasi-static Finite 

Element model able to simulate a crack propagation 

during stem implantation and to predict the load value 

causing the femur fracture. 

 

Materials and Methods 

Eleven deceased patients were selected by age, gender, 

and femur length from the HipOp collection, available 

at the Rizzoli Orthopaedic Institute, and patient-specific 

models were built from CT-data: the 3D shape of each 

femur was segmented, using a threshold value of 

HU=200, and the material properties were assigned 

using Bonemat software. [2] A non-commercial 

cementless stem, assumed to be made by a Titanium 

Alloy (E=105 GPa, v=0.3) [3], was positioned 

according to a pre-operative planning performed by an 

expert surgeon, and the bone–implant interface was 

modelled with an asymmetric face-to-face large-sliding 

frictional contact (μ=0.3 [3]). Boundary conditions 

(BC) were defined to simulate the surgeon’s 

hammering: a compressive load with a stepped curve 

from 1,000 to 14,000 N was applied along the stem axis, 

while the distal part of the femur was constrained with a 

fixed support (Fig. 1a). A maximum principal strain 

criterion was used to deactivate (‘kill’) elements that 

exceed the threshold value of 0.73% [4], and the load-

and-kill procedure was repeated until the fracture 

reached bone external surface; the final applied load was 

considered as the failure load. 

 

Results 

A crack propagation was obtained in five of the eleven 

simulated patients (Fig. 1b), with estimated fracture 

loads of 3,000 N, 5,000 N (for two of them), 6,000 N 

and 14,000 N; three femurs mechanically failed at the 

distal fixed support and other four could not achieve a 

good primary stability, probably because the size 

selected was small-to-fit. Considering that a surgeon 

hammer stroke produces about 6,000-7,000 N [5][6], 

three of the cracked femurs would have fractured, one 

certainly would not and one is doubtful.  

 

 

 

Discussion and conclusions 

For the present work, a non-commercial, copyright-free 

conceptual design for a cementless stem was used, to 

describe the methodology in detail. Perturbations of 

stem’s pose and size, load orientation, and femur 

mineralization can be used to estimate fracture risk and 

to identify the worst-case scenario for that femur-stem 

pairing. In the near future, the goal is to repeat the same 

workflow by using two femoral stems available on the 

market, to validate the developed algorithm with clinical 

data. A faster model makes large scale Monte Carlo 

simulations feasible. 
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Introduction 

Due to the rising of the average population longevity and 

the concurrent decrease of the age at which arthroplasty 

is performed, an important demand growth for 

orthopaedic implants is expected for the next few 

decades. Indeed, an increase of +137% in revision 

surgery for total hip arthroplasty (THA) has been 

estimated by the year 2030 [1]. In this framework, 

enhancement in prostheses design and manufacturing is 

necessary to postpone, or even avoid, secondary 

surgeries that involve stress and risks for patients, beside 

representing an important spending for National Health 

Cares. Wear, corrosion, or oxidation phenomena 

represent the main causes of implants failure, and 

consequent revision [2]. These are induced, in vivo, by 

micro-movements at the taper junction level [3], which 

ultimately lead to a fretting-corrosion process 

generating cytotoxic metal debris and ions. In this study, 

micro-movements and contact pressures at the head-

neck taper junction were assessed through a 

biomechanical analysis of a parametrized hip prosthesis, 

combining multibody (MB) and finite element (FE) 

simulations. 

 

Methods 

A MB model of a lower limb was created (Adams View, 

MSC Software, USA) including bony geometries (from 

pelvis to tibia), main muscles, and a parametrized hip 

prosthesis (Figure 1A). Muscle-driven dynamic 

simulations were performed after varying the femoral 

head diameter (d, 22-38 mm) and offset distance (o, 20-

35 mm) of the parametrized prosthesis in order to 

identify the implant configuration responsible for the 

highest reaction forces/torques at the head-neck junction 

(Figure 1B-C). Derived loads were used as boundary 

conditions in a static FE model (Abaqus, Dassault 

Systèmes, France) of the head-neck taper junction 

(Figure 1D) to estimate contact pressure and relative 

micro-movements between the contacting parts. In 

particular, after the preparatory assembly of the head-

neck junction (4 kN compression) loads derived from 

the MB analyses were applied in FE environment. 

 

Results 

The MB analyses showed a maximum resultant reaction 

force at the head-neck junction (3.6 times the body 

weight) when o = 20 mm and d = 38 mm. As opposed to 

the offset length, the head diameter variation did not 

considerably affect the reaction forces/torques. 

Preliminary results from the FE analysis showed a peak 

contact pressure of 50 MPa on the neck surface, where 

a micro-movement of about 10 µm was computed. 

 
Figure 1: Workflow of the combined numerical analysis. 

(A) multibody model; (B) parametrized hip prosthesis 

with indicated femoral head diameter (Ød), offset length 

(o), and reference system for loads components (x,y,z); 

(C) explanatory reaction forces and torques; (D) finite 

element model of the taper junction; (E) explanatory 

result of the finite element analysis. 

 

Discussion 

The MB modelling has been revealed to be a fast and 

computationally low-cost approach for the investigation 

of THA configurations, able to provide realistic 

boundary conditions for detailed FE analyses. Overall, 

after its automatization, the described computational 

workflow might represent a powerful tool to improve 

implant design, thus reducing the risk of implant 

failures, and, in the long run, to support clinical 

decision-making processes. 
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Introduction 

Reorientating pelvic osteotomies are performed to 

improve femoral head coverage and prevent femoral-

acetabular impingement or secondary degenerative 

arthritis, particularly in young patients. A rectangular 

triple pelvic innominate osteotomy (3PIO) is performed 

in symptomatic cases [1]. However, deciding the 

optimal screw fixation type to avoid migration, 

pseudarthrosis and loss of correction remains a 

concerning question. Therefore, this study aimed to 

investigate the biomechanical behavior of two different 

acetabular screw configurations used for rectangular 

3PIO osteosynthesis. It was hypothesized that bi-

directional screw orientation for acetabular fragment 

fixation would be biomechanically superior to a mono-

axial screw fixation technique. 

 

Materials and Methods 

A rectangular 3PIO was performed in twelve right-side 

artificial Hemi-pelvises, randomly assigned to two study 

groups for fixation with different screw orientations 

(Figure 1A). Group 1 were treated with two axial and 

one transversal screw in a bi-directional orientation. In 

contrast, in Group 2, they were instrumented using three 

screws inserted in the axial direction through the iliac 

crest. Prior to osteosynthesis, a reorientation of the 

acetabular fragment was performed with 10.5° increased 

inclination in the coronal plane, and 10.0° increased 

anteversion in the axial plane. A polyethene acetabular 

cup prosthesis was implanted, and all specimens were 

biomechanically tested until failure under progressively 

increasing cyclic loading at 2 Hz, starting at 50 N peak 

compression force and increasing it at a rate of 0.05 

N/cycle, using a setup from previous work [2] (Figure 

1B). Initial stiffness was calculated from machine data. 

Acetabular fragment anteversion, inclination and 

medialization were evaluated from motion tracking data 

after 250, 500, 750, 1000, 1250, 1500, 1750, 2000, 2250 

and 2500 cycles. Cycles to failure and failure load were 

evaluated based on a 5° change in anteversion failure 

criterium. 

 

Results 

Initial stiffness was higher in Group 1 (56.46 ± 19.45 

N/mm) versus Group 2 (39.02 ± 10.93 N/mm); however, 

this difference was not significant, p = 0.31. Acetabular 

fragment anteversion, inclination and medialization 

increased significantly during cyclic loading in each 

group (p ≤ 0.02) and remained non-significantly 

different between the groups (p ≥ 0.69). Cycles to failure 

and failure load were not significantly different between 

Group 1 (4406 ± 882, 270.30 ± 44.10 N) and Group 2 

(5059 ± 682, 302.95 ± 34.10 N), p = 0.78. 

 

Discussion 

Biomechanical studies have not considered rectangular 

geometry of the acetabular fragment in 3PIO 

osteosynthesis. From a biomechanical perspective, the 

present study demonstrates that a bi-directional screw 

orientation does not necessarily result in considerable 

advantages versus mono-axial alignment when the latter 

has all three screws evenly distributed over the 

osteotomy geometry. Moreover, the 3PIO fixation is 

susceptible to changes in anteversion, inclination and 

medialization of the acetabular fragment until the bone 

is healed. Therefore, a cautious rehabilitation program 

with partial weight-bearing is recommended. 

  

Figure 1: (A) Fixation techniques in Group 1 (top) with two 

axial (1, 2) and one transversal (3) screws, and Group 2 

(bottom) with three screws in axial direction (1, 2, 3). 

Rectangular 3PIO osteotomy is performed along lines a-b-c-

d. (B) Setup with a specimen mounted for biomechanical 

testing. Embedded picture visualizes loading regime.  
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Introduction 
The failure of primary or secondary Total Hip 
Arthroplasty (THA) osteointegration  can be responsible 
of micromotions and pain with poor functional results 
[1]. Similarly, THA periprosthetic fractures classified 
Vancouver B1 require the evaluation of the remaining 
attachment to keep or not the femoral stem during the 
revision surgery [2]. The Digital Volume Correlation 
(DVC) [3] was initially developed to measure 
micromotions and deformity of bone structures with a 
µCT-scan device [4–6]. The aim of this work is to 
present a cases series of in vivo DVC results which 
would allow the measurement of mechanical 
displacement fields and the optimization of the surgical 
procedure. 
 
Methods 
This study relates the case of a THA periprosthetic 
fracture Vancouver B1. Two CT scans were acquired 
with and without mechanical stress (loading traction 
system of 100N) on the lower limb. Bone structures 
were segmented and image registration was applied on 
acetabular implant or femoral stem (Figures 1a and 2a-
b-c). DVC was used to measure volume displacements 
of the femoral or the pelvic structures. The voxel size 
and the correlation subset were respectively of 
0.816x0.816x1.19mm and 16x16x16voxels. The 
observation of motions along the tensile load axis was 
intended to identify the remaining attachment loosening. 
 
Results  
DVC method was used to determine the three 
components of displacement and its spatial variations 
within the adjacent bone structure (Figures 1b and 2d). 
The measured mean displacement was 2.5mm in the 
acetabulum and 3mm in the femur. The observation of 
micro-mobility between the two structures indicated a 
loss of prosthetic fixation. The displacement fields 
observed along the tensile load axis showed 
homogeneous displacements of the bone structure in 
relation to its femoral or acetabular prosthetic 
component. 
 
Discussion 
The purpose of micro-mobility measured by DVC 
method during the placement of a THA would be to 
measure the displacement fields of an implant 
presenting the characteristics of a primary 

osseointegration defect whose stress migration 
threshold remains to be defined with a view to an 
indication for prosthetic replacement. 
The present study validates the in vivo use of DVC 
method on patient for two different tensile states in order 
to evaluate anchorage defects of implant. DVC method 
would allow particularly the optimization of surgical 
procedures such as periprosthetic. The evaluation the 
remaining attachment is currently not sufficient and 
probably causes of error regarding high rates of early 
aseptic loosening. 
 

 
Figure 1. Segmentation and image registration of the acetabular 
component (A) and visualization of the displacement fields along the 
tensile load axis (B) 
 

 
Figure 2. Image registration of a femoral stem (A) and displacement 
fields Recalage d’images de segmentation de pièce fémorale et DVC 
appliquée à un masque de fémur proximal à la recherche d’une perte 
de fixation restante. 
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Introduction 

For the transfemoral amputees (TA), the quality of life 

is related to the comfort. In turn this, should be 

associated with the pain. Doing an appropriate design 

socket, the stress distribution (SD) could be modified 

looking for reducing the pain in residual limb (RL). In 

bioengineering, Finite Element Analysis (FEA) was 

performed to evaluate the interaction between  RL – 

Socket [1]–[3]. Some of those have been developed 

including only the residual femur bone [2], [4]. The 

aim of this study is to evaluate the incidence of include 

the Pelvic Bone (PB) and the change in boundary 

conditions over the stress state at the RL-Socket 

interface on TA. 

 

Methods 

Five unilateral TA participated in this study. Ten 

models were developed, five with PB (condition 1) and 

five without it (condition 2). The simulation process 

was carried out for donning and standing condition. 

(Figure 1).  

 

 
Figure 1: Simulation process. (a) Socket donning with 

PB; (b) Standing with PB; (c) Socket donning without 

PB; (b) Standing without PB.  

 

Bone geometry was obtained from computerized axial 

tomographic; socket and soft tissue geometry were 

obtained in previous studies [1]. 

 

Results 

Contact pressure (CPRESS), Circumferential 

(CSHEAR1) and Longitudinal (CSHEAR2) shear 

stress at soft tissues were evaluated. Figure 2 shows the 

results for the reference patient and how the SD 

changed between the two conditions in the donning and 

standing stage.  

Tukey repeated measures analysis with 95% CI was 

performed. The results of the SD and the total contact 

area (TCA) for two conditions were compared. It was 

found that there is no statistically significant difference 

between the two conditions. 

 

 

 
Figure 2: Patient 1 CPRESS distribution between the 

two conditions. 

Discussion 

As reported in [2]–[4], there are not many studies that 

include the pelvic bone in FEA of TA. The study  

proposed by [2] includes pelvic bone. Nonetheless, this 

study has improvements because it included accurately 

the donning process in the simulation and adequate 

socket and soft tissue reconstruction. To achieve a 

more realistic model, future work should include a 

dynamic simulation condition of human gait. This 

study demonstrates that include of the pelvic bone in 

the RL–Socket for TA models with these conditions no 

generate changes in the SD.  
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Introduction 

The design of high-performing material interfaces with 

dissimilar mechanical properties (i.e., hard-soft 

connections) has always been challenging due to the 

development of interfacial stress concentrations [1]. 

Conversely, natural architected interfaces (e.g., the 

bone-ligament enthesis) that have originated from 

millennia of evolution present us with sophisticated 

strategies (e.g., functional grading, mechanical 

interlocking) to improve the performance of synthetic 

interfaces [2]. Besides, the integration of these 

bioinspired features is widely available thanks to 

developments in voxel-based additive manufacturing 

(AM= 3D printing) [3]. This advanced AM technique 

enables the material deposition of ‘hard’ and ‘soft’ 

particles arbitrarily in a 3D space, providing unlimited 

freedom to create complex architected structures. 

Therefore, we used this AM technique to explore the 

interfacing performance of some of the most popular 

lattices in AM (i.e., triply periodic minimal surfaces, or 

TPMS) and considered the best performing design to 

integrate different bioinspired modalities to yield 

optimal hard-soft connections. 

 

Methods 

In total, we considered four different geometries to work 

as graded topologies: three sheet-based TPMS (i.e., 

Gyroid, Diamond, and Octo) and one made of 

randomly-distributed particles. We implemented these 

geometries into the narrow section of standard 

dumbbell-shaped tensile test specimens across two 

gradient widths (i.e., short 𝑊𝐺 = 4𝑚𝑚 and long 𝑊𝐺 =
12𝑚𝑚) and included a gradientless control group 

(𝑊𝐺 = 0𝑚𝑚). Polyjet 3D printing techniques 

(Stratasys, USA) with voxel-level control allowed 

manufacturing these specimens. Then, we mechanically 

tested them under quasi-static tensile loading conditions 

while recording the displacements with digital image 

correlation (DIC) and generated finite element analyses 

(FEA) of each design. After post-processing, we 

selected two best-performing geometries (i.e., Gyroid 

and Particles) and integrated them to generate a multi-

scale hierarchical gradient, which we printed and tested 

to assess its performance. 

 

Results and discussion 

Amidst the tested designs, the short Gyroid gradients 

were the strongest, and the long Particles were the 

toughest. Besides, all the specimens of these group 

failed at the soft region. The DIC and FEA strain maps 

showed that these designs released strains at the 

interface edges, preventing the propagation of cracks. 

Contrarily, the gradientless and the Octo designs 

presented high strain concentrations at the hard-soft 

interface. These phenomena explain the failure at the 

interface and the low performance of these designs. 

 
Figure 1: A) Unit-cells and tensile specimen designs 

used to create hard-soft functional gradients. B) DIC 

and FEA analyses of the gradientless design and the 

hierarchical functional gradient (Gyroid + Particles). 

 

The strain concentrations were lower after integrating 

the Gyroid and Particle designs in a hierarchical 

arrangement. Besides, the regions that did show strain 

concentrations were ultimately constrained by hard 

material particles, preventing early failure. These effects 

resulted in optimal functional gradients that failed at the 

soft region and yielded the highest toughness value of 

all the tested designs. These findings prove that TPMS 

are great candidates to generate high-performing multi-

material interfaces and indicate that their combination 

with voxel-based designs could result in the next 

generation of designer materials, with optimal interface 

properties required in many high-tech industries. 
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Introduction 

The socket-type prosthesis is the treatment of election 

for the lower-limb transfemoral amputation. However, 

patients often report skin abrasions, skin sweating, lack 

of balance, and walking difficulties [1-2]. The 

osseointegration technique is an alternative treatment 

for amputee patients that limits the socket-related 

problems and provides a more physiological mechanical 

loading [1]. 

After surgery, a critical functional recovery and 

dedicated rehabilitation phase is required. Little 

functional assessment of these patients has been 

reported in the literature. The purpose of the present 

study was to provide the functional assessment of a 

transfemoral amputee patient before osseointegration 

surgery and after rehabilitation by means of wearable 

sensors. 

 

Methods 

A transfemoral amputee patient (male, 47 years, time 

from amputation 18 years, Figure 1) scheduled for 

osseointegration surgery was enrolled. The patient was 

able to walk without aids and performed a gait test the 

day before surgery with his standard socket-type 

prosthesis, consisting in 10-meters walking in a hospital 

indoor hall, two at self-selected speed and two at the 

fastest speed possible. The test was repeated 3 months 

after surgery (after the clearance from the rehabilitation, 

3M FU), and 6 months after surgery (6M FU). 

 

 
Figure 1: Radiographs of transfemoral amputation (left) 

and osseointegration prosthesis (right). 

 

A set of 15 wearable inertial sensors (Awinda, Xsens 

Technologies) was used to collect full body kinematics. 

Complete gait cycles were isolated and spatiotemporal 

and kinematical parameters were extracted. The 

differences between the amputee (AL) and the sound 

(SL) limb among the follow-ups were reported. One-

way ANOVA with post-hoc comparisons was 

conducted in Spm1D (p<0.05). 

 

Results 

Shorter step length and longer swing phase were found 

for the AL at pre-op, with greatest differences in the 

midstance. Also, hip abduction and rotation, pelvis 

forward tilt and obliquity, trunk forward tilt, and lateral 

bending on the AL were also noticed. At follow-ups, 

symmetry index progressively improved (1.14, 1.09, 

1.06 at pre-op, 3M FU, and 6M FU, respectively). 

Asymmetries in hip abduction, hip rotation, and pelvis 

rotation decreased at follow-ups and no more trunk 

forward and lateral tilt were found. 

 

 
Figure 2: Kinematics differences among the pre-op 

(black), 3months follow-up (red), and 6months follow-

up (blue) for hip (top line) and pelvis (bottom line). 

 

Discussion 

The altered spatiotemporal and kinematical parameters 

found preoperatively were in line with the current 

literature [1]. After rehabilitation, the patient showed 

higher time spend on the AL and lesser kinematical 

asymmetries. The osseointegration surgery showed to 

progressively restore a physiological kinematics in the 

transfemoral amputee patient. 
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Introduction 
The configuration of implants plays a key role to 
influence the bone healing effect of the internal fixation 
system of fractures. Up to now, some gold standards for 
the configuration of implants had been proposed in 
many studies to achieve high structural stability and low 
complication probability in the LCP osteosynthesis. 
However, most of the above studies only focused on the 
static analysis and ignored the influence of fixation 
property by bone self-healing effect, which is varying 
with time. Therefore, the fixation axial stiffness in these 
studies was often considered as a constant. However, 
due to the growth of callus tissue in the fracture, the 
fixation axial stiffness will significantly increase during 
the bone healing process, rather than remaining as a 
constant [1]. Up to now, the research on the implants 
(e.g., screws) configuration planning considering the 
bone healing effect is far from sufficient, and the 
interaction mechanism between fixation axial stiffness 
and the bone healing process is still not well understood. 
  To address the above issues, in this research work, a 
time-dependent fixation model with respect to different 
screw configurations was developed to study the 
fixation stiffness and bone healing efficiency during the 
whole fracture recovery period. As such, this study will 
overcome the limitations in the conventional studies that 
only consider the time period just after operation. 
Finally, this work established an accurate relationship 
for the fixation stability with callus healing behaviours 
to provide an exact evaluation for the screw 
configuration planning. 

Methods 
In this work, a 32-A3 femoral shaft fracture osteotomy 
model with a fracture gap of 2.1mm being fixed by LCP 
fixation is shown as the Fig.1. One bone segment was 
fixed on the distal section, while another one afforded a 
compressive loading. To simulate the bone recovery 
behavior, a callus part with the time-dependent Young’s 
modulus was defined refer to [2]at the fracture site in the 
model. We assumed that the effective callus growth only 
occurs on the fracture section where the 
Interfragmentary strain (IFS, ε) is in the rage of 2-10 %. 
Therefore, the healing efficiency (𝛿𝛿) of the callus can be 
expressed as the 𝛿𝛿 =Ac/At. Ac is the area of the facture 
cross-section where IFS is in the range of 2-10% and At 
is the total area of the facture cross-section.   
The whole bone recovery process was divided into four 
healing periods (i.e., 1–4 week, 4-8 week, 8-12week, 12-
16 week). In a particular healing period (𝑛𝑛), the Young’s 

modulus of the callus 𝐸𝐸𝑛𝑛  is estimated as following 
equation,  
𝐸𝐸𝑛𝑛 =   𝛿𝛿𝑛𝑛−1 ∙ 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑛𝑛 + (1 − 𝛿𝛿𝑛𝑛−1) ∙ 𝐸𝐸𝑛𝑛−1     (1) 

where the healing efficiency 𝛿𝛿𝑛𝑛−1  for the ( 𝑛𝑛 − 1 ) 
healing period is given by the results obtained from 
FEM model, 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑛𝑛 is the standard modulus value 
for the 𝑛𝑛 period regarding 𝛿𝛿 = 100% refer to [3]. The 
geometry of screw thread was omitted for reducing 
computational costs. The interface of bone-LCP, bone-
screw were defined as completely bonding. 

Figure 1: The fixation modelling with callus part. 

Figure 2: The illustration diagram of bone interfragmentary 
strain and healing efficiency 

Results and Discussion 
The different configurations are classified into three 
configuration parameters: working length, screws 
number, screws location. The predicted result proves 
that ‘working length’ is the most crucial configuration 
parameters influencing the fixation axial stiffness no 
matter in the post-operation period or the healing 
process as Fig.3. Furthermore, the configuration with 
high stiffness in this osteotomy case generally 
corresponds to a high healing efficiency. 

Figure 3: The a) axial stiffness and b) healing efficiency for 
configurations under different working length. C15, C25, C35, 
C45 corresponds values of 26,48,70,92 mm, respectively. 
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Introduction 

Porous titanium scaffolds exhibit elastic properties close 

to that of bone, and they can promote osseointegration. 

These features render their use as medical implants 

attractive. Dental implants represent one of the potential 

applications of this structure type [1]. Nevertheless, it 

must be ensured that the porous structure of these 

implants possess sufficient mechanical stability under 

fatigue loading occurring in cyclic masticatory loads. 

Adopting a trial-and-error design optimization strategy 

using experimental fatigue testing can become costly 

and time-intensive [2]. This study aims developing and 

experimentally validating a finite element (FE) 

simulation approach to predict the fatigue failure of 

different porous geometries to be used in design 

optimization. 

 

Methods 

Custom cylindrical samples featuring a hemispherical 

head and incorporating a porous scaffold section in the 

middle were designed for this study (Fig 1) using. Two 

porous designs utilizing the Schwarz primitive (SP) and 

the Schwarz W (SW) cell geometries were compared 

(Fig 2). Scaffold porosity of 60% and a strut thickness 

of 200 µm was used for both designs. The samples were 

additively manufactured (AM) by selective laser 

melting (SLM) of Ti6Al4V powder. Cyclic mechanical 

testing to fatigue failure was performed in a combined 

bending-compression loading mode at 30° angle 

following the ISO 14801 standard using a dedicated 

dental testing device (DYNA5dent, DYNA-MESS, 

Germany). The load level was set to 150 N for all 

samples. FE models of both designs were created in 

Abaqus and the durability analysis software fe-safe 

(SIMULIA, France), replicating the experimental 

fatigue test and evaluating different load levels. The 

material and surface properties were taken from a 

previous study on AM Ti6Al4V [3]. Surface roughness 

of the scaffold was assessed and considered in the 

simulations by means of a stress concentration factor 

[3]. Failure was determined as the number of cycles for 

which 0.5% of the scaffold's volume failed. 

 

Results 

In an ongoing analysis, testing of three samples with the 

SP design has been accomplished. Failure location 

predicted by the FE simulation (Fig 1d) corresponded 

well to the experimentally observed results (Fig 1b). The 

FE-based fatigue lifetime matched well the 

experimental results, with the latter showing good 

reproducibility (Fig 2). The SP design exhibited a 

significantly higher fatigue resistance than the SW 

designs for all load levels of the FE analyses. 

 
Figure 1: a) Fractured 3D-printed porous titanium 

sample with SP cell geometry; b) Failed sample; c) 

Corresponding FE model; d) contour plot of the number 

of cycles to failure (log (Nf)) for a 150 N fatigue load. 

 

 
Figure 2: Number of cycles to failure versus the fatigue 

load level for both the Schwarz primitive (SP, green) 

and the Schwarz W (SW, red) cells geometry designs. 

Circles: simulations, crosses: experiments.  

 

Discussion 

These preliminary results demonstrate the potential of 

FE models in accurately predicting the fatigue failure of 

AM porous titanium scaffolds. Once fully validated, the 

in silico method presented here can be further utilized to 

investigate further scaffolds designs and customize their 

properties while ensuring stability.  
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Introduction 

A well-fitted socket aids an amputee to reclaim 

independence. A good fit aims to eliminate any 

discomfort or pain. The commonly used Ischial 

Containment Socket (ICS) for Above Knee Amputees 
(AKA), aims to capture the ischium else, it could induce 

pain through axial loading at the distal end of the femur 

[1].   

The ischium, as the socket’s primary support, allows 

users to increase activity levels unrestrained by pain. It 

is then important to consider highly active and young 
AKA (e.g. military personnel) evidencing Bone Mineral 

Density (BMD) losses similar to postmenopausal or 

bedridden patients [2]. Previous studies have shown the 

involvement of gait asymmetry, and disuse atrophy in 

bone resorption [3]. This study considers the hypothesis 

that the force isolation: distally by design, and 

proximally by effect, leaves the surviving bone in a state  

we term as a “floating femur”, inside the ICS, depriving 

the hip joint of strains needed for a healthy femoral 

mechanostat. To test this hypothesis a finite element 

(FE) idealized prosthetic system is considered. 
 

Methods 

A FE model using idealized geometries representing 

femur, pelvic, soft tissue and ICS and articular cartilage 

were created in ABAQUS. Different materials included 

in the model were: cortical and trabecular bone, soft 

tissue, carbon fibre socket and articular cartilage. All 

materials were defined as linear elastic, homogenous 

and isotropic. The Young’s modules and Poisson’s ratio 

were taken from the literature. The model was tested in 

two scenarios (Fig. 1): (a) with socket aligned and in 

contact with the ischium; and (b) with socket aligned 
without contact with the ischium.  

Simulating position of the skeletal system in upright 

standing, with a 5° flexion at the hip, ICS aligned to the 

ischium (with an intermediate layer of 0.5mm soft 

tissue), as set in regular static alignment, with the system 

fully restrained at spatial location of S1. Finally, a 
ground reaction force of 500N was applied at the socket, 

where prosthetic componentry would be attached.  

 

Results 

The idealized model with socket aligned and in contact 

with the ischium is shown in Fig. 1a. Stresses levels 

were examined in 4 regions as shown in Fig. 2b. 

Comparison of the contact and no contact models show 

similar levels of stress in the distal region D (Fig 2a), a 

comparable behavior in the medial regions B and C (Fig 

2a). However, stresses in the No Contact model in the 

proximal region register significant higher levels of 

stress when compared to the distal end, while in the 

Ischial Contact model the respective regions share 
equivalent stress levels.  

 
Figure 1: Simulation scenarios with idealized 
geometries, and force input in static alignment. 
 

 
Figure 2: (a) Regions for comparison of stresses; (b) 
Stress levels in different regions of the femur for the two 
simulation scenarios. 
 

Discussion 
To our knowledge, this idealized prosthetic system 

analysis is the first to incorporate the acetabular 
interaction in combination with an ICS. The idealized 

model has shown the concentration of stress at the 

ischium and socket´s ischial pocket, consequently 

rendering the hip joint to a “floating femur” state 

through deprivation of strain at the proximal femur. 

Further research is required to define the role of the 

floating femur in BMD loss and its role in comparison 

to kinematic asymmetries and muscular disuse 

previously discussed in the literature.  
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Introduction  

Frictional properties of cartilage resurfacing implants 

need to be sufficiently low to ensure that the opposing 

cartilage is not damaged during articulation. A 

polycaprolactone (PCL) implant currently under 

development still lacks such properties. To improve 

lubrication and wear resistance, surface modifications 

like coatings can be used. Ideally, lubricious molecules 

like lubricin, also known as proteoglycan 4 (PRG4), 

functionally adsorb from the synovial fluid to the 

implant surface [1][2]. Therefore, the present study 

determines if PRG4 can adsorb onto a layer-by-layer 

bioinspired coating composed of poly-l-lysine (PLL) 

and dopamine modified hyaluronic acid (HADN) and 

thereby reduce friction when PCL articulates against 

articular cartilage. 

 

Methods 

A custom ELISA was developed to quantify the amount 

of immobilized human recombinant (rh)PRG4 after 

exposure to a PLL-HADN coating. PCL disks (25 x 25 

mm, n=12) were obtained by melting medical grade 

PCL granules. Half of the sample group (n=6) was 

coated with 8 layers of alternating PLL or HADN in 

phosphate buffered saline (PBS). The water contact 

angle and surface roughness of the PCL disks were 

measured prior and after the coating procedure and 

compared using a one-tailed paired t-test. Cartilage rings 

(øout  = 20 mm, øin = 12 mm) were obtained from bovine 

patella (3-6 years-old). The coefficient of friction (CoF) 

between PCL and cartilage was measured using a DHR3 

rheometer extended with a ring-on-disk accessory, using 

an intermittent loading protocol (normal pressure: 0 and 

0.1 MPa and sliding velocity: 0 and 6 mm/s). PBS with 

10 mg/ml bovine serum albumin, 3 mg/ml hyaluronic 

acid and 200 µg/ml rhPRG4 was used as lubricant in 

between the two contacting surfaces and kept at a 

constant temperature of 32˚ C.  

 

Results 

The ELISA showed that the PLL-HADN coating 

effectively immobilized rhPRG4. A visible difference 

between bare and coated PCL surfaces was shown using 

bright field microscopy (Fig. 1). The surface roughness 

was significantly higher, 54.9 ± 6.8 nm vs 83.0 ± 24.0 

nm (P=0.02) and the water contact angle significantly 

lower 69.5 ± 4.8˚ vs 53.5 ± 3.5˚ (P=0.001) after 

application of the coating. The average CoF measured 

during the first minute of the friction measurement of 

the bare PCL against cartilage exceeded twice the CoF 

of the PLL-HADN coated PCL against cartilage, 0.20 ± 

0.07 and 0.10 ± 0.03 (P=0.02), respectively. After 60 

minutes, the CoF reached equilibrium values which 

were still significantly higher for the bare PCL disks 

compared to the coated PCL disks (P=0.047, Fig. 2).  

Figure 1: Bright field images of a (A) bare and (B) PLL-

HADN coated PCL disk. 

Figure 2: Coefficient of friction (CoF) over time for bare 

PCL (black) and PLL-HADN coated PCL (grey) against 

cartilage. 

 

Discussion 

The present study demonstrates that PCL can effectively 

be coated with PLL-HADN and that this coating 

significantly reduces the friction between PCL and 

cartilage when a synovial fluid-like lubricant is used. 

Presumably the coating is able to bind rhPRG4 from the 

lubricant thereby mimicking the lubricating surface of 

native cartilage. This makes PLL-HADN coating 

promising to improve the clinical success of PCL-based 

cartilage resurfacing implants. 
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Introduction 

Cervical disc replacement aims to restore motion of the 

treated spinal level to reduce the risk of adjacent 

segment disease compared to fusion. First generation 

articulating disc replacements are unable to mimic the 

complex deformational kinematics of natural 

intervertebral discs [1]. Therefore, a biomimetic 

artificial intervertebral disc (bioAID) containing a 

hydrogel core replacing the nucleus pulposus, an ultra-

high molecular weight polyethylene (UHWMPE) fiber 

jacket acting as annulus fibrosis, and titanium endplates 

with pins for mechanical fixation was developed (Fig. 

1). An ex vivo biomechanical study in 6-degrees-of-

freedom was performed to assess the initial 

biomechanical effect of the bioAID on the kinematic 

behavior of the spine. 

Figure 1: Schematic representation of bioAID design. 
 

Methods 

Six cadaveric canine specimens (C3-C6) were subjected 

to cyclic application (1°/sec) of flexion-extension (FE), 

lateral bending (LB), and axial rotation (AR) with a 

spine tester in the following three conditions: intact, 

with bioAID, and after fusion using an anchored cage 

(C4-C5). A hybrid protocol was used where the intact 

spines were first subjected to a pure moment of ±1 Nm 

whereafter the instrumented spines were subjected to the 

total range of motion (ROM) of the intact condition [2]. 

Three-dimensional segmental motions were measured 

using an optoelectronic system while recording the 

applied torsion. ROMs normalized to intact were 

calculated at peak torsion for comparison. 

 

Results 

The normalized ROMs at the treated level of the bioAID 

were similar to intact for FE. The motion at the two 

adjacent levels showed similar values for the intact 

compared to the bioAID for FE and AR (Fig. 2A). In 

contrast, levels adjacent to fused segments showed an 

increased motion in FE and LB, compensatory to the 

loss of motion at the treated level. The moment-rotation 

(Fig. 2B) graphs showed that the bioAID provides 

similar non-linear curves including a neutral zone (NZ) 

and elastic zone (EZ) at the treated level compared to 

intact for both LB and FE.  

Figure 2: A: normalized segmental ROM (mean ± SD, 

(repeated ANOVA, Tukey Post-Hoc). B: representative 

moment-rotation curves. 

 

Discussion 

This study indicates that the bioAID device can better 

mimic the biomechanics of the intact intervertebral disc 

compared to fusion for the adjacent and treated levels. 

Unlike fusion, the bioAID can preserve the typical 

sigmoidal hysteresis shape of the moment-rotation 

curve, indicating its potential to preserve both the ROM 

and the quality of motion allowed by the spinal segments 

[3]. As a result, cervical disc replacement using the 

novel bioAID can be a promising alternative treatment 

for replacing severely degenerated intervertebral discs 

while preserving similar kinematics as a natural disc. 
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Introduction 

The Thoracic Endovascular Aortic Repair (TEVAR) is 

the preferred treatment option for thoracic aorta 

pathologies, such as aneurysms or dissections, and 

consists of inserting a self-expandable stent graft into 

the pathological region to restore the lumen [1]. 

Computational models help investigate the TEVAR 

procedure and play a significant role in pre-operative 

planning, therefore they must be reliable. For this 

reason, the verification and validation process (V&V) 

on the device and the in-silico procedure modeling is of 

foremost importance [2]. In this context, high-fidelity 

Finite Element (FE) simulations are here proposed to 

model a commercial device and reproduce the TEVAR 

procedure.  
 

Methods 

The commercial Valiant Captivia 24-24-150 thoracic 

stent-graft (Medtronic Inc, Santa Rosa, CA) model is 

realized using Solidworks (Dassault Systemes) and 

meshed with ANSA (BETA CAE System). The stent is 

discretized with beam elements and the graft with 

triangular membrane elements. Experimental 

crimp/release and bending tests are performed on the 

stent-grafts to calibrate – and then validate – the 

superelastic Nitinol (stent) and linear elastic fabric PET 

(graft) material parameters. The removal of the sutures 

between the stent and graft reveals that the sutured stent 

is not in its stress-free configuration, but it presents a 

17.5% of pre-stress that must be considered in the 

simulation (Fig.1a). Then, explicit FE simulations are 

carried out with LS-Dyna (ANSYS) to reproduce the 

stent graft deployment into an aorta with physiological 

anatomy: the stent-graft is virtually crimped and 

morphed to match the vessel geometry, and then 

released. 

 
Figure1. (a) Stent-graft pre-stress simulation and von 

Mises stress distribution detail in the stent; (b) Stent 

segmentation from CT images using VMTK. 

To validate the simulation results, the same stent-graft 

model is experimentally deployed into a 3D silicon 

aortic phantom and then subjected to CT scan: the stent 

is segmented using the software VMTK (Fig.1b.) and 

compared with the simulation results [3].  
 

Results 

The initial and final configurations of the deployment 

simulation are depicted in Fig.2(a). The simulation 

validation results are depicted in Fig.2(b). A qualitative 

comparison is managed by superimposing the stent 

configuration obtained after the simulation (red) and 

after the segmentation (grey). The local Opening Area 

(OA) for each ring is computed and the error (eOA%) 

between the segmentation and simulation is below 4%. 

 
Figure2. (a) Steps of the deployment simulation; (b) 

Simulation validation results: qualitative comparison 

on the left and quantitative analysis on the right (‘#ring’ 

is the position of each ring from proximal to distal). 
 

Discussion 

The development of high-fidelity numerical simulations 

can be useful to improve the TEVAR procedure, to 

design and optimize new devices, and to help in clinical 

decisions and intervention planning. The presented FE 

tool is versatile and customizable for different 

commercial devices and future patient-specific in-silico 

analyses. 
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Introduction 

The ankle joint sprain is frequent situation in the sports 

and 15-25% originates osteochondral lesion of the Talus 

(OLT), it can become extremely unstable causing pain, 

disability [1], and discomfort to the patient.  

The treatment of this type of lesion depends on the 

extension and severity, current clinical guidelines favor 

autogenous [2] or allogenic osteochondral grafting 

procedures for lesions larger than 10 mm in diameter 

[3]. There is no optimal treatment for large lesions, but 

when the lesion presents a cutoff defect size of 150 mm2 

and poor clinical outcomes the (HemiCAP™, 

Arthrosurface Inc., Franklin, MA, USA) is one possible 

solution for these defects [4]. 

The present work intend study the effect of a custom-

made prosthesis in surround tissues as solution in ankle 

joint osteocondral lesion. 

 

Materials and methods 

The geometric model of left ankle joint was obtained 

from the previous models [5]. Was considered the bone 

structures as tibia, fibula and talus, with a layer of 

cortical and cancellous bone. Was considered the 

cartilage in the tibia and in the talus and the ligament 

between fibula and tibia as presented in figure 1 The 

model presents an osteocondral lesion in the medial side 

with 10mm of diameter. 

  
Figure 1: CAD model of ankle joint and structures 

considered for the implant. 

A custom-made resurfacing implant was considered in 

the lesion, using the same concept as the HemiCAP™, 

using a custom-made upper surface to adapt the joint 

geometry with 10mm of diameter size. The implant 

presented two components the upper surface in CrCo 

material and the implanted surface talus with a screw in 

in Titanium alloy. The model was simulated using the 

finite element method, considering the linear elastic 

behavior of materials. In the table 1 are presented the 

mechanical properties of different tissues and implant. 

 

Structure 

models 

Youg Modulus 

(MPa) 

Poisson ratio 

Cortical bone 17 000 0,3 

Cancellous 

bone 

400 0,3 

cartilage 20 0,45 

Ligament 255,5 0,4 

CrCo 

prosthesis 

220 000 0,29 

Ti prosthesis 110 000 0,34 

Table 1: Material properties used in FE simulation. 

 

Results 

The results of the tree models, intact, with lesion and 

implanted point out the influence of lesioning in the 

contact stress observed at the cartilage as reported in 

previous study [5]. The implant offset in the articulation 

influences the stress in the tibia cartilage if the offset is 

positive. Relatively to the Von Mises stress in the 

cartilage around lesion, it presents an increase 

comparatively with same position in the intact situation 

(figure 2). The HemiCaP solution needs a very defined 

surgical position and in the preliminary results presented 

an increase of stress in cartilage. 

 
Figure 2: Von mises stress distribution around 

osteocondral damage. 
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Introduction 

Motor disorders are caused by nerve damages that affect 

the control of muscles resulting in paralysis or 

paresis [1]. A common example is the paralysis / paresis 

of the lower leg muscles (e.g. caused by stroke) leading 

to a pathologic gait, so called foot drop syndrome [2]. 

For the treatment of this disease, technical devices are 

increasingly used, like ankle foot orthoses (AFOs). 

There are two distinguishing types of AFOs. The first 

ones are active AFOs that are mainly driven by motors 

and actuation algorithms. However, there are issues with 

weight and power supply. The second type of AFOs, 

passive AFOs, on the other side have a low weight, are 

mobile and do not use external power supply, but lack 

to provide sufficient support in the stance phase of gait. 

New, innovative designs, however, prove to be able to 

address this problem [3]. Therefore, we decided to 

develop a new passive AFO design that is provided with 

fiber-reinforced composites (FRCs) [4] for 

simultaneously maximizing the stiffness of the stressed 

areas during load phases while keeping the design 

lightweight. In order to ensure a suitable  support of the 

human gait behaviour, a model order reduced finite 

element model (MOR-FEA) [5] of the AFO is linked 

with a musculoskeletal human model (MHM) [6] (Fig.1) 

 

Methods 

To realize the new AFO, in the first step the basics for 

the further work had to be compiled. Thus, the 

conceptual design of the orthosis was developed using 

methods of engineering design. The main requirement 

was that the AFO is capable of supplying different 

support in different directions during gait. Furthermore, 

this required support in the gait phases had to be 

determined. For this purpose, healthy subjects are 

recorded in gait laboratory and their muscle activation is 

computed with MHMs. Afterwards, the muscles are 

weakened according to the condition in foot drop and a 

supportive torque is applied to the models. The torque 

was applied as a reserve actuator and adjusted in such 

way that the muscle activation shall remain the same as 

in healthy condition.  

 

Results 

A conceptual design is found that is able to detect 

different phases during gait. By triggering a coupling, 

movement of the ankle can either be blocked or allowed. 

Additionally, a ratchet clutch mechanism is controlled 

to load and unload the force-generating structures, 

which results in the supportive torques during the gait. 

In the stance phase of gait the most support from the 

AFO is required. The required quantitative supportive 

torque depends on the condition of the patient. Patients 

with less remaining force capability in the lower leg 

muscles require more support than patients with more 

remaining force capability. The resulting muscle 

activations can be decreased by applying more support 

torque until the muscle activations of the non-paralyzed 

muscles are similar to the corresponding ones of healthy 

subjects for all diseased conditions.  

 

Discussion 

The design concept is characterized by the possibility to 

support all phases during gait. The main criteria for a 

successful application is the design of the force 

generating structure. Together with the simulated 

supportive torques, which mainly match the previous 

expectations, the development of the method to link the 

MOR-FEA with MHMs can be approached in the next 

step to reach an agreement between supplied force and 

gait behaviour of the patients. In order to enable an 

evaluation of the simulated results and generated 

method, a validation with a manufactured prototype of 

the AFO is planned. 

 
Figure 1: Conceptual approach to design the ankle-

foot-orthosis based on the integration of model order 

reduced finite element analysis and musculoskeletal 

simulation 
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Introduction 

Kinematic and kinetic gait deviations due to increased 

femoral antetorsion have been described in the literature 

[1,2]. Passmore et al. compared joint loadings using a 

generic and subject-specific musculoskeletal model in 

patients with increased femoral antetorsion and 

increased tibial torsion [2]. However, no study to date 

compared joint loadings between patients and controls. 

Furthermore, it was previously shown that patients with 

increased femoral antetorsion can exhibit different 

kinematic gait patterns. Therefore, the aim of the current 

study was to analyze hip contact forces (HCFs) in 

patients with increased femoral antetorsion, while also 

building sub-groups based on their kinematic gait 

patterns, and controls using personalized 

musculoskeletal models based on individual 

morphological data. 

 

Methods 

Forty-two pediatric patients with isolated, CT-

confirmed increased femoral antetorsion (26 females, 

mean age = 12.8 years, mean antetorsion = 39.4°) [1] 

and 9 healthy controls with MRI-confirmed normal 

torsion (5 females, mean age =12 years, mean 

antetorsion =21°) were included in this retrospective 

study. Patients were referred to gait analysis because of 

gait abnormalities going along with an increased 

femoral antetorsion ≥30°. Kinematic and kinetic data 

were recorded during 3D gait analysis using the Plug-In 

Gait model. HCFs were evaluated with inverse 

dynamics (AnyBody Technology, Denmark) and 

reported in a pelvis-based reference frame. Subject-

specific models were created from a generic lower-limb 

model [3], which was scaled according to marker data 

from a static trial. The modelled femurs were morphed 

(Figure 1a) to match each subject’s femoral antetorsion 

measurements. Differences in HCF 3D components 

between patients and controls were evaluated over 

stance phase through statistical parametric mapping 

(SPM) with Hotelling T2 and post-hoc t-tests (α = 

0.05/3). Subsequently, patients were divided into two 

groups for each of the three different kinematic gait 

deviation scenarios: hip rotation, foot progression 

angles and knee extension (defined by the mean in 

terminals stance whether it is exceeding the control’s 

mean ± 1 standard deviation). A SPM ANOVA with 

post-hoc t-tests was used to assess statistical differences 

between groups.  

 

Results 

Statistically significant differences in HCF components 

were observed between the two groups in various phases 

of the stance phase (Figure 1). The resulting HCFs were 

less proximal, less medially and less posteriorly oriented 

in patients with increased femoral antetorsion, even 

though they also presented an overall lower HCF 

magnitude. No significant differences in HCFs were 

found for the different sub-group scenarios. 

 
Figure 1: Predicted HCF 3D components in patients 

with increased femoral antetorsion (red) and controls 

(grey). Significant difference are indicated by grey bars. 

 

Discussion 

The differences in HCF orientation found might be of 

interest with regards to acetabular cartilage damage that 

could arise during adulthood in concomitance with other 

morphological alterations, such as femoroacetabular 

impingement syndrome [4]. Nevertheless, the 

magnitude of the HCFs was lower in patients compared 

to controls. Furthermore, no HCF differences were 

found whether patients showed increased in-toeing, 

increased hip internal rotation or increased knee flexion 

in terminal stance. Therefore, it can be assumed that 

different kinematic gait patterns do not aim in reducing 

the hip joint loading, but might due to functional 

reasons. 
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Introduction 

In cam-type hips additional bone at the femoral head-

neck junction can cause impingement in the joint, 

leading to tissue damage, joint pain, and an increased 

risk of osteoarthritis.  There is currently a lack of 

understanding of which patient factors lead to damage, 

making the patient selection for surgery, and 

optimisation of surgery, challenging. Some correlation 

has been shown between volumetric CT measures and 

surgically observed damage [1]. To establish which 

parts of the bone are involved in impingement, it is 

necessary to take into consideration an envelope of 

motions the hip is likely to undergo.  This requires 

efficient modelling methods to combine joint shape 

features with movement data.    

 

Methods 

A parameterised hip shape model capable of predicting 

impingement incidence, location and depth was 

developed in Matlab (Mathworks Inc).  Point sets 

described the acetabular rim and parts of the femur head 

and neck which are outside the radius of the spherical 

part of the head. Using geometric descriptions from the 

literature, two hip shape models were generated with 

large cam-type features; one located superiorly, and one 

anteriorly (Figure 1). The hip joint angles from an 

envelope of hip activities were applied (14 activities and 

nine subjects, totaling 126 motion cases) and the 

difference in impingement incidence, location and depth 

were compared between the two hips.  Typical neutral 

hip orientation was established from population studies 

in the literature and used as a baseline case. The femoral 

neck shaft angle, femoral version angle and pelvic tilt 

angle were each varied by 10° and the sensitivity of the 

impingement incidence and depth were assessed.  

 
Figure 1: The angular location of points on the edge of 

the cam and femoral neck for a superiorly (orange) and 

anteriorly (blue) location cam-type bone feature. Points 

were recorded by the angle between the femoral neck 

axis and the line from head center to the point. (A 

similar method was used for the acetabular rim shape.)  

Results 

Qualitatively, the predicted impingement was focused in 

the superior-posterior acetabulum for the superior cam 

hip and superior-anterior for the anterior case (Figure 1).   

The high impingement incidence for the anterior cam 

(71/126 motion cases) compared to the superior cam 

(17/126) was influenced by the inclusion of several high 

flexion activities. The mean (and standard deviation) of 

impingement depth over the motion cases, were similar 

in the superior cam (7.9°±5.8°) and anterior cam 

(6.8°±5.4°) cases. For the anterior cam, reduction in 

femoral version had the greatest effect, while for the 

superior cam, reducing the neck-shaft angle made the 

greatest difference (Table 1). 

 
Figure 1: Clockface plots of the acetabulum (3o’clock 

anterior).  Each line shows the impingement depth 

reached throughout a motion case.  

 Incidence -

out of 126 

motion cases 

Depth, 

mean±stdev 

(°) 

Superior cam   

baseline 17 7.9 ± 5.8 

+10° pelvic tilt 21 5.6 ± 5.0 

-10° neck shaft angle 46 6.1 ± 7.5 

-10 femoral version 26 5.6 ± 5.6 

Anterior cam   

baseline 71 6.8 ± 5.4  

+10° pelvic tilt 77 8.6 ± 5.8  

-10° neck shaft angle 79 7.8 ± 5.7 

-10 femoral version 84 11.7 ± 6.8 

Table 1: The effect of changes to the neutral joint 

orientation on predicted impingement incidence and 

depth. 

Discussion 

This shape-motion model can be applied to patient-

specific 3D imaging data, with the potential to enhance 

predictive ability above shape features alone.  Data 

presented here shows that impingement predictions 

distinguish hips with different cam locations. 
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Introduction 

Active back-support exoskeletons have the potential to 
alleviate the load on lumbar joints and musculature, 
therefore, minimizing the incidence of low back pain. 
Currently, there is no consensus on the optimal control 
strategy for these devices. In this abstract, we present the 
validation of an electromyography (EMG)-driven 
musculoskeletal model, capable of estimating of lumbo-
sacral (L5/S1) joint moments and compression forces, 
during symmetric and asymmetric box-lifting tasks. Our 
ultimate goal is to develop an exoskeleton controller 
capable of modulating lumbar compression forces, 
estimated via our musculoskeletal model.  
 
Methods 

Ten participants (28±2 years old; body mass: 72±8 kg; 
height: 177±9 cm) lifted 5 and 15 kg boxes, using two 
symmetric (squat and stoop) and two asymmetric lifting 
techniques. For asymmetric liftings, two tables were 
placed on each side of the participant, with an angle of 
60 degrees with respect the sagittal plane. Twist-transfer 
consisted of transferring a box from the left to the right 
table, while, in lift-transfer subjects lifted a box from the 
ground and placed it on the right table.  
Our previously described EMG-driven model [1] used 
bipolar EMG and joint kinematics to compute trunk 
muscle forces, which were later used to compute L5/S1 
joint moments and compression forces. L5/S1 joint 
moments were also calculated via inverse dynamics and 
were used as reference for validation purposes.  
Additionally, we compared EMG peaks (normalized to 
maximum voluntary contraction) at lifting and lowering 
stages, altogether, with the corresponding muscle-
tendon force for the longissimus lumborum pars  
lumborum (LLpL) muscle. This preliminary analysis 
was only performed for stoop 15 kg condition. 
 
Results 

For all experimental conditions and participants, mean 
R2 and RMSEBW (root mean squared error normalized to 
body weight) between model-based and reference 
inverse dynamics moments, were 0.91 and 0.27 Nm/kg 
respectively. Maximum lumbo-sacral compression 
forces were maximum during squat 15 kg condition, and 
reached 7.83 times of body weight.  
Across all participants, box-lowering EMG peaks were 
found to decrease on average 17.9 ± 11.9%, with respect 
box-lifting EMG peaks. Nonetheless, LLpL lowering 
forces displayed an increase of magnitude of 0.3 ± 8.7%, 
with respect to lifting (see Fig. 1).  
 
 

 
Figure 1: Mean normalized EMG peaks at box-lifting 
and box-lowering stages, and corresponding model-
derived muscle-tendon forces (normalized to maximum 
force across all conditions), for the longissimus 
lumborum pars lumborum (stoop 15 kg condition). 
 
Discussion 

R2 and RMSEBW values between model-derived and 
reference lumbo-sacral moments suggest that our EMG-
driven model is capable of deriving valid lumbo-sacral 
moments across participants, weight, symmetric and 
asymmetric lifting conditions. We did not perform a 
direct validation of our L5/S1 joint compression force 
estimates, due to the current invasive methodologies. 
However, the magnitude of our estimates is in line with 
previous studies [2]. 
Despite the EMG decrease found during box-lowering, 
LLpL muscle-tendon forces did not experience an 
analogous reduction. Actually, on average, muscle 
forces were found to be higher during box-lowering. 
Such behavior may be explained by the fact that during 
lowering muscles worked eccentrically (lengthening), 
therefore, experiencing muscle force enhancement due 
to the force-velocity relationship. The ability to detect  
such neuromechanical mechanisms is essential for the 
development of robust back-support exoskeleton 
controllers. 
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Introduction 

Femoroacetabular impingement (FAI) syndrome is a 

motion-related clinical disorder of the hip common in 

young active adults, whereby abnormal morphology of 

the femur and/or acetabulum can cause hip and groin 

pain, and physical dysfunction [1]. Both arthroscopy 

and non-operative physiotherapist-led care approaches 

are used for management of FAI syndrome. Results of 

randomized-controlled-trials, systematic-reviews, and 

meta-analyses indicate arthroscopy is marginally more 

effective than physiotherapy for improving hip-related 

quality of life during short-term follow-up [2], which is 

consistent with recent findings from the Australian 

FASHION trial [3]. However, the effects of arthroscopy 

and physiotherapist-led treatment for FAI syndrome on 

hip joint loading, relevant to joint health, have not been 

examined. The current study compared effects of 

arthroscopy versus physiotherapist-led personalised hip 

therapy (PHT) on hip contact forces (HCF) during 

walking across 12-months. 

 

Methods 

A subset of the Australian FASHIoN trial, consisting of 

38 individuals with FAI syndrome, attended a 

biomechanical testing session before they were 

randomised to receive either arthroscopy (n=17) or 

physiotherapist-led care (n=21). All participants 

attended second testing session following treatment, 12 

months after the first session. During both testing 

sessions, participants walked at a self-selected speed 

while three-dimensional whole-body motion, ground 

reaction forces, and surface electromyography were 

acquired. These data were then used in a 

neuromusculoskeletal modelling framework to estimate 

external biomechanics, lower limb muscle forces, and 

HCF (Newton/bodyweight, N/BW). Statistical analysis 

was performed using a two-way repeated measures 

analysis of variance applied through Statistical 

Parametric Mapping (SPM) to compare the 12-month 

main effects of, and interactions between, treatment and 

time on HCF during the gait cycle. Statistically 

significant results were indicated by P<0.05. 

 

Results 

There were no significant differences in HCF between 

the two treatment groups at follow-up. Both treatments 

resulted in an increase in HCF magnitude from baseline 

to 12-month follow-up (Figure 1), and these increases 

were statistically significant across most of the gait 

cycle. No interaction effects were found.  

 

 

 
 

Figure 1: Ensemble average (±1 standard deviation) hip 

contact force over the gait cycle at baseline (solid) and 

12-months follow-up (broken) for arthroscopy (red) and 

Personalised Hip Therapy, PHT (blue). Grey shading 

represents significant main effect of time (baseline 

versus follow-up). 

 

Discussion 

This is the first study to examine effects of arthroscopy 

and PHT to treat FAI syndrome on HCF generated 

during walking. We found no differences between 

treatment groups at follow-up, meaning both treatments 

similarly increased HCF. Following arthroscopy and 

PHT, the average increase in HCF was ~0.87 and 0.91 

BW, respectively. Due to lack of untreated control group 

in this study, it is unclear whether the increased HCF 

seen in both groups was an effect of treatment or due to 

natural progression. However, HCF in both treatment 

groups at follow-up were of comparable magnitudes to 

those previously reported in healthy controls [4] and we 

speculate the observed increase in HCF could be an 

effect of treatment. In future, comparing muscle 

contributions to HCF between the two treatment groups 

might clarify the mechanism by which the treatments 

increase HCF during gait, and inform clinical decision 

making in treating FAI syndrome. 
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Introduction 

The measurement of foot kinematics in gait analysis is 

generally performed through stereophotogrammetric 

optoelectronic systems and skin markers, clusters of 

skin markers and multi-segment protocols [1]. However, 

motion track is impossible for several bones because of 

the limited access, such as the talus. In addition, 

measurements are affected by soft tissue artifact (STA). 

As a result, bone tracking may result in a foot posture 

not consistent the patient anatomy. Multibody 

kinematics optimization (MKO) may improve gait 

analysis results by introducing kinematic models that 

reproduce the natural human movement. These models 

are fitted on marker motion during the inverse 

kinematics computation, obtaining estimates of position 

and orientation of relevant bones [2].  

The aim of this preliminary study is to use the foot 

synergies [3] to perform the MKO on the foot of a 

patient. We hypothesized that the method should reduce 

the STA impact, obtaining at the same time the 

kinematics of all the bones of the foot. 

 

Methods 

In a previous cadaveric study [3] we defined four 

significant foot synergies explaining more that 95% of 

the motion of the foot and ankle complex. Mean bone 

and synergies were computed and skin markers were 

simulated on average bones. Gait data were collected for 

one subject following the Rizzoli protocol [4]. Three 

MKO strategies were tested and compared: the whole 

foot was considered as a single its and tibia poses were 

rigidly tracked using all the markers at once; the foot 

was decomposed in three rigid segments [4] tracking the 

rigid motion of each of them by subset of markers; the 

foot and ankle complex was considered as a 4 degrees 

of freedom system, whose posture was computed 

minimizing the residual error on the marker position. 

Results were compared in terms of anatomical 

consistency of the resulting foot posture and ground 

copenetration.  

 

Results 

Rigid body model of the foot is uncapable to map 

variation in its posture and result in a physically 

impossible interaction with the ground (figure 1, first 

row). Although multi-segment MKO may result in the 

minimum residual error, the associated foot posture are 

inconsistent with the foot anatomy, resulting in an 

excessive flexion of the calcaneus and in a general 

flattening of the foot (figure 1, second row). Sinergy-

based approach preserves anatomical consistency, 

capture the foot flexion during the step, and result in a 

natural interaction with the ground (figure 1, third row).  
 

 
Figure 1: Comparison of single rigid body (first row), multi-segment 
bone clusters (second row), and synergy-based MKO at heel strike, 

mid-stance, and toe-off. Ground is depicted in blue. 
 

 
Figure 2: Comparison of single rigid body, multi-segment bone 
clusters, and synergy-based MKO at toe-off (frontal view). 

 

Discussion 

This preliminary study shows the potentiality of 

synergies-based MKO in tracking the motion of all 

bones in the foot. In comparison with classical 

approaches, the one here proposed has several 

advantages: it is capable to map the foot deformation; it 

maintains the anatomical consistency; it produce 

plausible interaction with the ground; finally, it allows 

the indirect tracking of the talar motion.  Future 

development may lead to the definition of experimental 

protocol that exploit synergy-based MKO to minimizing 

the number of required marker to track the foot motion.  

Future work will extend the number of subjects and 

implement a bone-to-bone distance mapping to further 

compare the performances of the three methods. 
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Introduction 
 During clinical assessment of the foot, appropriate 
evaluation of the medial longitudinal arch (MLA) is 
arguably the most important aspect for characterising 
foot morphology. In clinical gait analysis, multi-
segment foot models (MSFMs) are often used for 
diagnosing and planning the treatment of a wide range 
of musculoskeletal disorders of the lower limb. Despite 
the importance of the MLA, there is limited 
representation of it in many MSFMs. The Oxford Foot 
Model (OFM) [1] is one of the most widely utilised 
MSFMs; however, it only tracks the forefoot and 
hindfoot, providing only indirect information on 
midfoot function. Therefore, this study aimed to assess 
various novel methods for representing the MLA in the 
OFM, to make it a more comprehensive and versatile 
tool. The criteria for evaluating each MLA measurement 
method were that it would a) detect kinematic 
differences between different foot morphologies 
(typically developed feet (TDF)) and flexible flat feet 
(FFF)), and b) be strongly correlated with clinical 
assessment measures of arch height index (AHI). 
 
Methods 
Eight potential definitions of MLA angle were 
developed, based on a similar study by Caravaggi et al. 
[2], using various combinations of skin markers located 
on the calcaneus (HEE), sustentaculum tali (STL), talo-
navicular tuberosity (NAV), base of the 1st metatarsal 
(P1M), and head of the 1st metatarsal (D1M), and 
virtual markers (projected to the floor during standing) 
(Figure 1). The MLA definitions were chosen to reflect 
standard clinical and x-ray assessment of the MLA. 42 
children (84 feet) were assessed (mean age of 11 years, 
50 TDF and 34 FFF). AHI is a ratio between the height 
of the dorsum at 50% of the foot length and the 
truncated foot length. Clinical measurement of AHI 
required the use of calibrated callipers and a 
standardised protocol [3]. Marker positions were 
tracked with the feet loaded (standing) and unloaded 
(sitting) using a 12 or 16 infra-red camera system 
(Vicon MX/T40, Vicon, Oxford UK, 100 Hz sample 
rate). Data was processed in the Vicon Nexus (v2.12, 
Vicon, Oxford, UK) software environment. Differences 
between positions (standing and sitting) and foot 
morphologies (TDF and FFF) were determined using 
One-Way ANOVA tests (mean angle, Greenhouse- 
Geisser correction and mean difference). In addition, 
the correlation of each MLA angle definition with the 
clinical AHI calculation was explored using the 
Pearson correlation coefficient. 

 
Results 
Significant differences (p<0.05) in MLA angles were 
observed across most of MLA definitions (1,3,5,6,7,8) 
when comparing TDF and FFF and across all the MLA 
definitions when comparing sitting and standing 
positions. The mean standing angles were greater than 
the mean sitting angles across all the MLA definitions, 
with the mean differences ranging from 2.0 to 13.6 
degrees. Most MLA definitions (1,3,6,7,8), when 
utilised in the standing position, elicited significant 
inverse correlations (p<0.05) with clinically assessed 
AHI. Overall, the biggest difference in MLA angle 
between TDF and FFF was observed upon using the 
non-projected MLA angle definition of HEE, NAV and 
D1M. This was also the MLA definition that 
demonstrated the strongest inverse correlation (r=-
0.607; p<0.001) with the clinical AHI calculation. 
 

 
Discussion  
 These results suggest the choice of markers to use to 
detect changes in MLA shape both between loaded and 
unloaded foot conditions, and between groups of 
individuals with different foot types (TDF and FFF) is 
HEE, NAV and D1M. While Caravaggi et al. [1] 
recommended the use of projected markers to improve 
repeatability of measurements, the results of this study 
suggest that this may reduce the ability to observe fine 
differences across varying foot morphologies, and 
therefore actual rather than virtual markers may be 
preferred. 
 
 
References 
1. Stebbins et al, Gait & posture, 4:401-410,2006  
2. Caravaggi et al, Journal of Biomechanics, 88:180-185, 2019 
3. Cutler et al, Journal of the American Podiatric Medical 

Association, 98:102-106 
 

  
Figure 1: Eight potential definitions of MLA angle 
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Introduction 

Neuromusculoskeletal (NMS) models informed by 
electromyograms (EMGs) are valuable tools to estimate 
muscle forces and joint torques using EMGs and joint 
kinematics as input. NMS models are defined by a set of 
parameters that are typically calibrated by minimizing 
the difference between reference and estimated joint 
torques [1]. In this way, EMG-driven NMS models have 
been able to successfully estimate joint torques in a 
variety of tasks. However, their ability to predict joint 
stiffness, i.e., a neuromechanical property that 
characterizes our joint’s compliance, is limited. Joint 
stiffness is crucial for stable interaction with our 
environment. 
In this work we present an EMG-driven NMS model that 
was calibrated by tracking reference joint torque and 
stiffness profiles simultaneously, and we compared 
performance against a model that was calibrated by only 
tracking reference joint torque. 
 
Methods 

A healthy individual was instructed to follow a 
sinusoidal angle trajectory (amplitude: 0.15 rad, 
frequency: 0.6 Hz) by plantar- and dorsiflexing his ankle 
using a dynamometer. Surface EMGs of the main lower 
leg muscles were acquired. Ankle angle and torque were 
measured while position perturbations (amplitude: 0.03 
rad, switching time: 0.15 s) were applied to obtain 
reference joint stiffness values using a multi-segment 
time-varying system identification method [2]. 
An EMG-driven NMS model was calibrated by 
minimizing using the following objective function 
Fobj =  (𝜏𝜏ref  −  𝜏𝜏mod)2 + 𝛾𝛾 ∙ (Kref  −  Kmod)2, where 
𝜏𝜏ref and 𝜏𝜏mod are the reference and modelled torques, 
respectively, Kref and Kmod are the reference and 
modelled joint stiffness, respectively, and 𝛾𝛾 is a positive 
scalar weighting factor. Two calibrations were 
performed: the traditional calibration tracking only joint 
torque (i.e., 𝛾𝛾 =  0) and our novel calibration that 
simultaneously takes joint torque and joint stiffness into 
account (i.e., 𝛾𝛾 =  0.2).  
The two calibrated models were used to predict joint 
torque and joint stiffness using a novel dataset, i.e., data 
not used for calibration. For both models, reference and 
modelled torque and stiffness were validated against 
reference values using the root mean squared error 
(RMSE) and the coefficient of determination (R2). 
 
Results 

Figure 1 and Table 1 summarize the preliminary results.  
 

 
Figure 1: Ankle torque (top) and stiffness (bottom) 
profiles. Reference in black; traditional calibration only 
tracking torque in red; new calibration tracking 
torque and stiffness in blue. Results shown as mean 
(solid lines) ± standard deviation (shaded area). 
 

Calibration 
type 

RMSE  
𝜏𝜏mod 
(Nm) 

RMSE 
Kmod 

(Nm/rad) 

R2  
𝜏𝜏mod 

R2 

 Kmod 

𝜸𝜸 =  𝟎𝟎 1.5 (0.4) 8 (12) 0.95 (0.02) 0.5 (0.3) 
𝜸𝜸 =  𝟎𝟎.𝟐𝟐 1.9 (0.4) 2.6 (0.8) 0.93 (0.03) 0.7 (0.2) 

Table 1: RMSE and R2 values of the modelled joint 
torques and stiffness using each calibrated model. 
Results expressed as mean value (standard deviation). 
 
Discussion 

We present, for the first time, an EMG-driven NMS 
model that was calibrated to simultaneously predict joint 
torque and joint stiffness. Including joint stiffness in the 
calibration’s optimization routine resulted in a set of 
model parameters that was able to closely track the 
reference joint stiffness profile (in contrast to the model 
calibrated only at the torque level, that presented 
discontinuities due to model parameters resulting in 
tendons operating at lengths shorter than their slack 
length), without compromising joint torque estimation 
capabilities (Figure 1, Table 1). Our preliminary results 
may suggest that we narrowed down the model’s 
solution space resulting in parameters that are 
dynamically consistent at the torque and stiffness levels.  
 
References 
1. C. Pizzolato et al., J. Biomech., 48:3929–3936, 2015. 
2. A. M. Esteban et al, Proc. Annu. Int. Conf. IEEE Eng. Med. 

Biol. Soc. EMBS, 2119–2122, 2019. 
 
Acknowledgements 
Work funded by ERC Starting Grant INTERACT (803035) 
and by Top Technology Twente Connecting Industry program 
(TKI Top Sector HTSM) and Stryker European Operations. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

ESTIMATING A SINGLE MAXIMUM MUSCLE-TENDON LENGTH FROM 
DISCRETISED MUSCLES 

Claude Hayford (1,3), Erica Montefiori (1), Emma Pratt (2), Claudia Mazzà (1) 
 

1. Department of Mechanical Engineering & Insigneo Institute for in silico Medicine, University of Sheffield, 
UK; 2. Gait Analysis Laboratory, Sheffield Children’s Hospital, UK; 3. Department of Biomedical Engineering, 

University of Ghana, Ghana 

 

Introduction 

Musculoskeletal models permit the estimation of 

clinical factors such as muscle-tendon lengths and 

forces not easily accessible by non-invasive means [1]. 

Muscles, particularly those with broad attachment 

points, are usually represented in these models by 

discretising them into multiple elements [2]. 

Downstream analysis of muscle action such as forces 

and loadings on the body segments have been shown to 

be sensitive to the level of discretisation [3]. Another 

challenge associated to this discretisation is the clinical 

interpretation of the output when a muscle needs to be 

reconsidered as a single unit. An example is the 

calculation of the muscle tendon lengths (MTLs), for 

which there is no consensus on selecting a representative 

estimate among the muscle elements. The aim of this 

study was to explore an appropriate and representative 

estimate of maximum MTLs for two different 

musculoskeletal models. 

 

Methods 

Data from 13 juvenile volunteers (11.5 ± 3.0 years; 44.4 

± 15.9 kg; 1.43 ± 0.17m) was retrospectively analysed. 

Gait analysis and magnetic resonance (MR) imaging 

data were used to build subject-specific models of the 

right limb of each participant in addition to a scaled 

generic model (SG, gait2392). All models were 

subsequently used to simulate gait in OpenSim 3.3 and 

estimate joint angles and MTLs. MTLs were normalised 

to standing length and the maximum lengths (MTLmx) 

attained over the gait cycle were then extracted. Focus 

was on four muscles: adductor magnus - aMg, gluteus 

maximus - gMx, gluteus medius - gMd, and gluteus 

minimus - gMn. The average of MTLmx (avg_MTLmx) 

between the three elements representing each of these 

muscles was calculated. Concordance between the 

MTLmx from MR and SG was established using a 

correlation analysis, while absolute difference expressed 

as a percentage of the MR value were used to investigate 

agreement between the two model types. To determine 

the consistency between the two choices, the 

avg_MTLmx was compared to the MTLmx from the 

middle element (mid_MTLmx) using correlation and 

paired samples test. 

 

Results 

Absolute differences in MTLmx between MR and SG 

were generally lower than 6% of the MR value for each 

element and avg_MTLmx (Table 1). avg_MTLmx and 

mid_MTLmx were highly and significantly correlated for 

all four muscles (r > 0.92, p < 0.001) in both MR and 

SG, indicating consistency in the estimates from the two 

models. 

 

Name Correlation Absolute difference (%) 

 1 2 3 Avg 1 2 3 Avg 

aMg  .8 .8 .7 .8 3.3 2.5 1.4 1.8 

gMx .5 .7 .7 .8 4.3 5.3 5.6 5.1 

gMd .2 .08 .6 .1 2.8 2.3 3.3 2.1 

gMn .4 .1 .2 .1 3.3 2.7 2.4 2.7 

Table 1: Average correlations and %differences in 

MTLmx estimates between MR and SG for the 3 elements 

(1,2,3) and avg_MTLmx (Avg) of each muscle. 
 

Significant differences between the avg_MTLmx and the 

mid_MTLmx of the glutei maximus and medius were 

observed for the SG but not the MR (Figure 1). 
 

 
Figure 1: Comparison of avg_MTLmx and mid-MTLmx 

for MR and SG models. ***p-value < 0.001 
 

Discussion 

Although differences exist between MR and SG 

estimates of MTLmx for discretised muscles, the inter-

model agreement when using avg_MTLmx was most 

similar to that from the middle element for all four 

muscles of focus. avg_MTLmx also presented a 

representative estimate that did not change the 

interpretation for each muscle bar gMx and gMd in the 

generic model. It is recommended to report the 

avg_MTLmx as a convenient and accessible summary 

value to the clinician as it had relatively lower 

differences between MR and SG than the mid_MTLmx. 
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Introduction 

Energy expenditure (EE) provides a quantitative 

assessment of metabolic demand of locomotion. In the 

absence of experimental measures, accurate model-

based prediction may support rehabilitation programs 

and assistive device design. Instantaneous energy 

expenditure may be estimated by using metabolic cost 

models, which consist of a set of equations that relate 

muscle excitations, states, and state derivatives to 

metabolic energetics. Tendon compliance influences 

muscle mechanics and, consequently, it is important to 

evaluate its effect on muscle energetics. This study aims 

to examine the influence of tendon stiffness in the time-

series EE estimation using musculoskeletal simulations. 

 

Methods 

Eight able-bodied adults were asked to walk at 55%, 

70%, 85%, 100%, 115%, 130%, and 145% of their 

preferred walking speed (PWS), during which gait 

kinematics (Vicon V16, CGM2.4), ground reaction 

forces (AMTI), and electromyographic signals (EMGs) 

in one leg were recorded in biceps femoris long head, 

semitendinosus, vastus lateralis (VL), vastus medialis 

(VM), tibialis anterior (TA), gastrocnemius lateralis 

(GL), gastrocnemius medialis (GM) and soleus (SO), 

using bipolar surface wireless electrodes (Cometa). 

Vastus intermedius (VI) excitation was estimated as the 

average of VL and VM. A musculoskeletal model [1] 

was scaled to each subject’s dimensions, and maximum 

isometric force was scaled according to muscle volume, 

estimated based on body weight and height [2]. Inverse 

kinematics and inverse dynamics were computed in all 

trials using OpenSim 4.1. A muscle-redundancy solver 

based on direct collocation [3] was used to estimate 

muscle excitations by minimizing muscle excitations 

squared and tracking errors between simulated muscle 

excitations and joint torques, and EMG and inverse 

dynamics torques, respectively. We either imposed 

normalized tendon stiffness (kT) (generic value of 35 

[3]) (SIM-GEN) or allowed Achilles tendon (GM, GL, 

SOL) and patellar tendon (VM, VL, VI) stiffness to vary 

(SIM-OPT). EE was estimated using a metabolic cost 

model proposed by Uchida et al [4]. 

 

Results 

Mean optimized Achilles and patellar tendon stiffness 

was 12.97 and 7.28, respectively. Simulated fiber 

lengths were in closer agreement with reported values 

[5][6][7] for optimized than for generic tendon stiffness 

(Figure 1A). Estimated EE trajectories had two peaks – 

one in early stance and one near pre-swing (Figure 1B) 

in both cases. However, when allowing tendon stiffness 

to vary (SIM-OPT), the peaks were lower and earlier 

than when using generic stiffness. The lower first peak 

could be explained by more isometric contraction of the 

vasti. The lower second peak was due to increased 

energy storage in the Achilles tendon during mid- and 

terminal stance reducing EE of the plantarflexors. This 

was more pronounced at higher walking speeds. 

 

 

 

 
 

 
Figure 1: (A) Computed normalized fiber length over 

the gait cycle of VL, GM, and SO, and reported fiber 

lengths [5][6][7]. (B) Sum computed EE of all leg 

muscles at PWS. 

 

Discussion 

Tendon compliance has a large influence on muscle-

tendon behavior and energetics. Simulations with 

estimated tendon stiffness values resulted in more 

realistic fiber lengths and should be considered for a 

better description of muscle-tendon behavior.  
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Introduction 
Rapidity and reliability are not yet possible 
simultaneously during neuromusculoskeletal (NMS) 
assessment. While clinics need rapidity and low-cost 
methodologies [1], sports training or biomechanical lab 
can access costly and time-consuming technologies, 
such as electromyography (EMG), motion tracking 
systems and force plates, that can provide quantifiable 
estimates of an individual’s NMS functionality.  We aim 
to balance rapidity and NMS quantifiability by 
integrating (1) a flexible sensorized garment comprising 
64 equally distributed monopolar EMG electrodes and 
inertial measurements units (IMUs), thus allowing to get 
over the lengthy setup; (2) a clustering algorithm for 
automatic localization of the muscles lying under the 
multi-channel (MC) EMG grid preventing non-
systematic human error in manual muscle localization 
and electrodes’ placement; and (3) a computationally 
efficient NMS model. We present preliminary results 
toward the realization of such technology with two 
experiments. The initial goals are (1) to automatically 
extract muscle-specific clusters from a few repetitions 
of a slow locomotion task and unknowingly located 
electrodes and (2) to assess whether the automatically 
identified muscle-specific activation profiles translate 
into consistent ankle torque profiles. With the second 
experiment, we analyze kinematics retrieved from IMUs 
instead of marker trajectories and how they affect the 
NMS modeling torque estimation. 
 
Methods 
Three healthy subjects were instrumented with a flexible 
lower leg garment sensorized with 64 equally 
distributed monopolar electrodes, and 33 reflective 
markers. The subjects were instructed to walk at three 
speeds (1, 3 and 5 km/h – FW1, FW3, FW5) on an 
instrumented split-belt treadmill. The 64-EMGs signals 
of the slowest speed were processed with non-negative 
matrix factorization (NNMF) [2]. It was interactively 
applied to extract 5 clusters specific for each of the main 
lower leg muscles including: Tibialis Anterior, 
Peroneus, Gastrocnemius Medialis and Lateralis, and 
Soleus. The muscle-specific clusters extracted from one 
walking trial were then used on all locomotion tasks to 
derive average muscle-specific activations. Those were 
employed to drive an offline NMS model and estimate 
ankle torques. The automatic activations were validated 
and compared with the activations of electrodes 
manually selected on top of each muscle belly also used 
to compute ankle torques.    
A similar experimental protocol was applied on a 
healthy subject instrumented also with 8 inertial motion 

sensors (IMUs – on torso, pelvis, shanks, thighs and 
feet). Both marker trajectories and quaternions from the 
8 IMUs as well just the 3 on the instrumented leg were 
processed to compute joint angles as well as reference 
ankle moments (Tref) and muscle-tendon unit (MTU) 
kinematics. Both MTU kinematics and Tref retrieved 
from markers or IMUs and automatically retrieved 
muscle-specific activations were input to an EMG-
driven NMS model to estimate ankle torque. 
 
Results 
Figure 1 shows the results of the first experiment while 
Table 1 presents the results of the second study.  
 

 
 Ankle moments retrieved via inverse dynamics 

(Tref -black lines) and estimated via offline EMG-driven 
modeling using automatic (Ta

est – red lines) and manual 
activations (Tm

est - blue lines). The plots report the mean 
(solid lines) and standard deviation (dashed lines) 
across all subjects for Tm

est, Ta
est and Tref for walking at 

1km/h (FW1), 3km/h (FW3) and (FW5). 
 

 Markers 8 IMUs 3 IMUs 
NRMSE 0.13 (0.19) 0.36 (0.21) 0.37 (0.23) 

R2 0.94 (0.75) 0.93 (0.77) 0.91 (0.80) 
Table 1: NRMSE and R2 of estimated ankle torques 
values for 1 km/h and 3 km/h (in brackets) walking speed 
using kinematics from markers or two different 
configurations of IMUs, 8 IMUs or 3 IMUs. 
 
Discussions 
The combination of fully wearable technologies with 
automatic EMG clustering and NMS modeling 
techniques can allow understanding individual muscle 
function and drastically change the way the 
musculoskeletal assessment is performed. Rapid and 
quantitative estimates on internal subject-specific NMS 
properties can be crucial in several domains such as 
clinical-decision making, rehabilitation, sports training 
and injury prevention. 
 
References 
1. J. Mehrholz et al., Arch. Phys. Med. Rehabil., 88-10/1314–

1319,2007. 
2. D. D. Lee and H. S. Seung, Nature, 1999. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

QUANTITATIVE VALIDATION OF A DEEP LEARNING BASED 
MARKERLESS MOTION CAPTURE SYSTEM 

Tylan Templin (1), Travis Eliason (1), David Chambers (1), Nathan Louis (1), Omar Medjaouri (1), Kase 
Saylor (1), and Daniel P. Nicolella (1) 

 
1. Southwest Research Institute, USA 

 
Introduction 
The accurate quantification and analysis of human 
movement biomechanics has provided critical insight 
across a broad range of health, disease, and performance 
related applications. However, the accurate and reliable 
measurement of biomechanics requires a dedicated 
laboratory with advanced instrumentation operated by 
highly trained individuals, and is exceedingly time 
consuming, all of which significantly limit its use in 
routine clinical and operational assessments. The ability 
to quickly, easily, and reliably perform accurate, health 
and performance related, biomechanical measurements 
outside of the laboratory is an unmet need. 
 
Methods 
A custom deep convolutional neural network (dCNN) 
was trained to detect a set of virtual markers 
representing the joint centers and specific anatomical 
landmarks of the subject of interest. The network was 
trained with both publicly available hand-labeled pose 
datasets and a custom training dataset where video 
images were automatically labelled using Vicon and 
OpenSim processed data (1). To quantitatively evaluate 
the performance of the markerless motion capture 
system, synchronized video from 4 video cameras was 
captured along with Vicon marker-based data from 9 
subjects who performed 8 movements (counter 
movement jump (CMJ), squat, left and right single leg 
jump, left and right single leg squat, and left and right 
lunge) each repeated 3 times. 2D virtual marker dCNN 
detections were used to generate 3D locations of each 
virtual marker using a robust probabilistic triangulation 
algorithm. Vicon data was processed using standard 
methods. Subject kinematic data was determined using 
a skeletal kinematics model (2) automatically scaled to 
each subject via inverse kinematics (OpenSim, v.4.1). 
Quantitative performance was evaluated using root 
mean square error (RMSE) between the markerless and 
marker-based motion capture derived kinematic data. 
 
Results 
Excellent qualitative agreement was seen between the 
two systems (Figure 1). The markerless systems 
demonstrated a high degree of agreement with the Vicon 
derived data with the average RMSE values of between 
4.54 and 9.21 degrees for hip, knee, and ankle angles, 
respectively across all movements (Table 1).  
 

Discussion 
We have successfully demonstrated the accuracy and 
reliability of a markerless motion capture system that 
uses standard off the shelf video camera hardware 
compared to a traditional marker-based system. Further 
development and validation of markerless systems will 
lead to more ubiquitous, routine quantification of 
biomechanics in non-laboratory settings including 
clinical environments, rehabilitation settings, etc. 
without the need for sophisticated laboratory or body 
worn equipment. 

 
Figure 1: Comparison of markerless (red) and marker-
based (blue) kinematics data for the CMJ for all nine 
subjects. 
 
DOFs Counter 

Movement 
Jump 

Single 
Leg 
Jump L 

Single 
Leg 
Jump R 

Lunge R 

Hip 
Flexion 

7.46 
(4.23) 

8.67 
(4.38) 

8.14 
(3.24) 

8.2 
(3.24) 

Hip 
Adduction 

4.93 
(8.73) 

7.2 
(3.74) 

6.56 
(2.86) 

9.21 
(3.45) 

Knee 
Flexion 

4.93 
(1.58) 

5.14 
(2.03) 

4.54 
(1.74) 

5.02 
(1.55) 

Ankle 
Flexion 

7.48 
(2.31) 

6.83 
(2.47) 

7.16 
(3.7) 

6.22 
(2.94) 

Table 1: Quantitative validation results – RMSE (SD). 
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Introduction 

High tibial osteotomy (HTO) is a well-accepted surgical 

procedure for patients with knee osteoarthritis (OA) and 

varus alignment aimed at re-establishing a more even 

distribution of ambulatory load between the affected 

medial and the lateral knee compartment. The aim of 

this study was to compare pre- and postoperative lower 

limb kinematics and kinetics, and knee intra-articular 

forces during gait estimated via musculoskeletal 

modelling between patients with knee OA undergoing 

HTO and matched controls, and to investigate 

relationships between HTO-induced changes in gait-

related biomechanical measures and the Knee 

Osteoarthritis Outcome Score (KOOS). 

 

Methods 

Sixteen patients with isolated, symptomatic medial 

compartment knee OA completed pre- and 

postoperative gait analysis. Sixteen age- and sex-

matched asymptomatic volunteers participated as 

controls. The collected motion capture data was used as 

input for an inverse dynamics analysis (AnyBody 

Technology, Denmark) to evaluate external knee 

moments and knee contact forces. Knee varus/valgus 

alignment was estimated from a static reference trial and 

implemented as a fixed change in orientation of the knee 

joint axis. The distribution of the compressive knee 

force across the medial and lateral compartments was 

evaluated [1]. Statistical parametric mapping (SPM) 

was used to identify difference between groups (t-tests) 

and correlations with KOOS scores (linear regressions).  

 

Results 

KOOS scores increased after HTO but stayed below 

values of controls. The influence of HTO on sagittal 

plane kinematics and kinetics were limited to narrow 

phases of the gait cycle. The ankle dorsiflexion moment 

at push off – preoperatively lower than in controls – 

increased to normal values postoperatively, while the 

concomitant deficiency in the hip extension moment 

was not restored after surgery. HTO elicited changes in 

the load distribution at the knee level, with a lower 

postoperative compressive load on the medial 

compartment during midstance and a higher 

postoperative compressive load on the lateral 

compartment during early and late stance that were 

comparable to those of the control group (Figure 1). The 

lateral shear force in midstance was significantly 

reduced after surgery. Changes in the external knee 

adduction moment (KAM) did not always coincide with 

reductions in the knee compressive force in the medial 

compartment, and these changes did not correlate with 

improvements in KOOS scores. 

Figure 1: Mean ± 1SD KAM, medio-lateral shear force, and 

medial and lateral compartment compressive forces (dashed 

red lines—patients preoperatively; blue dashed-dotted lines—

patients postoperatively; solid grey lines—controls). Grey 

bars below each subplot—periods with a statistically 

significant SPM t-tests. 

 

Conclusions 

HTO effectively unloads the medial compartment by 

redistributing part of the overall compressive force to 

the lateral compartment during gait without affecting 

gait functionality. The KAM may not adequately 

describe ambulatory load or changes induced by 

interventions at the compartment level. HTO elicited a 

rapid change in joint mechanics by a sudden change in 

limb alignment. Symptoms and pain might continue to 

improve beyond the postoperative follow-up time 

reported here possibly explaining the lack of 

correlations between changes in load and KOOS. 

 

References 
1. Stoltze JS et al. (2018), Int Biomech, 5(1), 63-74. 

 

Acknowledgements 
Funding: Swiss National Science Foundation (SNSF 

#32003B_159871) 

          
        

           
        

          
       

          
        

           
        

          
       



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

EXPERIMENTAL INVESTIGATION OF THE FRACTURE MECHANICS OF 
FEMURS OF ZUCKER DIABETIC FATTY (ZDF) RATS  

Genna E. Monahan, Jessica Schiavi-Tritz, Ted J. Vaughan 
 

Biomechanics Research Centre (BioMEC), National University of Ireland, Galway, Ireland. 

 

Introduction 

An increased risk of fracture is becoming a growing 

concern in patients with type-2 diabetes (T2Ds). 

Research has found that T2 diabetic patients can have up 

to a 3-fold increased risk of bone fracture, where 

individuals with long-term diabetes have a higher 

incidence of fracture than short-term [1]. Interestingly, 

a reduction in bone mineral density (BMD) is not the 

explanation for this increased fracture risk. T2 diabetic 

patients often present with normal-healthy BMD. 

However, it is possible the cortical and trabecular bone 

microarchitecture is altered, essentially reducing the 

quality of the bone. It is hypothesized that T2 diabetic 

subjects may have a reduced bone toughness, inhibiting 

the bones ability to resist fracture [3]. This study aims to 

assess the fracture mechanics of T2 diabetic femoral 

bone using innovative tests, whilst also examining the 

cortical and trabecular bone microarchitecture as the 

disease progresses.  

 

Methods 

Male [Zucker Diabetic Fatty (ZDF: fa/fa) (T2D) and 

Zucker Lean (ZL: fa/+) (Control)] rats were euthanized 

at 12-weeks of age (n = 4, per age, per condition), 

thereafter, right femora were dissected. Bone length and 

diameters were measured. Femurs were notched on the 

posterior side of the midshaft using a using a low-speed 

saw with a diamond-embedded blade. A micro-notch 

was placed at the top of the initial notch. Micro-

computed tomography (CT) was used pre- and post-

mechanical testing to scan the proximal femur (33.4% 

of total femur length), notched and unnotched femoral 

midshaft. Femurs were tested until failure in a three-

point bend configuration, loading the anterior side 

(Zwick 2.5 kN load cell, 0.1 N pre-load, 0.06 mm/min 

crosshead speed) to measure the stress intensity factor 

(Kic). Immediately after, proximal femurs were set into 

a quick-drying polyurethane resin (Xencast P2 Fast Cast 

Polyurethane Resin, Easy Composites) up to 40% of the 

total proximal height. A sideways fall test was simulated 

using a custom-built rig. Femoral heads were 

compressed until failure (Zwick 2.5 kN load cell, 5 N 

pre-load, 2 mm/min crosshead speed). 

 

Results 

  Sideways Fall 

 Kic 

(MPa√𝑚) 

Stiffness  

(N/mm) 

Energy-to-

failure(mJ) 

Max load  

(N) 

D 15.7±2.36 45.2±9.85 28.8±3.14 49.5±6.99 

C 14.2±0.83 55.5±16.7 27.0±8.71 53.0±13.2 

Table 1: Mechanical properties from fracture toughness 

(Kic) and sideways fall tests (D=diabetic, C=controls). 

No significant differences were found for any of the 

mechanical properties between T2D and controls, 

although T2D bones had more ductile characteristics. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: (a-c) Geometrical properties (AP=Anterior-

posterior), (d) BMD of cortical bone from midshaft, CT 

scan (e) pre- and (f) post-fracture of proximal femur. 

 

Although T2D rats had shorter bones and smaller 

femoral heads, the AP midshaft and femoral neck 

diameter was not statistically different to controls. BMD 

was also not statistically different. 

 

Discussion 

At 12-weeks of age, rats are experiencing early-stage 

T2Ds and the disease impact is currently not very clear. 

T2D rats had significantly smaller bone length and 

femoral head diameters. Yet, there was no difference 

between the AP diameter in the midshaft and femoral 

neck, which may explain no significant difference in 

stiffness and maximum load of the femoral neck 

between strains. Although not significant, results show 

that diabetic rats at 12-weeks exhibit a more ductile 

behavior, since the mean energy-to-failure of the 

femoral neck and stress intensity factor (Kic) is higher for 

rats with T2Ds. Control rats often experienced a 

transcervical neck fracture, whereas, T2D rats presented 

with intertrochanteric fractures. 
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Introduction 
Knee mechanics depends on the knee passive motion 
characteristics which are determined by the bone and 
ligament constraints [1]. Understanding the influence of 
bone geometry on passive motion can provide insight 
into knee function and the mechanisms of injury. 
However, the complexity of the geometric constraints 
has made quantifying this relationship challenging. 
Statistical shape and appearance models (SSAMs) have 
investigated variation in knee bone geometry and 
kinematics during dynamic loading activities [2]. 
However, establishing the principal geometric 
determinants of passive motion with SSAMs has 
remained difficult. Partial least square regression 
(PLSR) determines a set of modes of geometry variation 
that maximize the variance of the motion in a multiple 
regression model [3]. Therefore, the aim of the study 
was to determine the knee bone geometries that explain 
the variation in passive knee motion using PLSR. 
 
Methods 
MRI images were obtained of 29 cadaveric knee 
specimens (10F/19M, 43-82 years) with no reported 
history of pathology. Femur and tibia bone geometries 
were extracted from the MRI by semi-supervised 3D 
CNNs automatic segmentation [4] and reconstructed 
with a surface mesh. Template meshes were morphed 
over each bone shape with a non-rigid iterative closest 
point (ICP) registration to characterise the bone 
geometries with mesh correspondence. Passive 
kinematics were determined by performing five flexion-
extension cycles on the knees with a minimal medial 
force (~6 N). Trajectories of reflective markers placed 
on 3-D printed potting cups fitted to the bones were 
recorded using a stereo-photogrammetric system 
(VICON, UK). A CT image of the specimen and potting 
cup assembly was obtained, and the bone geometries 
were segmented. Local femur and tibia coordinate 
systems were defined for each specimen [5]. The 
kinematics for the six axes of motion were estimated by 
calculating the relative pose of the local femur 
coordinate system with respect to the tibia throughout 
the flexion cycle. PLSR was applied on the bone 
geometry (predictor variables) and passive kinematics 
(response variables).  
 
Results 
The first 13 PLS modes accounted for 90% of 
kinematics variance and 89% of the geometry variance. 
The first PLS mode accounted for 5% of the geometry 
variation but 15% of the kinematics variation. It was 

primarily characterised by changes to the medial tibial 
condyle (Fig. 1) and explained a combination of 
variation in flexion-extension and anterior-posterior 
translation (Fig. 2). The fourth PLS mode accounted for 
the greatest portion of the geometric variation (50 %) 
and was a pure size change. However, it explained just 
10% of the kinematics, primarily the variation in 
abduction-adduction.  

 
 
Fig. 1. Geometry for the first and fourth PLS modes of 
geometry variation at ± 1.5 standard deviations (SD).  
 

 
 
Fig 2. Kinematics for the first four PLS modes of 
variation at ± 1.5 SD. 
 
Discussion 
Changes to the tibial condyle geometry explained the 
greatest amount of the passive kinematic variation. 
Scaling accounted for greatest amount of variation in 
bone geometry, although it explained a small proportion 
of the variation in kinematics. This work significantly 
reduces the error in current linear models relating knee 
geometry and motion. Accounting for their complex 
non-linear relationship may improve the model further.  
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Introduction 
Knowledge of factors modulating knee joint kinematics 
is important for personalising clinical interventions. 
Limb alignment has been shown to only play a minor 
role in governing tibio-femoral kinematics [1] but 
critically influencing tibio-femoral joint loading [2]. To 
understand the interaction of knee joint loading and the 
resulting motion, an evaluation of both, kinematics and 
joint moments in the same cohort is critical. Therefore, 
the aim of this study was to investigate the relationship 
between transverse knee joint kinematics and frontal 
plane knee joint loading during gait activities. 
 
Methods 
5 subjects with valgus (-5.6±1.5°, 37±20 years), 12 with 
neutral (0.5±1.6°, 24±4 years), and 10 with varus 
(5.7±1.8°, 26±7 years) limb alignment were assessed 
during 3-6 complete gait cycles of level walking, 
downhill walking, and stair descent using a dynamic 
videofluoroscope and synchronised ground reaction 
force plates [1, 3]. Following 2D/3D registration of the 
fluoroscopic images [4], medial and lateral condylar 
antero-posterior (A-P) translations, the location of the 
centre of rotation (CoR) [5], and the peak knee 
adduction moment (PKAM) were determined. 
 
Results 
Across all gait activities, the limb alignment groups 
showed comparable ranges of condylar A-P translation 
(medial: 5.6-7.7mm, lateral: 6.8-8.3mm) and a tendency 
towards a medial CoR. Significant differences between 
the groups were found for the PKAM, especially 
between the varus and valgus subjects (Table 1). 
Furthermore, while the PKAM showed a significant 
correlation with a medial CoR during downhill walking, 
no correlations were found for level walking and stair 
descent (Figure 1). 

peak knee adduction moment [%BW · height] 
level walking valgus -1.68±0.63     

 

* 
  

 neutral -2.59±0.61    

   

 varus -3.58±0.65    

    

downhill walking valgus -1.90±1.15     

 

* 
  

 neutral -2.58±0.71    

   

 varus -3.63±0.42    

    

stair descent valgus -1.81±0.80     

 

* 

  

 neutral -2.32±0.69    

  *  varus -3.70±0.76   

    

*significant on an adjusted level of significance of α = 0.0056 

Table 1: Peak knee adduction moment during level 
walking, downhill walking, and stair descent. 

 
Figure 1: Relationship of the mean CoR and the mean 
peak knee adduction moment for each subject during 
level walking, downhill walking, and stair descent. 
 
Discussion 
While limb alignment is not reflected in the condylar 
kinematics, the PKAM was significantly reduced from 
varus to neutral to valgus subjects within the same 
cohort. With only a minor correlation during downhill 
walking, the frontal knee moment is not assumed to be 
a main modulator of condylar kinematics. The presented 
results are in line with recent findings in instrumented 
knee implants, where the load distribution did not 
necessarily correlate with the pivoting location [6]. 
Consequently, muscle activation strategies, ligament 
properties or bone morphology could be more important 
in governing individual knee motion then limb 
alignment or knee joint loading. Together with further 
musculoskeletal modelling, this data can help to inform 
decision-making regarding limb alignment when aiming 
to restore physiological knee joint function.  
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Introduction 

The knee anatomy is an important factor in the knee 

biomechanics but the role of the anatomy alone is 

difficult to assess in patients as they present with 

variable confounding factors such as variability in BMI 

and joint health. Investigation of the knee contact 

mechanics by finite element (FE) modelling of a range 

of donors can aid in understanding the trends and 

variations in the knee biomechanics due to variation in 

anatomy. The aim of this study was to investigate the 

effect of anatomy alone on the contact biomechanics of 

the tibial compartments in knees from different donors.  

 

Methods 

A total number of six cadaveric knees were used to 

develop computational models following ethical 

approval (East Midlands—Leicester South REC, UK, 

18/EM/0224.). The donors were 71.5±14.4 years old. 

Most knees had an extruded meniscus in at least on one 

compartment. Micro computed tomography images (82-

micron isotropic resolution) were obtained for 

segmentation of bones and cartilage using Simpleware 

ScanIP O-2018.12-SP2 (Synopsys, CA, USA). 

Magnetic resonance imaging was used for segmentation 

of menisci (double echo sequence, 0.36 mm in plane, 0.7 

mm in medial-lateral direction). Tetrahedral elements 

were used for development of the knee FE models1 with 

Abaqus. An axial load of 500 N was applied through the 

femur centre of rotation at neutral alignment of the knee 

under intact and meniscectomy cases. The femur was 

free to move in adduction-abduction and superior-

inferior displacement only, with the tibia fixed in all 

degrees of freedom in both cases. Material models and 

parameters were maintained constant for all six knees, 

following a validation study for contact mechanics on 

three knees where comparisons were made to the models’ 

experimental counterparts. The mean contact pressure 

was calculated on each tibial compartment. The total 

contact area was recorded on the whole tibial cartilage. 

The distribution of contact pressure was investigated by 

fitting a 3x3 grid on each compartment, adapted from 

clinical evaluation guidelines2. 

 

Results 

Mean contact pressures were 0.62±0.11 MPa and 

0.58±0.10 MPa for medial and lateral tibial cartilages 

under intact cases, which increased to 0.72±0.12 MPa 

and 0.90±0.12 MPa respectively without the menisci. 

The total contact area decreased from 807±119 mm2 to 

619±90 mm2 due to the loss of menisci. The knee-

specific increase in contact pressure following 

meniscectomy varied from 1 to 53 % medially and from 

53 to 63% laterally. In the intact cases, the contact 

pressure was concentrated in the posterior medial and 

posterior lateral areas (Figure 1). It shifted to central 

medial and central lateral areas in the meniscectomy 

cases.  

 
Figure 1: (a) example of one FE knee mesh, (b) tibial 

cartilage contact pressure for one knee with 

overlapping 3x3 grid, (c) summary of contact location 

for six knees (blue = no knees in contact within the 

corresponding grid cell, yellow = all knees in contact 

within the grid cell) - right knees were mirrored to show 

medial on the right of the image. 
 

Discussion 

This study showed a contact pattern on the tibial plateau 

under intact cases similar to a previous study under 

simulated gait3, with a slight medial concentration. The 

contact pattern demonstrated that more of the load was 

transferred through the menisci than directly from 

cartilage to cartilage. Meniscectomy cases showed a 

systematic large increase in contact pressure on the 

lateral side of the tibial cartilage while the increase was 

much more variable on the medial side. This variability 

would affect how each knee reacts to a loss of meniscus 

integrity. The coefficient of variation for contact area 

due to variation in anatomy alone was 15% in both intact 

and meniscectomy cases.  

 

Conclusion 

This work demonstrated a high variability in contact 

biomechanics between different donors, when only the 

anatomy variation is considered. The variance across the 

group of donors was similar with or without meniscus 

present, but the variability in the medial compartment 

was larger than in the lateral compartment.  
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Introduction 
Bone stiffness plays a key role musculoskeletal 
function, while bone strength and its ability to dissipate 
energy protects vital organs. Recent experimental 
studies in our laboratories consisted in quantifying 
micromechanical properties to investigate the stress 
transfer and damage accumulation at the extracellular 
matrix (ECM) scale. The aim of this work is to propose 
the simplest representative volume element (RVE) of 
the bone ECM indicating a consistent anisotropic 
elasticity with recent results. 
 

Methods 
Both cylindrical micropillar [1] and micro-tensile [2] 
bone samples were manufactured in osteons from ovine 
tibiae. Monotonic and cyclic tests were conducted both 
along and across the mineralised collagen fibrils. 
Representative volume element of a mineralised 
collagen fibril array (FAY) was designed including a 
cylindrical mineralised collagen fibril (MCF) embedded 
in an extrafibrillar matrix (EFM). The MCF is composed 
of hydroxyapatite mineral platelets (HA) embedded in a 
collagen matrix, while the EFM is made of mineral 
particles embedded in non-collagenous proteins (NCP). 

 

Figure 1: Unit-cell finite element models of bone ECM. 
 

Two periodic, unit cell finite element (FE) models were 
created to compute the apparent elastic properties of 
MCF and EFM combined into a third unit cell model to 
estimate the anisotropic elastic constant of the FAY 
(Fig. 1) [3]. Tensile strength of the calibrated FAY was 
computed by inserting cohesive layers between MCF 
and EFM and in a transverse plane in the central part of 
the MCF. 

 

Results 
Micropillar compression revealed a ductile behaviour of 
the FAY with mean axial and transverse elastic moduli 
of 31.1 and 16.5 GPa, respectively [1]. Microtensile 
tests showed a highly brittle behaviour of the FAY with 
consistent mean axial and transverse elastic moduli of 
28.9 and 13.6 GPa, respectively [2]. The mean axial and 
transverse tensile strength were 0.35 and 0.13 GPa 
respectively. The MCF and EFM models provided 
elastic properties with orthotropic and cubic material 
symmetry respectively and the combination delivered an 
orthotropic FAY with axial and averaged transverse 
elastic moduli within 1.5% of the above experimental 
means [3]. The cohesive FE model of FAY delivered 
tensile strength within 8% of the above experimental 
means. 

 

Discussion 
Elastic properties of bone FAY were obtained for both 
axial and transverse directions and were similar in 
tension and compression. A simple RVE is proposed 
extending the classical 1D shear lag model into a 3D 
building block of FAY, which elastic anisotropy is 
highly consistent with the experimental data.  
The RVE will be exploited in future work to investigate 
damage mechanisms in compression. 
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Introduction 

Studies in older amputees have shown an increased risk 

of medial knee osteoarthritis (OA) in the intact limb over 

25 years from amputation [1, 2]. Increased medial knee 

joint contact forces on the intact limb have been shown 

in unilateral amputees [3], suggesting that this increased 

degeneration is biomechanical in nature. How quickly 

this altered loading can result in articular or functional 

changes in amputees is currently unknown. The Armed 

Services Trauma Rehabilitation Outcome (ADVANCE) 

Study investigates the long-term outcomes of battlefield 

casualties from the Afghanistan (over 500 injured 

participants and 500 controls) and is the first prospective 

cohort study in this area [4]. The current study aims to 

investigate the differences in radiographic and clinical 

outcomes of knee OA between injured (amputees and 

non-amputees) and uninjured UK service personnel in 

the ADVANCE cohort. 

 

Methods 

Knee radiographs and the knee injury and osteoarthritis 

outcome scores (KOOS) were obtained in 522 uninjured 

participants and 428 injured participants (374 non-

amputees, 54 amputees). Participants had a mean age of 

34 years, and the injured participants were on average, 

8 years post injury. Using semi-automated methods [5], 

imaging measures of OA were obtained: Kellgren and 

Lawrence (KL), joint space narrowing (JSN), sclerosis 

and osteophyte scales. T-tests (injured vs uninjured) and 

one-way ANOVAs (uninjured vs injured non-amputees 

vs injured amputees) were used to compare between 

groups.   

 

Results 

There was a significant difference between injured and 

uninjured participants in all imaging measures (KL, 

JSN, sclerosis, and osteophytes, p < 0.05) and in all 

KOOS scales (pain, symptoms, activities of daily living, 

sport/ recreation, quality of life (QOL), p < 0.05).  

However, the mean imaging values in the injured group 

remained below levels that would even be described as 

doubtful OA [6] and above patient acceptable symptom 

state (PASS) levels for KOOS [7].  

Amputees demonstrated higher levels of KL and 

osteophytes compared to uninjured participants only, 

higher levels of sclerosis compared to uninjured and 

injured non-amputees, but no differences between any 

group for JSN (Table 1). No differences were found 

between amputees, injured non-amputees and uninjured 

participants in three out of five KOOS variables (Table 

1), with amputees reporting better symptoms and QOL 

than injured non-amputees.   

 

 

 Uninjured Injured 

non-

amputees 

Amputees 

Imaging    

KL 0.16±0.44 0.27±0.51$ 0.42±0.69$ 

JSN 0.26±0.40 0.31±0.43 0.34±0.50 

Osteophytes 0.11±0.34 0.20±0.43$ 0.33±0.62$ 

Sclerosis 0.05±0.19 0.07±0.22 0.17±0.42* 

KOOS    

Pain 91.7±11.5 87.5±15.6$ 90.5±11.7 

Symptoms 60.9±12.0 58.1±11.9$ 64.3±14.1# 

ADL 93.9±9.8 89.2±14.7$ 91.6±12.3 

Sports 82.7±17.9 74.3±23.4$ 80.9±22.2 

QOL 81.1±19.1 74.2±22.5$ 82.1±18.2# 

Table 1: Knee imaging results and KOOS scores for the 

three groups. $Different to uninjured only; #different to 

injured non-amputees only; *different to both groups 

 

Discussion 

Injured participants had increased signs of radiographic 

and clinical signs of knee degeneration compared to 

controls, even only 8 years post injury in a young cohort. 

However, these differences do not appear clinically 

relevant at present. The amputees displayed no 

functional signs of knee degeneration compared to the 

other two groups. However, the amputees displayed 

some mild, early signs of the articular consequences of 

altered biomechanical loading within 8 years post 

trauma.  
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Introduction 

The process of bone regeneration involves the action 

and interaction of a myriad of cells, regulated by 

biochemical and mechanical factors. After fracture, the 

bone healing process is strongly linked to the 

development of a new blood vessel network in the 

callus. To date, there exist many in silico models 

investigating the healing progress of bone fractures. 

This work builds on our previous modeling work where 

bone regeneration (including angiogenesis) was studied 

in 2D. In this work, we developed an oxygen-driven 

multiscale in silico model to simulate osteogenesis and 

sprouting angiogenesis in 3D. This upgraded model 

allows us to understand biological events happening 

within the fracture region and to investigate potential 

treatments for skeletal disorders, such as congenital 

pseudarthrosis or other cases of non-union occurrence. 

 

Methods 

Overview. The model was developed in FreeFEM [1] 

following an existing multiscale bioregulatory 2D 

model of bone fracture healing [2] implemented in 

MATLAB. The model captures biological processes 

across different time and space scales. At tissue/cellular 

level, the spatiotemporal evolution of different 

biochemical factors, cells and extracellular matrices is 

described using a non-linear system of ten taxis-

diffusion-reaction partial differential equations (PDE). 

At (intra)cellular level, the developing vasculature is 

represented with discrete endothelial cells, each of them 

regulated individually by one ordinary differential 

equation (ODE) representing its intracellular module. 

Implementation details. Suitable initial and boundary 

conditions were set to ensure the existence, uniqueness 

and non-negativity of the solution of the PDE system. 

The PDE system was implemented in its variational 

formulation in FreeFEM, following the Petrov-Galerkin 

method. The Newton-Raphson method was used to treat 

the non-linearities of the PDE system, which was solved 

using the finite element (FE) method for spatial terms 

and the finite difference method for temporal terms. 

Domain. The geometrical domain (Fig.1A) was 

deduced from a 4 mm murine callus geometry [2] to 

simulate bone healing in a large skeletal defect. Initially, 

a 2D c-shaped domain (Fig.1B) was adapted to replicate 

the results of the previous MATLAB model [2], which 

was later altered (Fig.1C) to describe a more realistic 

fracture callus geometry. Finally, the model was 

upgraded to 3D (Fig.1E-F). 

Results 

Upgrading the in silico model to 3D highly increased the 

computational cost of the simulation, but also provided 

results which resembled the reality better. Both 2D and 

3D FreeFEM-based models provided accurate 

predictions of the bone regeneration outcome and its 

corresponding biological processes. For instance, 

Fig.1B-C-E-F illustrate the migration of skeletal 

progenitor cells from the periosteum and bone ends into 

the fracture zone, with subsequent proliferation and 

differentiation into other types of cells. As showed by 

the figures, both models showed good agreement in their 

results. Additionally, Fig.1D presents the developing 

vasculature in the fracture area, which provides the 

necessary nutrients in the model. 
 

Figure 1: (A) Schematic representation of the 

geometrical domain. Due to symmetry, only one-fourth 

of the domain (blue region) was simulated. (B) Initial 

2D c-shaped domain. (C) Altered 2D c-shaped domain: 

top border was smoothened to describe the fracture 

callus geometry more accurately. (D) Blood vessels 

network predicted by the model. (E) 3D representation 

of (A). (F) Detail of the FE mesh of the simulated 3D 

domain. 

 

Discussion 

We developed a 3D in silico model of bone regeneration 

including angiogenesis using the FreeFEM software. 

This 3D model has several potential biomedical 

applications, as it captures the reality more accurately, 

hence providing results which resemble the biological 

situation better. 
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Abstract 
Muscle fatigue progression is commonly studied using 
Electromyography (EMG). Although muscle forces can 
be obtained using EMG-driven neuromusculoskeletal 
models (EDMM), these do not reflect changes in force 
generation due to fatigue. Here, we studied trunk muscle 
forces in 3 participants using EDMM during a fatigue 
task. We discuss results and model updates needed to 
obtain realistic muscle forces during fatiguing tasks. 
 
Introduction 
Factory workers are prone to musculoskeletal disorders 
as a result of increasing likelihood of injury and fatigue 
progression [1]. Tracking fatigue progression helps 
understand likelihood of risk in factory workers. Muscle 
fatigue is a progressive decline in maximal force or 
power capacity of the muscle [2]. Temporal and 
frequency analysis methods of EMG were used to study 
fatigue [3].  
EDMM were used to estimate muscle forces during 
different motor tasks [4]. However, these models did not 
include fatigue dynamics and therefore, cannot reflect 
resulting changes in muscle force generating capacity. 
Realistic muscle force estimation is needed to design 
bio-protective active exosuits that assist factory workers 
by preventing excessive loads on the musculoskeletal 
system. In this study, we analyze a trunk EDMM within 
the context of a fatiguing task, and study whether the 
estimated muscle forces were influenced by fatigue.  
 
Methods 
Three participants (Mean (SD) Age: 27.7 (2) years, 
height: 1.8 (0.05) m, weight: 72 (3) kg) performed an 
endurance task at 30 ± 5o lumbar flexion until 
exhaustion while the pelvis was fixed. Motion data was 
captured using Qualisys (Qualisys Medical AB, 
Sweden). High Density EMG (HDEMG) was measured 
using the Refa system (TMSi, The Netherlands). Four 
8x8 grids were placed on the right back, each consisting 
of evenly spaced 64 electrodes 8.5 mm from each other 
[5]. Kinematic, kinetic, and HDEMG data were 
synchronized by Qualisys Track Manager software.  
Bipolar EMG data for the iliocostalis lumborum (6 cm 
lateral to L2), longissimus thoracis pars lumborum 
(3 cm lateral to L1) and pars thoracis (4 cm lateral to 
T10) muscles on the right were extracted from HDEMG 
data by differentiating adjacent channels along the 
muscle line of action. The EDMM was applied to the 
Lifting Full-Body model within OpenSim 4.3 to extract 
muscle lengths and force [6]. 

The Root Mean Square of the amplitude (RMS) was 
estimated using a moving window (size 60 s with an 
overlap 30 s) and compared between the EMG and 
muscle force.  
 
Results 
Change in the RMS from the initial value was identified 
at two instances (halfway (M) endurance task and at 
exhaustion (E)) as percent difference (%∆). The changes 
per participant are shown in Table 1.  
 

% ∆ Sub 1 Sub 2 Sub 3 
  M E M E M E 

IL EMG -1.5 3.6 0.6 1.5 37 46 
Force 0.9 5.2 27 33 68 34 

LL EMG -7.9 -11.7 4.5 -2 16 34 
Force -7.5 -11.5 5 -0.5 21 33 

LT EMG -4.1 3.8 -2 17 11 27 
Force -2.1 4.6 1.5 19 15 27 

Table 1: Iliocostalis Lumborum (IL), Longissimus thoracis 
pars lumborum (LL) and pars thoracis (LT) measured halfway 
endurance task (M) and at exhaustion (E). 
 
Discussion 
We observed that changes in muscle force RMS follows 
that of EMG (R2>0.9). Although the participants were 
exhausted at the end of their trials, not all muscles 
seemed to have fatigued (shown by an increase in EMG 
RMS) as they performed sub-maximal contraction [7]. 
In most cases, EDMM based muscle forces increase for 
subjects due to increase in EMG amplitude and lack of 
fatigue modelling within the EDMM. Therefore, 
individualized fatigue models that modulate muscle 
forces based on the amplitude and duration of 
contraction during motor tasks must be included in 
EDMMs. 
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Introduction 
Breast cancer cells favour metastasis to bone tissue and 
it has been proposed that bone tissue properties facilitate 
tumour invasion resulting in bone resorption and 
osteolytic lesions, but may also result in osteoblastic 
formations. Bone volume and tissue stiffness have been 
shown to decrease after overt metastatic osteolysis [1,2]. 
Such changes may alter the mechanical environment of 
both the bone and tumour cells, and thereby play a role 
in perpetuating the cancer vicious cycle during breast 
cancer metastasis. Computational analyses of simulated 
metastatic bone report increased stress about osteolytic 
bone, but lesions have been introduced synthetically 
[3,4]. Thus, it is not yet known how specific in vivo bone 
tissue mechanical strain distribution is associated with 
tumour invasion over time. The objective of this study 
is to characterise temporal changes in the bone 
mechanical environment during breast cancer metastasis 
via finite element analysis (FEA) derived from high 
resolution micro-CT images of metastatic mouse bone. 
 

Methods 
Female immune-competent BALB/c mice (6 wo) were 
inoculated with 4T1 breast cancer cells in the mammary 
pad to induce primary tumours. Femurs were dissected 
from tumour-inoculated (MET, n = 5) and healthy 
cohorts (CTRL, n =5) euthanised at either 3 weeks or 6 
weeks post-inoculation. High resolution micro-
computed tomography (μCT) scans (μCT100, 5μm, 
70keV, 57μA) were segmented (MIMICS) and imported 
to ABAQUS for mesh generation (4-node linear 
tetrahedral). Voxel-specific material properties 
(Young’s modulus, E) were assigned according to μCT 
data (HU, ρCT) from DICOM (Fig1A, B) by the 
following equations (Eq. 1-3) [5,6]. 

ρCT = -0.01152 + 0.0006991 HU (1) 

ρash = -0.079 + 0.8772 ρCT  (2) 

E = 1710 (ρCT 
1.797)   (3) 

Boundary conditions and a load (0.21N) were applied to 
femoral heads to mimic weight bearing [7] (Fig1C). 
Tumour-adjacent femoral head regions were analysed to 
determine Von Mises stress. Strain-energy density 
(SED) was analysed and thresholds were defined to 
categorize likelihood of: Resorption (<4.5 J/m3), 
Apposition (bone formation, >5.25 J/m3) and 
homeostasis (4.5–5.25 J/m3), based on a prior study [7]. 
Bone volume % within these thresholds were compared. 
Statistical analysis used paired 2-sample T-tests. 
 

Results 
3 weeks: Although overt osteolysis was not detected, 
there was evidence of trabecular thinning. Von Mises 
stress distributions were altered in MET femoral necks 
compared to CTRL counterparts (Fig1E). The % bone 
volume within the different thresholds for resorption or 
formation did not differ between samples (Fig1.D).  
6 weeks: Osteolysis was detected in all MET femora 

(Fig1A). Von Mises stresses were elevated in MET 
trabeculae and femoral neck cortical tissue compared to 
CTRL (Fig1E). For the MET femoral head regions there 
was a lower % bone volume in the resorption range 
compared to CTRL (44.7% ± 4.8 % vs. 62.1 % ± 5.7 %, 
p<0.01) whereas a higher % bone volume was above the 
apposition threshold values in MET compared to CTRL 
(51.3% ± 5% vs. 33.9% ± 5.1% J/m3, p<0.01).  

 
Figure 1: (A) 3D reconstructed μ-CT scan of metastatic femur 
with osteolysis by 6 weeks, (B) Finite element model derived 
from μ-CT images depicting the femoral head region (blue 
box). (C) Mean model % volumes within defined thresholds 
(D)Von Mises stress contour plots of femoral head regions 3- 
and 6-weeks post-inoculation (**p<0.01). 

Discussion 
This study analysed the evolving mechanical 
environment within bone tissue during breast cancer 
metastases, prior to and following overt osteolytic 
destruction. At 3 weeks post-inoculation there was a 
trend toward bone resorption in the metastatic group 
compared to healthy controls, which is consistent with 
the expected osteoclast activation and osteolytic nature 
during breast cancer metastasis. However, by 6 weeks, 
the % of bone volume which experienced strains within 
the bone formation range is significantly increased in the 
metastatic group, which might indicate a later 
osteoblastic response. These findings reveal temporal 
changes in the bone mechanical environment following 
metastasis, and may indicate a role for mechanobiology 
in facilitating metastatic invasion. Ongoing studies are 
assessing the sensitivity of predictions to the applied 
thresholds and implementing a bone remodelling 
algorithm to predict the evolution in bone tissue due to 
the evolving mechanical environment.  
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Introduction 

Arthroscopic superior capsular reconstruction (ASCR), 

for the treatment of irreparable rotator cuff tears (RCTs), 

aims to restore the stability and physiological 

kinematics of the shoulder [1]. ASCR has been shown 

to produce excellent clinical outcomes; however, graft 

tear rates can range from 4.2% up to 75% [2]. A key 

factor that may affect the outcome of ASCR is the 

position of the shoulder during graft fixation. The role 

of this positioning has been recently evaluated for a full-

thickness tear of the supraspinatus tendon (SSP) [3], but 

no data exist for more extensive RCTs. The aim of this 

study was to evaluate the influence of the positioning of 

the graft in ASCR on shoulder stability and graft tear 

risk considering different RCTs. 

 

Methods 

A 3-D musculoskeletal model of the upper limb was 

modified to account for the fixation of the graft in ASCR 

for 4 types of RCTs [4]. Full-thickness tears of the 

following rotator cuff tendons were assumed: (1) SSP, 

(2) SSP and Infraspinatus (ISP), (3) SSP and 

Subscapularis (SC), and (4) SSP, ISP and SC. The 

single-piece graft was modelled as a set of four parallel 

segments, as illustrated in Figure 1. The material 

properties of the graft were defined based on previous 

experimental data of fascia lata graft constructs [5]. 

 

 
Figure 1: Graft path for each segment of the graft 

(superior view). The black circles denote the anchor’s 

site, and blue circles denote the origin and insertion 

sites for each segment. 

 

Two biomechanical parameters were used to evaluate 

the integrity of the graft and shoulder stability: the graft 

strain and the glenohumeral joint reaction force (GH 

JRF), respectively. Muscle and joint reaction forces 

were estimated through inverse dynamic analyses 

considering experimental data collected at the 

Laboratory of Biomechanics of Lisbon for 18 healthy 

subjects.  

 

Results 

For abduction angles above 15° during fixation, the graft 

had a high risk of tearing when the arm returned to the 

resting position (at the side of the trunk), as illustrated 

in Figure 2. For abduction angles below 15°, the mean 

shoulder stability after graft fixation improved 

significantly, ranging between 6% and 20% (p < 0.001), 

compared with the preoperative condition, in a RCT of 

type (1).  

 

 
Figure 2: Number of segments of the graft at risk of 

failure when the arm rested at the side of the trunk. 

 

Discussion 

Preliminary findings of this study showed that the 

position of the shoulder, during graft fixation, affected 

both graft tear risk and shoulder stability, regardless of 

RCT type. ASCR also improved shoulder stability, 

compared to the preoperative condition, regardless of 

the shoulder position. This study provides important 

insight regarding the role of position of the shoulder 

during graft fixation for different types of RCTs. 
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Introduction 

Supervised machine learning (ML) can replace 

computationally expensive optimizations with a fast 

solution learned under supervision [1]. Therefore, these 

techniques can speed up musculoskeletal models 

(MSM) as these models perform a complex optimization 

process to predict forces. Studies that apply ML for 

MSM are not frequent in the literature. Smirnov et al. 

approximated the posture-dependent moment arm and 

muscle length relationships of the human arm and hand 

muscles with two ML algorithms (gradient boosting and 

multi-layer perceptron (MLP)) [2]. They reported 

similar errors for both models: 0.08-0.18 for muscle 

length and 0.13-0.53 for moment arms. After training, 

the ML models are fast and light (memory). Therefore, 

the purpose of this study was to predict the 

glenohumeral (GH) joint forces after total shoulder 

arthroplasty (TSA) with ML to speed up the force 

calculation with a much lighter model, which alleviates 

further patient-specific models.  

 

Methods 

With Monte Carlo simulations, we generated 1000 

virtual patient-specific inputs (patient parameters) and 

outputs (joint force) using an upper-limb MSM [3]. We 

set a reasonable range for the patient parameters of the 

MSM (Table 1). The patient gender, height and weight 

were considered, as well as the glenoid version and 

inclination, and the cross-sectional area (CSA) of each 

of the four rotator cuff muscles: supraspinatus (SSp), 

infraspinatus (IS), subscapularis (SSc), teres minor 

(TM). The MSM replicated both the anatomical and 

reversed shoulder arthroplasty. Three activities were 

simulated by the MSM: abduction in the coronal plane 

with 2 kg in the hand, abduction in the scapular plane 

with 2 kg in the hand, slow abduction in the scapular 

plane. 

We built two ML models based on gradient boosting 

(GB) and MLP algorithms for force magnitude 

prediction and a multi-output GB for force magnitude 

and direction prediction with Scikit-Learn library 

(scikit-learn.org) in Python. The ML input-output were 

the same as for the 1000 MSM. We optimized these 

models with grid search to maximize their predictions' 

coefficient of determination (R2). The correlation (r) of 

GH force magnitude between MSM and ML was also 

assessed.  

 

Results 

R2 was 0.93 for the GB, 0.92 for MLP in force 

magnitude prediction, and 0.91 for multi-output GB in 

force magnitude and direction prediction. There was a 

very strong correlation (r = 0.96) of the prediction of 

glenohumeral joint force between MSM and ML models 

with a root mean squared error of 35.20 for ML 

predictions (Fig. 1 (only for GB)).  

 

Discussion 

Using machine learning, we predicted the GH joint force 

calculated by an upper-limb MSM with reliable 

accuracy (R2 ≥ 0.9). A detailed comparison of our results 

with previous studies was not possible because we 

predicted GH joint force from a different MSM model 

than others. However, the correlation coefficient (r) 

between our predictions and MSM was in the same 

range as in [4], in which a recurrent deep neural network 

was developed for estimation of skeletal muscle force 

from kinematics data with r = 0.95-0.99 between data 

and predicted muscle forces. This ML prediction took 

less than a second on a standard computer compared to 

several minutes for MSM and required much less 

memory (code and running). This ML model could thus 

be used to quickly obtain boundary conditions of a series 

of patient-specific finite element models.  

 

Parameter Range 

Height (cm) (145, 190) 

Weight (kg) (45, 130) 

Glenoid version (°) (-20, 10) 

Glenoid inclination (°) (-10, 20) 

CSA SSp (cm2) (16.5, 33.0) 

CSA IS (cm2) (10.5, 21) 

CSA SSc (cm2) (18.0, 36) 

CSA TM (cm2) (3.4, 6.8) 

Table 1: Patient-specific parameter ranges. 

 

 
Figure 1: ML (GB) vs. MSM glenohumeral joint forces. 
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Introduction  

The anatomy and length of the acromioclavicular (AC) 

and coracoclavicular (CC) ligaments have been 

regularly object of investigation. Until today, the 

characteristics and lengths were mostly analyzed in a 

stable position of the scapula but not yet in relation to 

the position of the scapular body.  

This may be of important clinical relevance, as loss of 

reduction is a frequent complication in AC joint 

stabilization [1]. As overreduction could improve the 

stabilization quality [2], it was assumed that it may be 

beneficial, that the ligamentous insertions are as close as 

possible together during the surgical procedure.  

It was hypothesized that overreduction can be achieved 

when the inferior angle of the scapula points in anterior 

direction, which corresponds to operating the patient on 

a shoulder table with dorsal support in contrast to a free 

floating shoulder in the beach chair position. 

 

Methods  

24 fresh frozen scapulae were analyzed. All soft tissue 

superficial to the CC ligaments was removed and the 

ligamentous insertions were exposed.   

In the first step, the clavicle and scapula were statically 

fixed. In this position, the anatomical ligament 

attachments and four reference points on the scapula 

were recorded with a 3D-measuring arm. The reference 

points were used to define a rigid body system for the 

scapula. In the next step, the scapula was moved into 

maximum deflections. By measuring the reference 

marks, the positions of the ligament attachments and 

their distances could finally be calculated based on the 

rigid body system. 

To analyze the distance between the ligamentous 

insertions under dynamic conditions the inferior angle 

of the scapula was manually pulled in maximum 

anterior, posterior, medial and lateral direction 

(Figure 1). Thereby a patient lying on a shoulder table 

with dorsal support was simulated when the inferior 

angle pointed in anterior direction. Each movement was 

repeated six times. 

For the statistical evaluation the distance in anterior 

deflection was set to 100 % and the other distances were 

assessed accordingly. A repeated measures one-way 

ANOVA followed by a Tukey’s test with correction for 

multiple comparison was used. 

  

Results  

The distance between the ligamentous insertions was 

significantly affected by the scapular deflection. 

Regarding the conoid ligament the mean distance was 

almost twice as long in posterior deflection compared to 

anterior deflection of the inferior angle (195.3 % vs. 

100%, p = 0.028). In addition, when the inferior angle 

pointed medial the distance of the ligamentous 

insertions was significantly shorter (medial 118.5 % vs. 

lateral 151.5%, p = 0.001).  

For the trapezoid ligament the distance was shorter with 

the inferior angle in anterior compared to posterior 

deflection but the difference was not significant 

(anterior 100 % vs. posterior 117.0 %, p = 0.174).  

In line with the CC ligaments the distance between the 

insertion of the AC capsule was significantly shorter in 

anterior deflection, simulating a shoulder with dorsal 

support (posterior 116.1 % vs. anterior 100 %, 

p = 0.008). 

 

Discussion 

The distance between the ligamentous insertions of the 

acromioclavicular and coracoclavicular ligaments can 

be significantly influenced based on scapular 

positioning.  

To reduce loss of reduction in AC and CC joint 

stabilization dorsal support of the scapula may be 

advantageous as the distance between the ligamentous 

insertions is reduced.  

 

  
Figure 1: Deflection of the inferior angle into maximum 
anterior position (SB–scapular body, C–clavicle, R–3D-
measuring device) 
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Introduction 

Despite the high incidence of rotator cuff (RC) tears, a 

clear guide for therapeutic decision-making based on 

their shape has not been established. Tear size has been 

indicated as the most critical factor in predicting the 

likelihood of tear progression, but previous studies have 

shown that other parameters, such as tissue strain, more 

directly reflect the complex RC loading environment 

[1,2]. Thus, understanding the relationship between tear 

size and shape, tendon loading, and strain adjacent to a 

tear would provide important insight into identifying 

tears that are more likely to propagate. The objective of 

this study was to evaluate the effect of two common 

types of supraspinatus (SSP) tears (crescent-shaped and 

reverse-L-shaped) in the RC strain distribution during 

active abduction in the scapular plane by generating a 

50% and 100% wide tendon tear. 

 

Methods 

The distal tendinous insertions of the SSP, subscapularis 

(SCP), infraspinatus (ISP) and teres minor (TM) 

muscles of 12 healthy, fresh-frozen cadaveric shoulders 

were sutured using a baseball stitch to allow application 

of loads. The bursal side of both SSP and ISP was air-

brushed with black and white paint to create a fine 

speckled pattern for subsequent digital image 

correlation analysis. An intramedullary rod was 

cemented into the humeral shaft and attached with 

masses to simulate the weight and center of mass of the 

arm (Figure 1). Optical tracking markers (GOM GmbH, 

Braunschweig, Germany) were fixed to the humerus and 

scapula, and anatomical landmarks were digitized in 

order to create bone fixed local coordinate systems 

following the International Society of Biomechanics 

recommendations [3]. Glenohumeral abduction to a 

maximum of 30° was simulated in the scapular plane by 

loading the SSP at 2 mm/s (EletroPuls E10000, Instron, 

MA, USA), while a constant load was applied to the 

remaining RC (SCP=15N, ISP/TM=15N). The loading 

protocol was first applied to the intact SSP tendon, then 

repeated after a 50% wide full-thickness tear was 

surgically created from the bursal side of the SSP, and 

again after the tear was further extended to 100% of the 

width of the tendon. The first group (n=6) was tested 

with a crescent-shaped (CS) tear and the second group 

(n=6) with a reverse L-shaped (rLS) tear. Statistical 

analysis was performed using the random intercept 

model in SPSS Statistics (IBM, USA). 

Results 

Both tear shapes led to an increase in internal rotation, 

SSP loading force (except for the “100% wide rLS” 

group) and superior translation of the humeral center of 

rotation (except for the “50% wide CS” group). An 

anterior translation was observed in the CS group after 

creation of a 100% wide tear, while for the rLS group 

this translation occurred mainly in the posterior 

direction. The ISP strain was higher than the SSP strain 

until approximately 25° of abduction in both groups of 

shape and size. An analysis of the anterior and posterior 

borders of each tear showed that the strain peaks 

location remained constant throughout abduction for the 

CS group (50% and 100% tear width). 

Figure 1: Experimental setup.  

 

Discussion 

The influence of tear shape in anterior-posterior 

translation was evident in both groups. The strain 

analysis showed a stress-shielding effect of the ISP in 

the early stages of abduction, which corroborates the 

importance of ISP reconstruction, as shown in previous 

studies [4]. The constant location of strain peaks 

observed in the CS group may lead to an earlier tear 

progression in contrast with the rLS tear. 
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Introduction 
Spinal cord injury (SCI) results in a loss of signal from 
the brain to the muscles and leads to reduced upper 
limb function. Functional Electrical Stimulation (FES) 
can be used to activate the muscles and restore 
movement. Our aim is to use a personalised 
musculoskeletal model to determine suitable activation 
patterns. Here we present an efficient method to 
identify individual muscle weakness from functional 
measurements using parameter optimisation. We adjust 
muscle parameters to reflect the unique limitations of a 
patient’s muscular system, which allows efficient 
design of FES system and control. The optimised 
parameters include reduced excitation of the muscle 
due to nerve damage and reduced muscle force due to 
atrophy. 
 
Methods 

A minimal set of measurements of 
bony landmarks [1] is used to scale 
the model [2] in terms of geometry 
and strength. One individual with C5 
SCI participated in the 
measurements. The study was 
approved by IRAS 241121. 

Figure 1: Scaled individualised musculoskeletal model 
in testing position of elbow flexion 
 
Subsequently, measures of maximum moments 
generated about the elbow are made under two 
conditions: (i) maximum voluntary contraction and (ii) 
electrical stimulation of specific muscle(s). Their 
difference is used to estimate individual muscle 
weakness. Optimisation is then used to distribute the 
muscle weakness across the muscles. The force output 
for each muscle, k, is scaled by the excitation reduction 
(SE) and by the atrophy (SM). Voluntary maximum 
isometric moment is given by: 

Mvol = �( (SE ∗ α) ∗ (SM ∗ maxForce𝑘𝑘) ∗ 𝑟𝑟𝑘𝑘)
𝑛𝑛

𝑘𝑘=0

 

with α = max_activation = 1, and r moment arm. 
We assume that SE and SM are the same (S), since a 
lack of excitation of the muscle will lead to atrophy 
over the longer term. Hence: 

Mvol = �� 𝑆𝑆𝑘𝑘2 ∗ maxForce𝑘𝑘 ∗ 𝑟𝑟𝑘𝑘�
𝑛𝑛

𝑘𝑘=0

 

The joint moment recorded under electrical stimulation 
is given by the sum of the stimulated muscles assuming 
50% activation [3]: 

Mstim = �� 0.5 ∗ (Sj ∗ maxForce𝑗𝑗) ∗ 𝑟𝑟𝑗𝑗�
𝑚𝑚

𝑗𝑗=0

 

This allows us to compute the scaling factor for the 
stimulated muscles and therefore also their contribution 
under maximal voluntary contraction (VCT). The load 
across the other muscles during maximal voluntary 
contraction is given by the following optimisation: 

min 𝑓𝑓 (𝑆𝑆) = �
1
𝑆𝑆2

                   (0 ≤ 𝑆𝑆 ≤ 1) 

𝑉𝑉𝑉𝑉𝑉𝑉 + �� 𝑆𝑆𝑘𝑘2 ∗ maxForce𝑘𝑘 ∗ 𝑟𝑟𝑘𝑘�
𝑛𝑛

𝑘𝑘=0

= 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 

implemented using SciPy Optimize. In this nonlinear 
equality constraint, maximum voluntary contribution of 
tested muscles (VCT) was calculated from the 
stimulation measurement (Mstim). The second part of 
the equation is the moment generated by the other 
muscles for which we are optimizing the scaling factor. 
 
Results 

Muscle Scaling factor (S) Fmax (N) 
Biceps 0.381 343.12 
Brachialis 0.1888 242.73 
Brachioradialis 0.199 42.45 

Table 1: Optimization output S is the scaling factor for 
muscle force and excitation. S2 is muscle weakness. 

 
Discussion 
Preliminary results of static optimization show well 
distributed loads with physiologically plausible scaling 
factors for both the reduced innervation and muscle 
atrophy. Our chosen cost function keeps the muscle 
weakness scale factors as high as possible, and as 
similar to each other as possible; further work will 
explore the validity of these estimated muscle 
weaknesses. These results allow personalisation of the 
musculoskeletal model for subsequent use in FES 
system and control design.  
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Introduction 

In stroke patients, muscular coactivation is altered when 

compared to healthy subjects, leading to an exaggerated 

antagonist co-contraction that can contribute to the 

limitation of the active range of motion1. The 

mechanisms underlying such impairments are yet to be 

understood. To fill this gap, the analysis of the 

oscillatory link between the electromyographic activity 

(EMG) of antagonist muscles can provide information 

on the motor control mechanisms2 involved in the 

alteration of motor function. Through this measure, 

called intermuscular coherence (IMC), the objective of 

this work is to better understand the changes in motor 

control of antagonistic muscles in stroke patients and 

their implication in the alteration of upper limb function. 

 

Methods 

25 chronic stroke subjects and 24 healthy subjects were 

included. Patients performed 20 active elbow extensions 

with their paretic limb while control performed them 

with their non-dominant limb. Kinematic data and EMG 

of biceps brachii (BB) and brachioradialis (BR) were 

simultaneously recorded. IMC of the BB-BR muscle 

pair was calculated in the beta frequency band (13-

31 Hz) in a time window of interest of 200 ms before the 

velocity peak (Fig. 1). Concomitantly, antagonist co-

contraction was calculated during elbow extension. 

Mann-Whitney test was performed between IMC of 

stroke patients and control subjects. Spearman 

correlation was done between the IMC of BB-BR 

muscle-pair and antagonist co-contraction. 

 

 
Figure 1: Typical time-frequency map of IMC for stroke 

patients during active elbow extension. The red surface 

represents the region where IMC was quantified. 

 

Results 

Intermuscular coherence was higher in stroke patients 

compared to healthy subjects (p=0.03, ES=-0.36[-0.60:-

0.05]) (Fig. 2). IMC of the BB-BR muscle pair 

presented a significant negative link with antagonist co-

contraction for stroke patients only (p=0.03, Rho=-

0.44[-0.71:-0.6]). 

 

 
Figure 2: Raincloud plot of IMC of stroke patients and 

control subjects. 

 

Discussion 

In accordance with the common drive theory3, higher 

IMC in stroke patients could reflect higher share of the 

common drive to the antagonist muscles. This finding 

can be viewed as a simplification of motor network 

interaction after stroke, the muscles with the same 

functional role being driven together4. The negative 

correlation between BB-BR IMC and antagonist co-

contraction highlights for the first time the involvement 

of intermuscular connectivity in motor function of 

stroke patients. One can suggest that the observed 

changes in IMC would not reflect a maladaptive 

simplification but rather a functional simplification 

necessary to allow movement realization after stroke. 
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Introduction 

Facioscapulohumeral Dystrophy (FSHD) is a 

neuromuscular disorder characterized by muscles 

strength loss in the upper extremity and compensatory 

muscle activations [1]. Dynamic arm supports 

compensate for gravity thus reducing muscle efforts and 

enhancing task performance. It is postulated that the use 

of an arm support in persons with FSHD leads to larger 

individual-specific alterations of muscle coordination 

than in healthy controls. To clarify this effect, we 

investigate the effect of muscular weakness and support 

on muscle coordination in persons with FSHD, when 

performing functional tasks. We hypothesize firstly, that 

the FSHD population presents less consistent muscle 

coordination than healthy controls and secondly, that the 

support greatly improves consistency of muscle 

coordination within the FSHD population. 

 

Methods 

Electromyograms of eight upper extremity muscles 

were recorded for twelve FSHD (56.0±14.5yrs, 

1.76±0.10m, 75±20kg) and twelve age-matched healthy 

control participants (55.5±13.4yrs, 1.76±0.08m, 

72±14kg) while they performed ipsi-/contralateral 

reaching, eating/drinking, and a push/pull task 

with/without support. Muscle synergies were extracted 

by non-negative matrix factorization [2] and clustered 

based on the Pearson’s correlation coefficients (r) 

between the participants’ synergy weights, respectively 

for population, w/o support, and task. The r-values 

within (consistency) and between clusters (similarity) 

were investigated to quantify the effect of FSHD and 

support. Synergies’ internal consistencies were tested 

with a non-parametric analysis of variance (α=0.05 and 

post-hoc: α=0.01) [3]. Synergies’ between-group 

similarities were interpreted as low (r<0.3), medium (r: 

0.3-0.5), high (r: 0.5-0.8), or very high (r>0.8). 

 

Results 

Post-hoc analysis revealed that muscle synergies in 

FSHDs were less consistent than in controls (first 

synergy’s task averaged r: -0.63) (figure 1) and were not 

affected by support, while for controls the consistency 

increased significantly (first synergy’s averaged r: 

+0.28) when using support. Furthermore, synergy 

similarity between FSHDs and controls was higher 

when FSHDs used the support and controls did not (first 

synergy’s averaged r: +0.52) (figure 2). Similarity 

between the two groups also increased (first synergy’s 

averaged r: +0.61) when both groups used the support. 

 
Figure 1: Synergy weights’ consistency as Pearson’s 

correlation coefficient (r) of the first muscle synergy for 

controls (white) and FSHD (gray) as violin plots. 

Asterisks indicate significant group difference (p<0.01). 
 

 
Figure 2: Synergy weights’ similarities between 

controls and FSHDs as Pearson’s correlation 

coefficient (r) of the first muscle synergy as violin plots.  

 

Discussion 

These findings support our first but not our second 

hypothesis and indicate that muscle coordination in 

FSHDs is heterogeneous, i.e. it is not affected by the arm 

support to similar levels as in controls. However, the 

support does increase the similarity between 

populations, which seems a generalizable effect in 

FSHDs leading towards a muscle coordination that 

resembles that of healthy controls. The alterations in 

muscle coordination in FHSD are likely the result of the 

individual-specific deficits of muscle weakness and 

compensatory strategies when using the support. 
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Introduction 

Muscle synergy can be used to model how the central 

nervous system solves the redundancy problem of the 

musculoskeletal system [1]. It is assumed that each 

synergy vector W controls several muscles with a single 

activation command (= activation coefficient C). 

Previous studies found shared synergies across different 

movements, e.g., normal walking and: slipping [2]; 

standing reactive balance [3]; nordic-walking [4]. So 

far, no studies, evaluated if more complex movements 

also share the same synergies. This study aims to close 

this research gap, and therefore analyzes three different 

skateboard tricks, which are very complex, from a motor 

control perspective: Ollie, Kickflip (KF) and 360°-flip 

(Treflip). The twofold aim of the study was to (i) 

identify inter-subject variability and (ii) analyze number 

and behavior of shared synergies between tricks. 

 

Methods 

Surface electromyography (sEMG) data (Cometa, 

Milan, Italy) of 16 lower limp muscles (8 per leg) were 

collected of 7 healthy experienced skateboarders. Six 

successful trials per trick (Ollie, KF, Treflip, fig.1) were 

further analyzed. Raw sEMG data were band-pass 

filtered, demeaned, rectified, low-pass filtered, time-

normalized for an interval between the lowest and 

highest point of a sacrum cluster marker (Vicon, Oxford, 

UK), concatenated and amplitude normalized. Muscle 

synergies were extracted by non-negative matrix 

factorization (NNMF) [5]. The individual number of 

needed synergies (NoS) was defined as the lowest 

number which fulfills our criterions for calculated total 

Variance accounted for (tVAF>90%, adding an 

additional synergy tVAF must not increase >1%). 

NoSoA was defined as the lowest number which fulfils 

the tVAF criterion for all conditions. Synergies were 

ordered across participants according to their cosine 

similarity (CS) of W [2]. Across participants, W was 

considered as similar if averaged Pearson’s correlation 

coefficient r>0.623 [3], and/or CS>0.8 [4] for all 

possible pairs of participants. Additionally, C of each 

participant were reconstructed [4, 5] by W of all other 

participants and with random inputs Wrand. 

Reconstructed tVAFrec and tVAFrand was compared with 

original tVAF with repeated-measures ANOVA 

(p<0.05). Shared synergies between tricks (r>0.623) 

were determined per participant, firstly for NoSoA and 

further for NoS. Thus, r was calculated for all possible 

synergy pairs of W for two compared tricks. Crec was 

calculated, with W of the other tricks and with Wrand. 

Then tVAF, tVAFrec and tVAFrand were compared as 

mentioned previously. 

Results 

NoS ranged from 4 to 5, 3 to 5 and 2 to 5 for Ollie, KF 

and Treflip, respectively. As a result, NoSoA was 5. 

Only the second synergy vector W of Ollie was similar 

(r = 0.63±0.15) across participants, consequently the 

inter-subject variability was rather high. For inter-

subject variability the tVAF was significantly higher 

than tVAFrec and tVAFrand. Also, tVAFrec was 

significantly higher than tVAFrand. Number of shared 

synergies of NoSoA (nsharedOA) was on the one hand 

different between participants per trick comparisons, 

and on the other hand different between comparisons for 

each participant (fig. 1). A similar result was obtained 

with NoS. In both methods it was notable, that at least 

one motor module was shared across all comparisons 

(Ollie = KF = Treflip). Reconstructions between tricks 

led to significantly higher tVAF values than tVAFrec and 

tVAFrand. Again, tVAFrec was significantly higher than 

tVAFrand. 

 
Figure 1 A: Tricks: Ollie= without any rotation; KF= 

with a 360° rotation around the x-axis; Treflip= with a 

360° rotation around the x- and z-axis. B: nsharedOA for 

trick comparisons. Bars/errorbars = mean/standard 

deviation, markers indicate each participant. 

 

Discussion 

Unlike previous studies, which investigated inter-

subject variability in complex movements [6], we found 

barely any similarity of W. As no previous studies had 

evaluated shared synergies among complex movements, 

our findings suggest, that at least one synergy is shared 

between different tricks, but the number of shared 

synergies does not follow certain rules between tricks 

and participants. Therefore, we conclude, that strategies 

to perform complex movements are very different 

across tricks and participants and require the 

development of trick-specific synergies. Moreover, the 

lower tVAFrec, again points out the difference in motor 

modules between participants. 
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Introduction 

The current state-of-the-art neuromechanical muscle 

models take as neural input a processed surface 

electromyographic signal (sEMG) to estimate muscle 

force through a Hill-type musculotendon model with 

parameters calibrated to match the measured mechanical 

output [1]. This approach has the merit of implementing 

personalised neural control in musculoskeletal 

modelling, but some shortcomings are also evident. The 

neural model, for example, is limited by the nature of 

the sEMG measurement, which only offers a partial 

window on the underlying muscle activity and provides 

a single neural control to the muscle model. The latter, 

on the other hand, is designed as a single scaled muscle 

fibre, so confining its range of applicability to whole-

muscle analyses. 

In this work we propose a novel neuromechanical 

muscle model that, using as input decomposed high-

density sEMG (HDEMG) signals, can represent the 

recruitment of individual motor units (MU) and 

accurately simulate their force generation dynamics. 

The model is applied to HDEMG recordings obtained at 

the tibialis anterior (TA) muscle during a trapezoidal 

contraction at 35% of maximum voluntary contraction 

[2] and validated against synchronous external joint 

torque measurements.  

 

Methods 

The proposed model includes a novel neural element 

and an improved excitation-to-activation dynamics. The 

neural element takes as input an experimental estimation 

of the synaptic current and consists of a pool of leaky-

and-fire motoneuron (MN) models. The parameters of 

the MN pools are tuned using the MN firing behaviour 

identified from HDEMG decomposition and the 

relationships among MN electrophysiological 

properties and size recently proposed in [3]. Each of the 

MN spike trains simulated by the neural element drives 

a Hill-type muscle model that represents a muscle unit 

and produces its contractile force. In each MU, the 

action potential propagation is modelled in the neuron 

and in the muscle with an excitation dynamics updated 

from [4], followed by a model of calcium transient in the 

sarcoplasm, a model of cross-bridge cycling mechanism 

[5] and a standard contraction dynamics.  

In the simulations, the TA moment arm and maximum 

isometric force were estimated at the same joint angles 

of the experiments [2] using a musculoskeletal model 

[6]. The maximum contractile force of each MU was 

assigned using a non-linear force distribution. The TA 

neural command was reconstructed from 21 

experimental MN spike trains as the firing behaviour of 

400 MN models (Figure 1-A), and the total muscle force 

estimated as the linear summation of the MU forces. The 

ankle joint torque was finally calculated using the same 

moment arm for all MUs. To evaluate the model 

predictions, the normalized root-mean-squared error 

(NRMSE) and coefficient of determination (r2) were 

computed. 

 

Results 

The ankle joint torque computed by the 

neuromechanical muscle model was in remarkably good 

agreement (r2=0.91, NRMSE=16%) with the 

experimental measurements (Figure 1-B).  

 
Figure 1: A) simulated neural spike trains for the TA 

reconstructed MN pool (400 motoneurons); B) 

comparison of experimental [2] and simulated joint 

angle torque produced by the TA force. 

 

Discussion 

This model demonstrated how, with an improved neural 

element and a coupled discretised muscle model, 

neuromechanical models can be used to simulate and 

investigate muscle contractions at the MU level, 

opening new research possibilities in the biomechanics 

and motor control fields. At this development stage, the 

musculotendon parameters are not personalised or 

calibrated, which could further improve the accuracy of 

the model.  
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Introduction
Aqueous humour (AH) is a transparent water-like fluid
that fills the anterior segment of the eye. It is produced
by a tissue called ciliary body, located behind the iris,
where it is secreted by the ciliary epithelium (CE). It
then flows through the posterior  chamber  of  the eye
(i.e. the region between the iris and the lens) and exits
via the pupil into the anterior chamber (i.e. the region
between the cornea  and the iris),  where  it  is  drained
into  the  trabecular  meshwork.  This  flow  is  very
important physiologically, as the balance between the
rate  of  AH production and resistance  to  its  drainage
governs the intraocular pressure (IOP). Elevated IOP is
correlated with the occurrence of glaucoma. Lowering
AH  production  rate  may  assist  in  prevention  or
treatment  of  glaucoma.  Therefore,  understanding  of
underlying  physical  mechanisms  that  govern  the
production of AH is of great clinical relevance.

Mathematical model
In this work we propose a mathematical model of fluid
and  solute  transport  across  the  CE,  with  the  aim  to
study mechanisms of AH production, determine how
the  AH  production  rate  depends  on  the  controlling
parameters and how it can be manipulated.
We  employ  a  compartmental  transport  model  that
consists of stroma, CE and the posterior chamber (see
Figure  1),  filled  with  the  fluid  and  7  solute  species
(Na+, K+, Cl−, HCO3

−, H+, CO2 and H2CO3). We impose
conservation  of  mass  in  the  CE  and  the  posterior
chamber for water and for each considered solutes. We
account  for  the  presence  of  ion  channels,  co-
transporters  and  exchangers, located  on  the  cell
membranes  (see  Figure  1)  and  for  the  following
reactions

(1)
The  second  reaction  is  normally  slow,  but  can  be
catalysed up to six orders  of  magnitude in speed  by
carbonic anhydrase (CA).
We  impose  the  concentration  of  all  species  on  the
stromal  side  and  compute  water  flux  produced  by
osmosis,  the  solute  concentrations  in  the  aqueous
humour and the transepithelial potential difference.

Results
With a feasible set of parameters the model predictions
of water flux from the stroma to the posterior chamber
and of the solute concentrations in the aqueous humour
are in good agreement with measurements [1].

Using global  sensitivity  analysis we identify the key
parameters  that impact the aqueous production rate.  A
relevant  role  is  predicted  to  be  played  by  cell
membrane  permeability  to  K+ and  Cl-,  by  the  NHE
channel and by CA. CA inhibitors are effective drugs
used to reduce  AH production rate.  We studied with
the model the effect  of inhibiting CA and found that
this leads to a significant decrease in AH production, in
agreement with clinical and experimental observations
[2].

Conclusions
The model provides insight into the physical processes
underlying the functioning of drugs that are adopted to
regulate AH production. It also suggests ion channels
and cell membrane properties that may be targeted to
manipulate aqueous production.

Figure 1: Left. Ion channels in the CE. PE basolateral
membrane:  NKCC:  co-transporter  of  Na+/K+/2Cl−;
AEs: Cl−-HCO3

− exchanger; NHE: Na+-H+ exchanger;
N BC s : Na+- HCO3

− cotransporter; K+ channels. NPE
basolateral  membrane:  P:  Na+-K+ ATPase;  AEp:
HCO3

−-Cl− exchanger;  NBCp:  Na-HCO3
−

cotransporter;  K+ and Cl−  channels.  Right.  Sketch of
the  compartmental  model  with water  and ion  fluxes.
The symbols  s,  c  and p  denote  stroma,  intracellular
space and posterior chamber, respectively. Ji

mk denotes
flux of solute i and Qmk the water flux, from region m to
region k.
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Introduction 

Lasers have been widely adopted in Ophthalmology for 

correcting vision by reshaping the shape of the cornea. 

Among post-surgical setbacks, corneal ectasia is a 

vision-impairing complication in which the cornea 

bulges out as it cannot withstand physiological loads 

such as intraocular pressure (IOP) [1]. Currently, factors 

that can drive ectasia’s development imply, indirectly, 

that corneal mechanics does play a role. 

This preliminary study aims to start discerning whether 

corneal stiffness might be involved in this phenomenon. 

The ratio between the anterior and posterior corneal 

stiffness is controlled in a parametric study to those 

factors that may drive the ectatic opto-mechanical 

response. 

Materials and Methods 

A 2D axisymmetric finite element (FE) model of the 

cornea is built using average parameters (R=7.77 mm, 

CCT=490 μm). A non-linear isotropic Neo-Hookean 

constitutive model was used to mimic the behavior of 

corneal tissue and a pre-stretch iterative algorithm was 

used to introduced stromal stresses related to intraocular 

pressure (15 mmHg).  

To study the impact of corneal stiffness on the 

possibility of developing an ectasia, a heterogeneous 

distribution of corneal material properties has been 

defined along the thickness of the cornea by linearly 

scaling the material constants (ratios: 1/2, 1/5, 1/10). 

A PRK laser surgery was simulated by removing corneal 

tissue in the anterior surface. The ablation depth was 

calculated using Munnerlyn’s formula [2], aiming at 

correcting the maximum diopters allowed with this 

technique. All mechanical simulations were calculated 

using ABAQUS. Corneal optics was calculated using an 

in-house raytracing algorithm. 

Geometrical parameters such as corneal central 

thickness (CCT), residual stromal bed (RSB), change in 

average corneal central curvature ΔKmean, the spherical 

equivalent (SE), the axial length (AL), stress and strains 

were analyzed to find indications of corneal ectasia. 

Results 

The extreme case (ratio: 1/10) showed indications of 

corneal ectasia as its change in curvature (ΔKmean) and 

axial length (ΔAL) were positive (see, Figure 1), while 

they should usually decrease after performing laser 

surgery. Mechanically, there is a threshold in the 

increment of corneal stretch around 2.5% that clusters 

those positive changes and lower residual stromal beds. 

Those cases were not able to correct target pre-surgical 

vision correction but even regressed to a higher post-

surgical refractive error (+1D).  

Discussion 

This preliminary analysis suggests that stiffness 

heterogeneity ratios (from 1/5 onwards) and thin RBS 

cannot withstand loading without presenting high 

deformation levels that could be associated to a 

development of corneal ectasia. Currently, we are 

extending our simulations to both patient-specific 

geometries and anisotropic material properties. This 

methodology could become a useful tool for the 

clinicians to guarantee a successful surgery outcome in 

time.   
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Introduction 

Corneal cross-linking (CXL) can be exploited both, to 

interrupt the progression of keratoconus, and to correct 

mild to moderate refractive errors in healthy persons. 

From a biomechanical perspective, localized thickness 

and curvature changes affecting the cornea can be 

explained by inhomogeneous distribution of the 

biomechanical property [1]. Thus, it has been suggested 

that strengthening the entire tissue could be 

unnecessary, since even more tailored results could be 

achieved applying CXL only on the weak parts of the 

cornea. Moreover, locally increasing corneal stiffness 

has the potential to induce predictable refractive 

changes. The aim of the present work is to develop a 

finite element model (FEM) to simulate the patterned 

localized CXL procedure. 

 

Methods 

An inverse FEM optimization algorithm was developed 

to quantify the changes in mechanical properties 

induced by CXL, by combining Python scripting and 

finite element simulations (Abaqus/Standard 

(SIMULIA, Dassault Systémes, USA). Experimental 

data from previous literature showing uniaxial tensile 

tests, performed on both untreated and cross-linked 

porcine and human strips, were used as reference [2]. 

HGO material properties [3] were assigned to the 

models with a circular fibers distribution for porcine and 

an orthogonal distribution for human models. The 

combined optimization was performed under the 

following hypotheses: i) CXL affects proportionally the 

fiber components (k1 and k2) of the HGO model and ii) 

the relative mechanical stiffening induced by CXL is 

identical in porcine and human tissues. Different 

patterns of CXL were simulated and subjected to a 

physiological pressure change of 2mmHg on a pre-

stressed (p0=14 mmHg) 3D model of the cornea. Axial 

strain (i.e. strain along optical axis direction) and 

anterior corneal curvature were calculated with an in-

house script. 

 

 
Figure 1: Experimental and model stress-strain 

relationship derived from the optimization algorithm 

Results 

The CXL procedure yielded to a stiffening factor of 15 

for k1 and 17 for k2 parameters of the HGO model 

(Figure 1). Differences in axial strain and anterior 

corneal refractive power after inflation w.r.t. untreated 

condition are presented for porcine cornea (Figure 2). 

The regions treated by CXL (colored red) showed a 

lower axial strain amplitude (i.e. a more positive strain 

by 3x10-3[-]) and lower corneal refractive power 

(reduction of 1-3 diopters) than the untreated condition. 

 

 
Figure 2: variations in axial strain and curvature after 

inflation computed with respect to the untreated 

condition. 

 

Discussion 

We report the modeling of changes in mechanical 

properties induced by CXL. After inflation with a 

physiological pressure, a decrease in refractive power 

and amplitude of the mechanical strain was observed in 

the regions treated with CXL (Figure 2). These 

numerical results, despite important assumptions, match 

well with experimental data from OCT elastography [4] 

(shift toward positive axial strain in CXL region) and 

with clinical outcomes (CXL induced decrease in 

refractive power). Such a model can be exploited to 

predict the optimal locations and extent of corneal 

stiffening to achieve patient-specific refractive changes. 
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Introduction 
The porcine cornea is the most commonly used animal 
model in ophthalmic research, making its biomechanical 
modelling important for many applications. A major 
drawback of currently available biomechanical models 
is the limitations of experimental techniques and its 
accurate replication by numerical models. While several 
studies have been performed on the entire cornea1, there 
is only one publication on the depth dependence of 
porcine corneal biomechanics2. However, this study 
suffers from limitations. For example, this study 
combines the mechanical response of the stroma and 
Descemet’s membrane into a single measurement. In 
addition, the conclusions of this study are inconsistent 
with tests performed on the entire cornea. With an 
improved uniaxial testing protocol and clear thickness 
profile, our study aims to accurately describe porcine 
biomechanics and to provide a numerical model that 
could reduce dependency on animal experimental 
methods.   
 
Methods 
Experimental: Freshly enucleated porcine corneas 
were obtained in less than 24 hours after slaughter. A 
femtosecond laser was used to cut the corneas into 
150µm thick strips in the nasal-temporal, superior- 
inferior, and diagonal directions. Samples were taken at 
depths of 100 μm, 350 μm, and 600 μm and tested in 
uniaxial extension (CellScale, UStretch & Biorakes). 
The tissue was pre-stretched with a force of 20 mN and 
pre-conditioned with 6 cycles of 13 % strain. The last 
cycle of force displacement data was recorded for 
analysis.  
Numerical: The geometry of the corneal strip and the 
experimental loading were replicated using the finite 
element software ABAQUS. The strips were modelled 
with collagen fibers running in a circular orientation. 
The material behaviour was described using the 
anisotropic models proposed 1) by Gasser, Holzapfel, 
and Ogden (HGO)3 and 2) by Markert et al5. A Bayesian 
optimization process was used to identify the material 
parameters that best fit the experimental data. 
 
Results 
The mechanical properties of the cornea appear to 
remain constant and independent of the orientation, up 
to the center of the cornea (depth D1 & D2). However, 
experimental results indicate a difference in material 
properties in the 600 µm depth group (D3): this layer is 
softer than the other two, and at this depth the superior-
inferior direction was found to be stiffer than the other 
two orientations (Fig.1). The HGO and Markert material 

models, both fitted on four parameters, agreed well with 
the experimental results (Fig. 2). 
  

  

Figure 2: Result of the optimization in SI-direction for 
the HGO (blue) and Markert (red) models compared to 
the experimental data (black). 
 
Discussion 
The experimental technique used in this study produces 
strips of uniform thickness and dimension, making this 
data very valuable and reproducible. While our 
measurements confirmed a strong dependence of 
material properties on depth, the mechanical response of 
porcine cornea was only slightly affected by sample 
orientation, consistent with a circular arrangement of the 
collagen network in porcine. Therefore, our numerical 
models assume a circular collagen alignment in which a 
portion of the fibers are randomly aligned based on X-
ray diffraction data5. The quality fit we obtained based 
on this assumption is high (R2 = 0.98), supporting our 
hypothesis. To the best of our knowledge, this is the first 
numerical study modeling the porcine cornea with a 
circumferential collagen fiber orientation.   
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Purpose
Age-related  macular  degeneration  (AMD)  and
glaucoma  are  the  leading  causes  of  blindness  in
developed countries. Macular oedema, which consists
of  intra-  or  sub-retinal  fluid  accumulation  in  the
macular region, is closely associated with AMD. In this
work we develop a mathematical  model  to study the
formation of macular oedema. In the first part of the
work we estimate retinal permeability to water, based
on the use of homogenisation theory. We then propose
a  model  of  fluid  and  solute  transport  in  the  retina.
Clinical  observations  show  that  fluid  accumulation
typically takes place in the fovea, although there are no
blood vessels there.  The model  seeks an explanation
for this observation.

Methods
The  retina  is  bounded  on  the  vitreous  side  by  the
Internal  Limiting  Membrane  (ILM)  and  on  the
choroidal  side  by  the  Retinal  Pigmented  Epithelium
(RPE), as shown in Figure 1.  We  assume that  Müller
cells,  which  span  the  retina  for  almost  its  entire
thickness, play a major role in determining the value of
the  permeability  of  the  retinal  tissue,  owing to  their
high  density.  The  model  considers  that  Müller  cell
density varies within the macula, being very low in the
fovea and fifty times larger in the parafovea, which is
the pink area shown in Figure 1. Moreover, these cells
are orthogonal to the retinal surface at their extremities
and  inclined  in  the  middle  layer.  Inclined  cells  are
packed  more  closely,  reducing  tissue  permeability.
This  is  confirmed  by  our  calculation  of  tissue
permeability,  according  to  which  the  middle layer  is
approximately 10 times less permeable. Thus, we treat
the retina as effectively consisting of three superposed
layers,  characterised  by  different  permeabilities,  as
shown in Figure 1.
We  solve  the  problem  for  fluid  flow  and  albumin
transport in the tissue, treating it as a porous medium.
We  assume  that  proteins  and  fluid  leak  from  blood
vessels in a specific region of the innermost layer in the
parafovea,  owing  to  impairment  of  the  blood-retinal
barrier.  We consider  both  fluxes  induced  by
mechanical pressure gradients and also osmotic fluxes
across the RPE and ILM. Water flux is permitted both
through the RPE and ILM, while proteins cannot cross
the  RPE  and  can  only  escape  the  retina  being
transported into the vitreous through the ILM.
The equations are simplified using lubrication theory,
taking advantage of the slenderness of the domains.

Results
The overall hydraulic conductivity of the retinal tissue
in  the -direction  predicted  by  our  model  is

/s/Pa and it is in good agreement with
the  value  measured  by  Fatt  et  al  [1],  which  is

/s/Pa.   However,  Anticliff  et  al.  [2]
measured  a  hydraulic  conductivity  of  the  retina  of

/s/Pa, which  is  almost  two  orders  of
magnitude smaller than our prediction and Fatt et al.'s
experimental results.
Concerning  the  fluid  circulation  in  the  retina,  the
pressure peaks in the region where fluid exudates from
blood  vessels.  Since  the  middle  layer  is  much  less
permeable than the other two, fluid moves to a large
extent  along  the  retina  before  crossing  it.  The
maximum albumin concentration occurs in the bottom
region,  due  to  the  advective  transport:  since  water
flows  mostly  out  of  the  bottom surface  it  transports
proteins towards that region.

Discussion
The difference between the results obtained with our
model and the measurements of Anticliff et al. [2] can
be attributed to the fact that we neglect the presence of
other  structures  (such  as  photoreceptors)  that  would
decrease the permeability of the retina. However,  the
model  clearly  shows  that  the  permeability  of  the
middle retina is  much smaller than close to the ILM
and RPE. This  affects the circulation  of  fluid in  the
retina  and facilitates fluid accumulation in the foveal
region.
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Figure 1: Sketch of the geometry of the model.
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Introduction 

Retinal diseases are a leading cause of blindness 

worldwide. Mechanical factors are believed to play a 

key role in the pathogenesis of these diseases [1]. Hence, 

understanding retinal biomechanics is crucial to build 

suitable in vitro/in silico models and to develop new 

therapies, such as implantable tissue engineered 

constructs. Currently, the knowledge of retina 

mechanical properties is still limited and mainly based 

on uniaxial tensile tests [2]. Despite its extensive use, 

this test does not replicate retina in vivo conditions. 

Multiaxial tests seem more representative of the in vivo 

loadings. Here, we present a novel method to evaluate 

retina response to multiaxial stresses. We developed an 

innovative setup to measure the load-displacement 

response and we investigated tissue elastic properties by 

using numerical simulations. 

 

Methods 

Nine-month-old pig eyes (n=10) were obtained from a 

local abattoir within 1-hour postmortem. After careful 

detachment from the posterior wall of the eye, retina was 

preserved in PBS solution at 4 ℃ until testing. For 

mechanical tests, retinal specimens were clamped 

between two 3D printed discs mounted on an 

electromechanical testing machine (Bose EnduraTEC 

ELF 3200) (Figure 1a). The discs had a circular hole of 

5 mm in diameter at their center. A hemispherical 

stainless-steel head punch is pushed through the sample 

at a displacement rate of 0.1 mm/s (Figure 1b).  

The load applied to the specimen was measured with a 

load cell, whereas the displacement was recorded with 

the machine LVDT transducer.  

Numerical simulations were performed in 

Abaqus/Standard 2020 mimicking the experimental 

setup. A linear elastic material (E=220 GPa, ν=0.3) was 

assigned to the punch, while elastic-plastic properties 

were assumed for the retina. To identify the actual 

values,  retinal elastic (E) and plastic (σy) parameters 

were varied starting from our previous results of 

uniaxial tensile tests [3].  

The thickness of retina samples was determined using 

optical coherence tomography (DRI OCT Triton Plus, 

Topcon) in order to account for variability in the model 

geometrical features. 

 

Results 

The average retina thickness was 0.35 mm ± 0.04 mm.  

The load-displacement curve obtained from 

experimental results shows an initial lower load area 

followed by a region of increased mechanical response 

to the applied stresses. The computational data well 

fitted the average experimental behavior with E=7 kPa 

and σy=3.5 kPa (Figure 1c). 

 

 
Figure 1: a) Top view of the two 3D printed discs and 

picture of a retinal sample placed on the lower disc;  b) 

Scheme of the setup developed for multiaxial tests; c) 

Contour plot of max principal strain in the numerical 

simulations of retina sample.  

 

Discussion 

We developed a novel simple experimental technique 

for determining retina biomechanical properties when 

subjected to multiaxial stresses as in vivo. The 

association of this method with numerical simulations 

allows the determination of retina elastic modulus and 

plastic properties. This value could be set as a reference 

property which scaffolds, meant for retina tissue 

engineering, and in vitro/in silico models must 

approximate in order to well reproduce retinal tissue.  
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Introduction 

The optic nerve transmits visual information from the 

retina to the brain. Anatomically, it is composed of pia 

mater, arachnoid mater, and dura mater. The space 

between these sheaths is filled with cerebrospinal fluid 

(CSF) that is continuous with the entire CSF system. 

Therefore, the interactive dynamics of all fluid 

compartments within the craniospinal space will have a 

direct effect on CSF pressure and volume in the optic 

nerve sheath. Moreover, the dura sheath of the optic 

nerve is pierced by the central retinal artery and central 

retinal vein. The flow in these vessels is directly affected 

by the CSF pressure which acts as external pressure. 

Blood vessels inside the eye are affected by the 

intraocular pressure (IOP), which in turn is governed by 

aqueous humour production and drainage. 

Methods 

We present a detailed geometric multiscale model for 

the retinal circulation, involving arteries, veins and 

microvasculature. The topology of arterial and venous 

networks is extracted using the Automated Retinal 

Image Analyzer (ARIA) [1] from medical images 

included in the Digital Retinal Images for Vessel 

Extraction (DRIVE) [2] (Fig. 1). Terminal points of 

large/medium arteries are coupled to the venous 

network via lumped parameter models representing the 

microcirculation. 

 

 
Figure 1: Segmentation of major retinal vessels with 

ARIA [1]. 

 

The constructed model is coupled to an existing global 

multiscale human circulation model [3,4]. This model is 

closed-loop and it comprises a one-dimensional 

representation of major arteries and veins, lumped-

parameters models of the microcirculation, heart, 

pulmonary circulation, cerebrospinal fluid, Starling  

 

 

 

 

resistors and venous valves (Fig. 2). Simplified 

intraocular ocular pressure (IOP) and optic nerve  

pressure (ONP) models are coupled to the existing 

intracranial pressure (ICP) model. 

Results and Discussion 

Our model reproduces blood flow and pressure wave 

propagation in the retinal network. Moreover, it allows 

us to explore the interaction of vasculature with IOP and 

ONP. This model constitutes a first step towards the 

study of the relationship between IOP and ICP.  

The present model represents a framework that can be 

used to study various pathological conditions that regard 

the interaction of the eye vasculature with other fluids 

(such as glaucoma). 

  
Figure 2: Representation of the global model for the full 

human blood and cerebrospinal circulation [4]. 
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Introduction 

Understanding corneal biomechanics is relevant for the 

study of corneal pathologies and the prediction of 

refractive surgery outcomes. Non-Contact Tonometry 

(NCT) is a non-invasive diagnostic tool intended to 

characterize corneal biomechanics in vivo by applying a 

high-velocity air jet to the tissue. The parameters 

extracted from this test can only be considered as 

indicators of biomechanical behaviour rather than 

intrinsic biomechanical properties. The identification of 

the corneal structural parameters using an NCT test 

relies on an inverse finite element method, which 

requires accurate and reliable modelling to translate the 

results of the test into clinical data. From a modelling 

perspective, the best numerical approach to reproduce 

the procedure is the Fluid-Structure Interaction (FSI) 

simulation [1]. This work presents an FSI analysis to 

virtually apply an air-jet to a 3D idealized eye model. 
 

Methods 

The 3D model of the eye (Fig. 1a), based on averaged 

anatomic measures, is meshed with hexahedral solid 

elements with full integration. The mesh density is 

chosen thanks to a mesh sensitivity analysis. The cornea 

and the limbus are modelled with an anisotropic quasi-

incompressible hyperelastic material (Holzapfel Gasser 

Ogden model [2]). Firstly, the zero-pressure 

configuration of the eye is found through an iterative 

algorithm; then, the humours are pressurized at a 

homogeneous intraocular pressure of 15mmHg. Once 

the eye is pressurized, the air puff velocity is applied to 

the fluid domain to simulate the NCT. A turbulence 

model based on a variational multiscale approach is 

adopted. The simulations are carried out using 16 CPUs 

of an Intel i9-10940X CPU (3.30GHz) with the finite-

element solver LS-DYNA (ANSYS). The structural part 

is solved through the implicit structural solver, while the 

air is modelled as an incompressible fluid (Fig. 1b) and  

solved through the implicit ICFD (ANSIS) software. 

Hence, Non-Contact Tonometry is simulated using a 

strongly coupled, 2-way and boundary fitted FSI 

approach.  
 

Results 

It is possible to appreciate the difference between the 

undeformed shape of the cornea’s central section (Fig. 

2a) and the configuration at the instant of highest 

concavity (Fig. 2b), when the air pressure and velocity 

are at their maximum value as shown in Fig. 2c/d. A 

maximum peak pressure of 130 mmHg is achieved at the 

center of the cornea corresponding to a vertical 

displacement of the tissue of 1 mm. These results could 

be extended and compared to a real clinical database 

(with patient-specific corneal geometry and IOP) for 

validation.  

Discussion and Conclusions 

The development of a strong FSI tool amenable to model 

coupled structures and fluid can be useful to find the 

biomechanical properties of the corneal tissue in vivo 

comparing the deformation obtained with the numerical 

simulation and the clinical outcomes. 
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Figure 1: (a) Section of the 3D eye model; (b) FSI 

domain simulating the surrounding air. 

Figure 2: Undeformed (a) and deformed (b) cornea’s 

central section. Air velocity (c) and pressure (d) at the 

instant of highest concavity. 
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Introduction 

Although recent clinical studies of scaffold-based 

mandibular reconstruction have produced promising 

results, there remains significant challenges in designing 

these implantable devices so that they meet all of the 

mechanical and biological criteria necessary for 

successful bone reconstruction. This research considers 

the variation with scaffold microstructure of the 

biomechanical and interstitial fluid flow conditions of a 

porous implant used to reconstruct a sheep’s mandible. 

 

Methods 

The microstructure of the scaffold is expressed 

mathematically as:  

 

        f(X, Y, Z, k) = cos𝑋 +  cos𝑌 +  cos𝑍 −  k          (1) 

 

where 𝑋 = 2𝜋𝑥/𝑎, 𝑌 = 2𝜋𝑦/𝑎 and 𝑍 = 2𝜋𝑧/𝑎; 

(𝑥, 𝑦, 𝑧)  are the Cartesian coordinates at a given point 

on the scaffold surface, 𝑎 denotes the spatial period of 

the unit cell, and 𝑘 denotes the isovalue.  Note that 1/𝑎 

is equivalent to the wavenumber (or spatial frequency). 

Here, the microstructure of the scaffold is varied as a 

function of the spatial period, 𝑎, and isovalue, 𝑘. 

Consistent with other studies reported in the literature 

[1], the porosity of the scaffold varies from 50% to 90%. 

For instance, a porosity of 50% corresponds to 𝑎 = 1 

and 𝑘 = 0. 

 

Computer tomographic (CT)-based finite element (FE) 

modelling and computational fluid dynamics (CFD) 

techniques are used to visualize and quantify the 

variation with scaffold microstructure of the:  

• mechanical stimulus conditions (for tissue        

regeneration within the scaffold),  

• structural strength (so that the implant remains 

intact with a diminished risk of failure), and  

• interstitial fluid flow conditions (for nutrient 

and oxygen transfer within the scaffold). 

 

The implant biomaterial is selective-laser-sintered 

polyether ether ketone (PEEK) in which the linear 

elastic orthotropic mechanical properties are 

characterized by INSTRON testing.  

 

Results 

Figure 1 shows the results of the FE and CFD modelling. 

In Figure 1(a) high stress (in red) in the implant occurs 

in region of the hole where the neck of the screw is in 

contact with the implant, and on the struts of the 

scaffold. Figure 1(b) shows the velocity vectors as 

arrows (green denotes higher velocity and blue, lower 

velocity) with the fluid flowing principally from right to 

left. The struts of the scaffold are represented by white 

solid-filled circles. 

 

 
Figure 1(a) Strain energy density distribution of the 

reconstructed side of the mandible and (b) distribution 

of the velocity of interstitial fluid flow for a cross-

sectional slice of the porous implant.  

 

Conclusion 

The scaffold microstructure of the implant is observed 

to have a significant effect on the biomechanical and 

interstitial fluid flow conditions under physiological 

load. This research can be readily extended to determine 

the optimal microstructure of the scaffold using 

multiobjective optimization techniques developed by 

Ferguson et al., (2021) [2].  
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Introduction 
Research on abdominal aortic aneurysm (AAA) 
development, growth and rupture risk requires a large, 
longitudinal study on mechanical properties of AAAs. 
Since both wall mechanics and hemodynamics are 
highly dependent on AAA geometry, a patient-specific 
risk assessment is required, based on fluid-structure 
interaction (FSI) models. Time-resolved 3-dimensional 
ultrasound (3D+t US) is the preferred image modality to 
extract the patient-specific geometry, since it is safe, fast 
and affordable. A previous study has shown the 
feasibility of 3D+t US-based FSI simulations and the 
importance of incorporating the pre-stress [1].  
Due to the limited field-of-view of 3D+t US, the aorto-
iliac bifurcation is often not included. The presence of 
this bifurcation does not significantly influence the wall 
mechanics in the AAA region [2]. However, the aorto-
iliac bifurcation might influence the hemodynamics in 
the AAA. Furthermore, the hemodynamics may highly 
depend on the prescribed inlet velocity profile. This 
study aims to quantify the influence of excluding the 
bifurcation and altering the inlet velocity profile.   
 
Methods 
To quantify the impact of excluding the bifurcation, a 
patient-specific geometry including the bifurcation was 
segmented from CT. An additional geometry was 
created, in which the bifurcation was replaced by a 
single outlet. The influence of the prescribed velocity 
profile was examined by prescribing either a model or 
Doppler-derived velocity profile. The former was 
obtained from a 1D model, assuming Poiseuille flow, 
whereas for the latter, the velocity profile over time and 
vessel radius were extracted from pulsed-wave and 
color Doppler acquisitions (Fig.1). FSI simulations with 
and without bifurcation, and with the two different inlet 
velocity profiles were executed, resulting in a total of 
four simulations. In all simulations, the same patient-

specific outlet pressure was prescribed and the pre-
stresses in the wall were incorporated [1]. The results in 
the AAA region were compared to quantify the 
influence of the bifurcation and inlet velocity profile. 
 
Results 
Figure 2 visualizes the systolic wall stress, time-
averaged wall shear stress (TAWSS) and oscillatory 
shear index (OSI) in the AAA region for all FSI 
simulations. Only slight differences in wall stress, 
TAWSS and OSI were observed when the bifurcation 
was omitted. Employing a Doppler-derived inlet 
velocity profile resulted in increased TAWSS and OSI, 
whereas minor differences in wall stress were observed. 

Discussion 
In this study, the influence of excluding the bifurcation 
in FSI simulations was quantified. Furthermore, 
incorporating a Doppler-derived velocity profile was 
shown to be feasible. Preliminary results show only 
slight differences in the AAA region when the 
bifurcation was excluded. Furthermore, the velocity 
inlet profile significantly influences the hemodynamics, 
highlighting the importance of using a patient-specific 
profile. In future research, simulations for additional 
patients will be executed to further quantify the 
influence of the bifurcation. Additionally, the FSI 
framework will be further personalized by including the 
patient-specific inlet velocity profile, derived from US-
Doppler data, and the patient-specific shear modulus. 
The personalized 3D+t US-based FSI framework paves 
the way for longitudinal studies on AAA mechanics. 
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Figure 1: pulsed-wave (top) and color (bottom) 
Doppler acquisitions used to extract the velocity 
profile over the time and radius, respectively. 

Figure 2: boxplots of the systolic wall stress, time-
averaged wall shear stress (TAWSS) and oscillatory 
shear index (OSI) for the 4 different FSI simulations.  
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Introduction 
Novel diagnostic techniques and promising treatments 
are arising by enhancing medicine with the insight given 
by simulation. However, it is often difficult to adapt 
these advances into everyday clinical-routine as data 
needed to personalize the models is often missing, or 
incomplete. In the scope of developing personalized 
treatment for the ascending thoracic aortic aneurysm 
(ATAA), a model with reduced extents is proposed by 
eliminating the arch and descending sections in the 
computational domain. This allows for an effortless    
characterization of the geometry via Statistical Shape 
Models, enabling simple and fast personalization of 
reduced order models, which is key in clinical practice. 
In this work, the effect of this simplification is analyzed 
in terms of wall pressure and velocity field for four 
different patients. 
 

 
Figure 1: Geometries of the four patients, highlighting 
the position of the cut. 
 
Methods  
The geometries of four ATAA were obtained from a 
dataset of CT scans with spatial resolution of 0.5–0.625 
mm in the z-axis and 0.5 mm in the x- to y-axes. The 
patients were selected in order to provide maximum 
geometrical diversity. A semi-automated segmentation 
and centerline extraction was performed using 
EndoSize. The geometries obtained were processed in 
order to build a domain suitable for the present 
computational fluid dynamics (CFD) study: the valve 
opening was inserted using a projection of the shape 
used in [1], the outlets were appropriately prepared by 
extruding the domain a minimum of 5 hydraulic 
diameters and the surface was smoothed using a 
volume-aware procedure. Finally, the domain was cut at 
the ostium of the brachiocephalic trunk, perpendicular 
to the centerline (Figure 1, numbered from left to right).  
A steady state CFD analysis of the flow at systole was 
performed on both the full and reduced domain. A total 
mass flow of 0.53 kg/s was used, distributed amongst 
the different outlets proportionally to their cross-section 
area. At the valve, a pressure of 16 kPa was imposed.  
For the computation, a Transition SST turbulence and 
Newtonian fluid model for the blood was used,  with  
density ρ=1056 kg/m3 and viscosity µ=0.0035 Pa·s. A 

mesh convergence study was performed, resulting in a 
cell size of 0.5mm.    
 
Results and Discussion 
To evaluate the domain reduction effect, velocity and 
pressure differences were analyzed. In Table 1 the 
differences of maximum velocity at the cutting plane are 
summarized. Maximum discrepancy is observed in 
patient 2, where peak velocity is overestimated by 
18.9%. However, the flow pattern is well captured as 
shown by the velocity contours and streamlines (Figure 
2). Maximum wall pressure differs by 1.6 Pa for patient 
2 and by less than 0.12 Pa for the other patients,  
considering a systolic pressure of 16 kPa, these 
differences are negligible.   
The comparison between the full and reduced domains 
shows a satisfactory agreement considering the 
significant reduction of the domain.  Further analysis 
considering additional geometries and transient 
phenomena are required to better understand if this 
approach is feasible for patient specific simulations.                     
 

 
Figure 2: Velocity at the cutting plane and velocity 
streamlines for the full and reduced domain (left and 
right respectively) of patient 2. 
 

Patient Full [m/s] Red. [m/s] Error (%) 
1 0.9947 1.0688 +7.45 
2 1.2540 1.4905 +18.9 
3 1.2489 1.4472 +15.9 
4 0.9716 0.9640 −0.79 

Table 1: Maximum velocity on the cutting plane. 
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Introduction 
In the context of coronary stent implantation, numerical 
simulations providing a virtual representation of the 
patient-specific case could represent a step toward 
improving individual treatments. Clinical images 
recorded during the surgical act can provide useful 
information for the reconstruction of the coronary artery 
geometry and partially address the great uncertainties 
involved in the mechanical modelling of the patient-
specific vessel [1]. For a potential clinical use of such 
simulations, it becomes essential to have simple but at 
the same time effective and robust methods able to 
provide virtual insights on the treatment outcomes in a 
reasonable time according to clinical requirements. 
With such purpose, this work proposes a methodological 
approach for patient-specific artery modelling and 
validation through the numerical replication of clinical 
cases and comparison with in vivo post-treatment data.    
 
Methods 
On the basis of coronary OCT and X-Ray biplane 
angiographies, patient-specific arteries were 3D 
reconstructed and the distribution of the different plaque 
components was identified. Special care was taken to 
realistically model the media and adventitia layers. 
Indeed, the in vivo pressurization and axial pre-
stretching of the arterial wall were considered in the 
assignment of the mechanical properties, without a time-
consuming inverse analysis for the identification of the 
unloaded vessel geometry. A phenomenological 
description consistent with more complex constitutive 
models was therefore developed.  
The effectiveness of the whole arterial modelling 
approach was evaluated by replicating the stenting 
treatment of the available clinical cases. Previously 
validated device models as well as a numerical 
methodology for coronary stent deployment developed 
and assessed in previous work by the authors [2] were 
used for an accurate reproduction of the clinical 
treatments. 
 
Results 
Figure 1a shows one of the reconstructed coronary 
arteries highlighting the identified plaque components 
and the media and adventitia layers. The comparison 
between numerical results and post-treatment OCT data 
reveals for this case a good correspondence of the lumen 
area values in stented artery region (Figure 1b).      

 
Figure 1: a) section of a reconstructed artery; b) post-
treatment artery with associated lumen area plot for the 
comparison of the finite-element analysis (FEA) results 
with the OCT clinical measurements. 
 
Discussion 
Considering the uncertainties related to clinical images 
involved both in geometry reconstruction and post-
treatment comparison with numerical results, a good 
effectiveness of the proposed method was found. An 
approach was developed to account for arterial strains 
associated with in vivo pressurization and axial pre-
stretching without the need of an iterative process for the 
identification of the unloaded geometry. This proved to 
be a good approach for both reliability and time savings 
in generating patient-specific artery models.  
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Introduction 

Obesity is a major health concern, which affects people 

of all age groups adding risks for related comorbidities. 

To treat eligible people with morbid obesity, bariatric 

surgery is the best choice since it should entail both a 

loss of a large amount of weight and an improvement of 

patients’ quality of life and clinical situation [1].  In 

recent years, laparoscopic sleeve gastrectomy (LSG) has 

gained space resulting in the most performed procedure 

worldwide, showing a continuous growth, even though 

some limitations remain, and late complications may 

arise (e.g., GERD). For these reasons, the development 

of computational patient-specific models represents a 

valuable solution to overcome the main limits and 

controversies. 

 

Materials and Methods 

From a single centre study reported by Quero et. al. [2],  

twenty-three adult patients affected by severe obesity 

who underwent LSG were considered.  The MRI scans 

before and after bariatric surgery were processed, 

leading to the generation of forty-six virtual solid 

models characterized by a double-layered geometry in 

order to engender the submucosa-mucosa layer and 

muscolaris stratum. The mechanical behaviour of the 

stomach tissues was defined by means of a fibre-

reinforced hyperelastic constitutive formulation, which 

included the tissue anisotropy and non-linear elasticity 

[3]. The finite element discretisation was performed 

with linear hexahedral elements. The simulation 

consisted in an inflation process by means of Abaqus 

Explicit 2018 (Dassault Systemes Simulia Corp., 

Providence, RI).  

 
Figure 1: Pre- and post-surgical patient-specific finite 

element models of a stomach.  

Results 

The results showed a high inter-patient’s variability 

which affected the biomechanical response both in 

pressure-volume relationships and in logarithmic 

elongation strain values (Fig. 2).  

Statistical minor values of elongation strain in post-

surgical models than pre-surgical ones were recorded at 

the same intragastric pressure.  

 

 
Figure 2: Average elongation strain (LE) for each pre- 

and post-surgical model obtained at different 

intragastric pressure levels (blue: 20 mmHg, red: 40 

mmHg).  

 

Conclusions 

Results highlighted a significant difference between the 

mechanical behaviour of pre- and post-surgical 

stomachs subjected to the same internal gastric pressure, 

that can be correlated to a difference in the activation of 

mechanoreceptors, leading to a different satiety feeling. 

Patient-specific gastric mechanics appears to be an 

extremely promising field of biomechanics. 

Computational modelling can be a powerful tool to 

address the main limits and controversies which still 

affects bariatric surgery, without performing clinical 

trials and animal testing.  
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Introduction 

To reduce the mortality and morbidity rate of extremely 

preterm infants (< 28 weeks of gestational age, GA), the 

Perinatal Life Support (PLS) consortium is developing 

a PLS system that serves as an incubator in which the 

preterm infant is kept in a liquid environment to allow 

for the lungs to further mature. The umbilical cord is 

connected to a extracorporeal oxygenator (artificial 

placenta).[1]. To develop such a complex device, 

knowledge from multidisciplinary fields must integrate 

into one single system. Mathematical models are used to 

support this integration by composing a digital twin, 

Arielle, of the PLS system and the preterm infant. In 

addition, these models are connected to a manikin to 

support clinical implementation. Since blood velocity 

profiles are important to estimate the well-being of the 

fetus in the clinic, the development of Arielle starts with 

the fetal cardiovascular system. In addition, fetal growth 

should be incorporated as the fetus growths twice it size 

from 24 to 28 weeks of GA [2]. This study presents a 

model of the fetal cardiovascular system allowing fetal 

growth.  

 

Methods 

To verify whether fetal growth is feasible with the 

means of scaling laws, the lumped parameter model of 

Yigit et al. 2015 is used [3], [4] as a basis. This model 

describes a full-term healthy fetal cardiovascular 

system. To simulate the underlying phenomena of 

cardiac contraction and allow for cardiac growth 

modeling, the time varying elastance model of the heart 

is replaced with a one-fiber model [5]. The left (LCO), 

right (RCO), and combined cardiac output (CCO) as 

function of gestational age (GA) are compared with 

literature [6]–[9] as initial verification of Arielle. 

 

Results 

Figure 1 shows the LCO, RCO, and CCO of Arielle 

(green) and regression lines based on empirical data of 

several studies (black) [6]–[9]. Compared with these 

empirical studies [6]–[9], Arielle shows a realistic 

cardiac output, while growing from 20 to 40 weeks of 

GA. Furthermore, Arielle shows a right ventricular 

dominance, which agrees with literature [10]. 

 

Discussion 

A cardiovascular model of a healthy growing fetus is 

implemented and shows realistic cardiac output. A more 

thorough verification, which includes blood velocity 

waveforms at the valves and within important vessels, 

has to be performed. Furthermore, to support 

development of the PLS system and its clinical 

implementation, next steps include the addition of 

maternal-fetal gas exchange, baro- and chemoreceptor 

reflexes, and metabolism. 

 
Figure 1: From top to bottom: left, right, and combined 

cardiac output over GA of Arielle (green) and 

regression lines (black) of several studies. 
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Introduction  
Mechanobiological bone growth predictions have a 
huge potential for improving clinical decision-making in 
children with bony deformities. A typical workflow to 
predict bone growth is based on a combination of 
musculoskeletal (MSK) and finite element (FE) 
simulations. The FE model usually requires hex 
elements aligned with the growth plate. Creating such a 
model is very time-consuming and therefore previous 
studies [1-3] only included small sample sizes (n<3), 
which limited the generalization of the research 
findings. The proposed mechanobiological model to 
predict bone growth is based on the osteogenic index 
(OI), which is determined by the octahedral shear stress 
and the hydrostatic stress. The twofold aim of the 
current study was i) to identify intrasubject variability of 
the OI and ii) to analyze how material properties and 
MSK loadings affect the OI.  
 
Methods 
We collected and analyzed three-dimensional motion 
capture data and magnetic resonance images (MRI) of 
eight typically developing children. MRI of each femur 
was segmented using 3D Slicer and used to calculate the 
subject-specific neck-shaft angle and anteversion angle. 
Two models were used for the MSK simulations:  
1. we used the torsion tool [4] to create personalized 

models based on the measured angles from the MRI 
and subsequently scaled each model to the 
anthropometry of each participant [5].  

2. the generic “gait2392” model was scaled by the 
identical scale setup file.  

Joint kinematics, muscle and joint contact forces were 
calculated using OpenSim [6]. We developed a semi-
automated workflow using Coreform Cubit, MeshLab, 
STAPLE toolbox and MATLAB to create FE models 
with subject-specific hex meshes from the segmented 
femurs. The FE models, including muscle forces and hip 
joint contact forces from the OpenSim simulations, were 
used to calculate the OI [1–3] in FEBio. Two FE models 
were used with Youngs’ modulus of 1, 10, 10 and 0.1, 
2, 5 GPa for growth plate, proximal and distal trabecular 
bone, respectively. The OI was then plotted as heatmaps 
and the shape and distribution of these images were 
compared within participants (left versus right femur) 
using OpenCV’s template matching and histogram 
comparison. Additionally, the magnitude (mean and 
range) of the OI was compared between the left and right 
growth plate. 
 
Results  
The range of the magnitude of the OI between left and 
right side differed up to 0.074 while the mean OI values 

were quite similar with a maximum difference of 0.038 
(Figure 1). Altering material properties of the FE model 
mainly changed the distribution of the OI (0.056±0.035 
vs 0.089±0.06). Changes in MSK loading only had a 
minor effect on the OI (Figure 1, blue bars).  

 
Figure 1: (a) heatmap plots of the OI of the left and right 
femur of 2 children; (b) intrasubject variability of OI; 
(c) OI variability for the baseline FE model and models 
with different material properties and MSK loadings. 
 
Discussion  
Previous research showed that a simplified growth plate 
leads to different OI magnitude and distribution when 
compared to a subject-specific growth plate [2]. Our 
work based on personalized FE models further 
highlights that the OI is similar between the left and 
right femur in most typically developing children. 
Using a generic-scaled instead of a subject-specific 
MSK model mainly changed the magnitude and not the 
direction of the hip joint contact forces. Therefore, the 
general loading environment barely changed, leading to 
similar OI distributions between the generic-scaled and 
subject-specific MSK models. 
Only half of the simulations converged when lowering 
the values of the Youngs’ modulus in the FE model. 
Considering that little is known about the material 
properties of pediatric femurs, FE simulations based on 
subject-specific geometry and loading might help us to 
narrow down material properties to a realistic range. 
In conclusion, we developed a workflow to create 
personalized FE models with a hex mesh based on MRI 
images in a rapid way and quantified the intra-subject 
variability of the OI. We hope our workflow and 
reference simulations will enable peers to conduct 
mechanobiological growth studies with larger sample 
sizes and enhance our understanding of femoral growth. 
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Introduction 

Osteoarthritis (OA) is the most common joint disease, 

with the highest prevalence at the knee joint. Despite the 

huge burden the disease inflicts on society, no 

successful curative or preventive intervention has been 

identified yet, as the underlying mechano-biological 

processes that leads to OA onset and progression are still 

not fully understood [1]. However, it is known that 

cartilage degeneration is the hallmark of OA and 

mechanical loading plays a key role in the degenerative 
process of cartilage constituents. In this study, the aim 

is to identify key differences in mechanical parameters, 

important for cartilage degeneration, in the human knee 

joint during gait between a healthy and a fast 

progressing knee OA (KOA) patient based on a unique 

multi-scale patient-specific in silico approach. 

 

Methods 

A finite element (FE) model of the human knee joint was 

created that includes geometries of tibial & femoral 

cartilage and the menisci. A fibril reinforced 

poroviscoelastic (FRPVE) material model was assigned 
to the cartilage tissue [2, 3]. To define patient-specific 

loading for the FE models, motion capture data were 

used from a healthy and a progressing KOA patient ( ≥ 

1 increase on the Kellgren-Lawrence OA classification 

system after a two-year follow-up) at baseline and 

processed through a musculoskeletal (MS) workflow 

[4]. The secondary and primary kinematics (anterior-

posterior translation, medial-lateral translation, internal-

external rotation and knee flexion) as well as the varus-

valgus moment and contact force in the superior-inferior 

direction of the knee joint were estimated by the MS 
workflow during the stance phase and used to drive the 

FE model. At peak knee flexion,  the strains in the 

collagen fibril direction (SFD) and the maximum shear 

strains (MSS) of the tibial cartilage tissue were 

evaluated as they reflect  collagen fibrils degeneration 

(threshold 10%) [5] and proteoglycans (PG) depletion 

(threshold 50%) [6] respectively. 

 

Results and discussion 

Table 1 shows that the maximum (mean of values >99th 
percentile) SFD and the MSS in the tibial cartilage of 

the KOA subject consistently exceeds the magnitude of 

the healthy control subject. For the control subject, the 

SFD and MSS thresholds are not exceeded, except for a 

minimally higher MSS in the medial compartment. In 

contrast, in the case of the progressing OA subject the 

thresholds are exceeded, except for a minimally lower 

SFD in the medial compartment. This suggests more 

degeneration of collagen fibrils and PG depletion is 

present in the progressive KOA subject. Figure 1 shows 

that in the KOA subject, elevated strains in the tibia 

cartilage are present and indicate more collagen fibril 

degeneration and PG depletion compared to the control 

subject. These results further elaborate on a previous 

study that reported higher contact pressures in the tibia 

cartilage of  KOA subjects [7]. The developed patient-

specific FE models in this study can be used within 
adaptive models [5, 6] to enhance our understanding of 

the personalized mechano-biological processes 

underlying the onset and progression of OA.  

 

 Control  Progressive 

Maximum 

>99% 

Lateral Medial Lateral medial 

SFD 8.4% 8.7% 10.3% 9.2% 

MSS  43.3% 51.6% 56.6% 64.0% 

Table 1: The maximum strains >99th percentile of SFD 

(reflecting collagen degradation, threshold=10%) and 

MSS (reflecting PG depletion, threshold=50%) in the 

lateral and medial tibial compartment for a healthy and 

progressive KOA subject. 

 
Figure 1: SFD (reflecting collagen degradation) (top) 

and MSS (reflecting PG depletion) (bottom) in medial 

and lateral tibial cartilage of a healthy (left) and 

progressive KOA (right) subject. 
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Introduction  

Over the years, there has been a shift towards more 

personalized/patient-specific models. This is because 

there are several clinical problems where knowing the 

force being transmitted at the patient’s joints would be 

paramount [1]. While such forces can only be measured 

invasively, they can be predicted using patient-specific 

models of musculoskeletal (MSK) dynamics, built off 

medical imaging data. Although associated with more 

accurate predictions, with existing pipelines that have 

been tested and validated (i.e., INSIGNEO [2] using 

NMSBuilder [3]), the model generation can still be 

time-consuming. As new toolboxes like STAPLE [4], 

which automates parts of the process, become available, 

it becomes important to use them. Compared to 

NMSBuilder, STAPLE fully automates the generation of 

the skeletal portion of the model and was already found 

as accurate as INSIGNEO in doing so [4]. From there, 

we developed a new pipeline combining STAPLE and 

steps in NMSBuilder. This work aims to compare and 

validate this new pipeline against the INSIGNEO one in 

terms of predictive accuracy, using the “Grand 

Challenge Competition to Predict In Vivo Knee Loads” 

[5] (henceforth KGC) data. 

 

Methods  

Experimental data (CT scans, motion capture and 

ground reaction forces during level-ground walking) 

from three subjects implanted with an instrumented 

knee replacement were obtained from the 4th, 5th and 6th 

editions of KGC. Overall, six patient-specific models 

were generated: three using INSIGNEO pipeline [2], and 

three using the newly proposed pipeline combining 

STAPLE (v. beta3)  and NMSBuilder. Specifically, this 

new pipeline uses STAPLE to automatically create the 

skeletal model and NMSBuilder to define the geometry 

path of the muscle-tendon units from a generic atlas of 

40 Hill-type musculotendon. Each generated MSK 

model had eight degrees of freedom. The hip joint was 

idealised with a ball-and-socket, while the knee, ankle 

flexion and subtalar, and toes joints were idealised as 

hinges. Last, a patellofemoral joint [6] was added.  

Biomechanical simulations of level ground walking 

were performed using OpenSim 4.1 and MATLAB 

(v2021b)®. As validation, the knee contact forces 

predicted by the models were compared to the 

experimental values. Specifically, the accuracy of each 

prediction against the correspondent in-vivo 

measurements was done using a Statistical Parametric 

Mapping (SPM) [7] two-tailed t-test analysis 

(significance level: α= 0.05) and each trial was treated 

as an individual patient. 

 

Results  

Only preliminary results from the 6th KGC editions are 

presented in this study (Figure 1). For both models, the 

computed joint contact forces were highly correlated to 

those measured experimentally. Specifically, each trial 

presented an R²>0.6499 and RMSE<0.4760, for the 

INSIGNEO predictions, and an R²>0.7219 with an 

RMSE<0.4303 for the {STAPLE+NMS}.  

 
Figure 1: Mean (solid line) and range (shaded area) knee 

contact force expressed in body weight (BW) for the eTibia 

(red), the INSIGNEO (black) and the STAPLE (blue) models. 

Discussion  

This work presented a new pipeline for generating an 

MSK model and compared it against an existing pipeline 

by using the 6th KGC dataset. In both models, the 

predicted joint load at the knee presented a similar 

margin of error which add up to the previous validation 

of [4]. Moreover, the adopted models explicitly included 

a patellofemoral joint which was not integrated within 

the latest released version of STAPLE. The next step 

would be to complete the planned validation study, with 

data from the 4th and 5th KGC editions.  
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Introduction 
Countermovement presents as a natural form of strength 
increase on concentric action preceded by eccentric 
action associated to muscle stretch shortening cycle 
(SSC) [1]. At lower limb, countermovement can be 
observed on gait and run [2], with its higher expression 
and accessibility on standard maximum vertical jump 
(MVJ) with long and short countermovement (CM) and 
SSC on countermovement (CMJ) and drop jump (DJ) 
comparison to squat jump (SJ) and no CM [3]. Subject 
specific strength relation was postulated based on body 
size and body weight [1] with assessment of the relation 
of force development to body weight at different 
standard MVJ [4] and an open issue on long, short and 
no CM performance with subject specific lower limb 
anthropometric measurements. 
 
Methods 
A small sample of six voluntary heathy higher education 
sports students without specific train or sport modality 
was selected with ages (21.5 ± 1.4) years, mass (76.7 ± 
9.3) kg and height (1.79 ± 0.06) m. Anthropometric 
measurements were performed for the distance between 
anterior superior iliac spines (ASIS), thigh length (Tl), 
midthigh circumference (MTc), calf length (Cl), calf 
circumference (Cc), knee diameter (Kd), foot length (Fl), 
malleolus height (Mh) and width (Mw), and foot breadth 
(Fb). Best MVJ trial with higher flight time from AMTI 
BP2416-4000 CE force plate was selected for each 
subject from 3 SJ, CMJ and DJ repetitions. The relations 
between subject specific lower limb anthropometric 
measures with long, short and no CM performance 
vertical height from flight time (ht) were assessed by the 
regression equations [5] for the thigh, calf, and foot mass 
(mT, mC, mF) and the moments of inertia for the flexion-
extension (IFlex-Ext), abduction-adduction (IAbd-Add), and 
internal-external (IInt-Ext) axis. Additional relations with 
long, short and no CM performance vertical height from 
flight time (ht) were also assessed with total body mass. 
 
Results 
Subjects mass and height presented for selected sample 
statistical significative correlation (r=0.844; p<0.05), 
but no statistical correlation (p≥0.05) of mass and height 
with MVJ vertical height from flight time (ht) at SJ, CMJ 
and DJ, Table 1. Vertical jump height presented on CMJ 
and SJ statistical significative correlation (r=0.917; 
p<0.05) and no statistical significative correlation at SJ 
and CMJ with DJ.  

Lower limb anthropometric measures presented no 
statistical significative correlation (p≥0.05) with MVJ 
vertical height from flight time (ht) on SJ and CMJ, with 
significative correlation (p<0.05) of Tl and Cc at DJ. 
Significative correlations (p<0.05) were also detected 
solely on DJ (ht) with mass segments mT, mC, mF and 
moments of inertia, Table 1. 
 

r ( p ) SJ (ht) CMJ (ht) DJ (ht) 
Mass (kg) 0.488(0.326) 0.291(0.576) 0.105(0.843) 
Height (m) 0.284(0.586) 0.292(0.575) 0.427(0.398) 
ASIS (m) 0.386(0.449) 0.371(0.469) 0.122(0.818) 

Tl (m) 0.458(0.361) 0.555(0.253) 0.876(0.022) 
MTc (m) 0.066(0.901) 0.385(0.451) 0.713(0.112) 
Cl (m) -0.529(0.281) -0.278(0.594) 0.582(0.226) 
Cc (m) 0.188(0.722) 0.357(0.488) 0.825(0.043) 
Kd (m) 0.413(0.415) 0.396(0.437) 0.657(0.156) 
Fl (m) 0.055(0.918) 0.124(0.814) 0.301(0.562) 
Mh (m) -0.138(0.795) 0.015(0.978) -0.364(0.479) 
Mw (m) 0.220(0.675) 0.491(0.323) 0.467(0.351) 
Fb (m) 0.168(0.750) 0.306(0.556) 0.492(0.322) 
mT (kg) 0.231(0.660) 0.427(0.399) 0.851(0.032) 
mC (kg) 0.117(0.825) 0.311(0.548) 0.856(0.029) 
mC (kg) 0.244(0.641) 0.571(0.236) 0.841(0.036) 
IT

Flex-Ext 0.361(0.482) 0.522(0.288) 0.923(0.009) 
IT

Abd-Add 0.361(0.482) 0.522(0.288) 0.923(0.009) 
IT

Int-Ext 0.191(0.717) 0.441(0.382) 0.828(0.042) 
IC

Flex-Ext -0.047(0.930) 0.184(0.727) 0.868(0.025) 
IC

Abd-Add -0.045(0.933) 0.184(0.727) 0.867(0.025) 
IC

Int-Ext 0.257(0.624) 0.412(0.418) 0.828(0.042) 
IF

Flex-Ext 0.195(0.712) 0.454(0.365) 0.993(<10-3) 
IF

Abd-Add 0.232(0.659) 0.456(0.363) 0.980(<10-3) 
IF

Int-Ext 0.128(0.810) 0.386(0.450) 0.684(0.134) 
Table 1: Linear correlation (r) and significance (p) of 
anthropometric values with SJ, CMJ and DJ (ht). 
 
Discussion 
Statistical significative linear correlations of lower limb 
anthropometric measures, regression mass and moments 
inertia were detected only with MVJ performance at DJ. 
 
References 
1. Zatsiorsky, VM, Kraemer, WJ, “Science and Practice of 

Strength Training”, Human Kinetics, Champaign, 2006. 
2. Komi et al, Portuguese J Sport Sc., 11(2):31-34, 2011. 
3. Asmussen, E, Acta Physiol. Scand., 91(3):385-392, 1974. 
4. Rodrigues et al., “Assessment of the relation of force 

development with body weight at different standard 
maximum vertical jump”, Proceedings of DCE2019. 

5. Vaughan, CL, Davis, BL, O’Connor, JC “Dynamics of 
Human Gait”, Kiboho Publishers, Cape Town, 1992. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

SHOULD ROBOTIC-ASSISTED TKA RECONSTRUCT PREMORBID 
STAGE? THE EFFECTS OF OSTEOPHYTES ON KNEE FUNCTIONALITY 

Periklis Tzanetis (1), Kevin de Souza (2), Seonaid Robertson (2), René Fluit (1), Bart Koopman (1),  
Nico Verdonschot (1,3) 

 
1. Department of Biomechanical Engineering, University of Twente, Enschede, The Netherlands; 2. Stryker, 

Manchester, United Kingdom 3. Orthopedic Research Laboratory, Radboud Institute for Health Sciences, 
Radboud University Medical Center, Nijmegen, The Netherlands 

 

Introduction 

One of the challenges in total knee arthroplasty (TKA) 

is to restore function of the arthritic knee. Robotic-

assisted surgery has been shown to be highly accurate in 

the postoperative alignment of prostheses [1], but the 

question becomes where the components should be 

positioned in order to achieve restoration of the 

premorbid joint state. Precise knowledge of premorbid 

kinematics and ligament loading is important for pre-

planning an optimal alignment scheme, thereby 

reproducing a balanced knee motion comparable to 

healthy individuals. The aim of this study was to 

investigate differences in tibiofemoral kinematics and 

ligament loads between arthritic knees and their 

corresponding premorbid state, using a novel approach 

combining imaging-based statistical modeling and 

musculoskeletal simulation. 

 

Methods 

A template cadaver-specific musculoskeletal knee 

model was developed in the AnyBody Modeling System 

(AnyBody Technology A/S, Aalborg, Denmark) based 

on computed tomography (CT) and magnetic resonance 

(MR) images of a cadaveric lower extremity specimen. 

This is a force-dependent kinematics model, following a 

previously established methodology [2]. To scale the 

model to a patient-specific morphology, CT images of 

three individual patients with different severity of knee 

osteoarthritis were segmented with a custom developed 

research tool (Stryker, Manchester, UK), whereby a 

statistical model of shape and appearance identified the 

arthritic and premorbid femoral and tibial bone surfaces; 

a statistical shape model trained on MR data to estimate 

cartilage thickness from the bone surface segmented in 

CT. Disease severity was classified as mild, moderate, 

and severe based on the osteophyte volume around the 

distal end of the femur (Figure 1). Differences between 

arthritic and premorbid model predictions were 

quantified in terms of root mean square deviation 

(RMSD) during an unloaded extension simulation. 

 

Results 

Compared to the arthritic model, the premorbid model 

predicted tibiofemoral kinematics with an RMSD 

greater than 0.3 mm and 0.5 degrees over all patients. 

The largest RMSD in kinematics was found in tibial 

external rotation (2.7 degrees) and anterior tibial 

translation (1.5 mm) in the patient with severe knee 

osteophytes (Table 1). Both cruciate and collateral 

ligament load predicted deviations were highly similar 

regardless of the osteophyte severity and lower than 64 

N and 34 N, respectively, among patients. 

 

 
Figure 1: Axial view of CT scans identifying osteophyte 

formation around the distal femur (green line). From 

left to right: patient 1 (mild), patient 2 (moderate), and 

patient 3 (severe).  

 

Patient  

ID 

Disease 

severity 

External 

rotation 

(deg) 

Anterior 

translation 

(mm) 

P1 mild 1.2 0.7 

P2 moderate 1.7 0.9 

P3 severe 2.7 1.5 

Table 1: RMSD prediction of knee kinematics during an 

unloaded extension simulation from 90 to 0 degrees. 

 

Discussion 

Severe osteophyte formation substantially altered the 

kinematic predictions in the premorbid knee. The 

reported kinematic differences are larger than the 

accuracy attained by Mako total knee system [3]. 

Osteophytes slightly affected ligament function, but this 

warrants further investigation in relation to osteophyte 

location. The proposed methodology enables 

preoperative kinematic and ligament load analysis based 

on premorbid knee joint surface reconstruction and can 

assist orthopedic surgeons towards an optimally planned 

TKA, thereby maximizing the utilization of robotic-

assisted surgery. 
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Introduction 

Non-Syndromic Craniosynostosis (NSCS) are rare 

conditions (1/2500) cases [1]) of unknown origin, 

caused by the premature fusion of one or more skull 

vault sutures. In theory, a compensatory growth occurs 

perpendicularly to the fused suture leading to the 

predictable deformations of the vault [2]. However, 

clinical observations often contradict classical theories 

and the role of many anatomical units is not well 

understood. Finite Element models can be used to study  

growth and analyse various factors [3,4]. The aim of the 

present study was to develop a validated patient-specific 

model to analyse the influence of anatomical variability 

on skull growth of NSCS. 

 

Material and Methods 

A generic model was developed as an ellipsoid defined 

by length, width and height, sectioned along the 

Frankfurt plane (Fig 1). 

  

    
 

Figure 1: Skull of a 52 days old patient and its modelled  

geometry (blue) from the morphometry data (orange).  

 

Bone thickness and material properties were provided 

by literature [5]. Growth was modelled from 0 to 2 years 

old, as an uniform pressure on the internal vault surface. 

A normal growth model was first developed and 

evaluated based on literature morphological data [6]. 

The NSCS model was developed by defining the 

affected suture as bone, as proposed in literature [7]. 

This model was evaluated using geometric data from 

three NSCS patients (Table 1) who had CT-scans at two 

different ages to validate the abnormal growth and skull 

deformation. 

  

Table 1: Evaluation data for the NSCS growth model.  

Reference Sex Initial age (days) Final age (days) 

Patient 1 F 160 338 

Patient 2 M 3  289 

Patient 3 M 137  263 

 

The patient-specific growth model then enabled to 

conduct an influence study by modifying the suture 

width growth from birth, bone thickness and degree of 

fusion of the impacted suture (for NSCS models only) 

from values found in newborns to 2 year olds [8,9] 

(respectively 5 to <1mm, 1mm to 6mm, 0 to 30, 50 and 

100%). 

 

Results 

Length, width, circumference, and overall shape of the 

normal skulls after growth were consistent with what 

was found in literature. Data from NSCS patients with 

repeated CT-scans available at 2 ages showed that the 

shape obtained could be improved. Material properties 

and bone thickness had a combined effect on the strain, 

with maximum values along the limits of the metopic 

suture. The influence study further showed how the 

increased degree of fusion, increased bone thicknesses 

and narrower sutures lead to more severe forms of 

NSCS.  

 

Discussion 

The proposed growth models of the cranial vault had a 

simplified geometry and shows the difficulties of 

correctly portraying the physiologically complex 

mechanisms. The strains obtained in the influence study 

were coherent with sutural growth mechanisms and 

sites. CT-scans cannot be repeated in children without 

clear clinical indications due to irradiation: limited 

pediatric geometrical data are available for model 

validation. Future work is necessary to include sutural 

growth to the model. 
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Introduction 

Vertebral fractures associated with osteoporosis are a 

significant risk factor for the development of future 

fragility fractures [1]. Areal bone mineral density 

(aBMD) measurement by dual-energy x-ray 

absorptiometry (DXA) is the gold standard for assessing 

fracture risk, but has low sensitivity [2]. Personalized 

finite element models (FEM) have been investigated to 

improve fracture risk prediction. Quantitative computed 

tomography (qCT) based FEM can provide a validated 

estimation of vertebral intrinsic strength [3] but are 

performed in a supine position. Postural changes 

observed with age are not assessed by CT scan FEM but 

are a significant risk factor for the occurrence of 

fractures [4] and are associated with decreased strength 

[5]. Biplanar radiographs allow simultaneous head to 

feet lateral and frontal radiographs in the standing 

position and promising results were obtained with a dual 

energy X-rays based FEM [3]. However, the dual energy 

technology is not yet used in clinical routine. The 

purpose of this study is to evaluate strength estimation 

from a single energy biplanar X-rays based FEM, in 

comparison with a validated qCT-based FEM [3]. 

Materials and methods 

Fourteen L3-L4 vertebrae from cadaveric specimens 

(mean age 60, standard deviation (SD) 7) were included 

in the study. CT scan (iCT256, Philips Healthcare, 

Netherlands) and low dose biplanar X-Rays (EOS, EOS 

imaging, France) images of the specimens were 

acquired alongside a calibration phantom (Electron 

density phantom, CIRS, USA), allowing the conversion 

to equivalent bone density. The single energy biplanar 

X-rays based FEM was built from 3D reconstruction 

performed on the EOS images [6]. Then, a generic 

distribution of volumetric densities was applied to the 

mesh and projected to generate a virtual lateral image. 

The real EOS lateral image was converted in equivalent 

bone densities. A scaling factor was computed from the 

comparison between the virtual and the real lateral 

images. This factor was then applied to adjust the 

densities of the model. For comparison, a CT scan-based 

FEM was built from semi-automatic segmentation and 

material properties were assigned from the volumetric 

BMD calibrated CT images [3]. Densities were then 

converted to mechanical properties for both models [7]. 

Vertebral strength in anterior compression was 

computed on each model. 

Results  

The mean failure load for the qCT-based FEM and the 

single energy biplanar X-rays based FEM were 4912N 

(SD 1352N) and 5043N (SD 1374N) respectively.  

From linear regression analysis, the coefficient of 

determination (R²) and the root mean squared error 

(RMSE, %) of the single energy biplanar X-rays FEM 

strength against the qCT-based FEM strength were 0.84 

(RMSE 11%). A similar analysis was performed on the 

specimens from [3] evaluating aBMD against qCT-

based FEM strength giving the following results: 0.78 

(RMSE 21%). 

Bland and Altman analysis is plotted in figure 1. 

Discussion - Conclusion 

From the results, routine single energy biplanar X-rays 

based FEM appears to be a better predictor of simulated 

vertebral strength from qCT based FEM than aBMD 

from DXA, with the major advantage of acquisition in 

standing position. Although, results were not assessed 

against experimental data, the qCT-based FEM used for 

evaluation showed excellent estimation of experimental 

vertebral strength [3]. In addition, the number of 

specimens is low, but this preliminary in vitro 

assessment looks promising as a proof of concept. In 

vivo research is underway for a routine estimation 

considering both the intrinsic vertebral strength and the 

potential postural trouble. 
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Figure 1: Bland and Altman plot between strength 

determined by qCT-based FEM strength (FqCT) and by 

single energy biplanar X-rays FEM strength (FBP1E). 
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Introduction 

Intervertebral disc (IVD) degeneration is one of the 

conditions associated with lower back pain. Image 

segmentation of IVD for clinical purposes is usually 

done manually from selected MRI sagittal slices; this is 

time and labor-intensive and provides limited 

information [1]. In 2016, Zhu et al. [2] developed a 2D 

IVD segmentation method for MRI based on Gabor 

filters. In this paper, we propose a 3D segmentation 

method based on Zhu et al.’s method, aiming for more 

accurate models for biomechanical simulation.  

 

Methods 

Gabor filters were used to extract vertical and horizontal 

features from sagittal slices of the spine. Data was 

retrieved from [3]. This allowed the semi-automatic 

detection of the spine curves, which were used to detect 

the regions containing the IVD. The 2D profiles of the 

IVD were segmented in the detected regions through 

grayscale thresholding. The annulus fibrosus (AF) and 

nucleus pulposus (NP) were segmented as separate 

structures, to allow for the accurate constitutive 

modeling of each tissue. 3D data was obtained by 

running the 2D method through an interval of slices and 

adjusting the spine curves accordingly.  

The segmentation interval in each slice were given by 

statistical models generated from ground-truth manual 

segmentations of vertebral bodies. MRI images from 18 

spines were used to generate the statistical models, and 

3 other spines were used to test the method’s accuracy.  

IVD intensity and proportion of NP/AF were compared 

to the average values in each spine to automatically 

attribute a binary healthy/degenerated classification. An 

IVD was considered degenerated if it could be visually 

classified as grade III-V in the Pfirrmann scale [4]. The 

segmentation method’s accuracy was evaluated through 

its Dice coefficient, sensitivity and specificity using 

manually segmented ground-truth data for comparison. 

 

Results 

The method showed average values of 87%, 82% and 

98% for the Dice coefficient, sensitivity and specificity, 

respectively. This is within the range of existing 3D IVD 

segmentation methods in the literature (81-92%). In 

addition, this method correctly identified 65 of 68 (96%) 

IVDs as either visibly healthy or degenerated. The 

method took on average 6-7 secs to perform a full 3D 

segmentation, which is within the range of existing 

methods (2 secs – 19 min). [1] Figure 1 shows an 

example of a model obtained with this method. 

 

 
Figure 1: 3D segmentation results. Ground-truth in 

green, segmentation results in red, intersection in blue 

 

Discussion 

The relatively low sensitivity and high specificity of this 

method suggest that most of the segmentation error 

comes from under-segmentation, which in turn seems to 

be caused by the statistical model’s excessive 

adjustments to the spine curves. However, the low 

sample size means the method would have to be tested 

with a wider database. The statistical models were 

generated from segmentation masks, which increases 

the possibility of cumulative error; new statistical 

models could be generated from vertebral CT data. 

The method for identifying IVD degeneration 

successfully compared each IVD to all other IVD in the 

same spine, assuming the degenerated IVD are in lower 

number. Despite the method’s 96% accuracy with the 

test data, it is still not able to distinguish specific grades 

of degeneration, leading to a certain ambiguity in 

borderline degeneration cases. These limitations will be 

addressed in future work, but it must be highlighted that 

this method can already generate enhanced 3D models 

for patient-specific biomechanical simulation.  
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Introduction 
Despite existing advanced implant systems, 
complication rates of the fixation of complex fractures 
such as in the proximal humerus remain high [1,2]. 
These may be related to the sub-optimal quality of the 
surgical procedure, including fracture reduction and 
implant positioning, leading to a deviation from the 
planned state. Similarly, in computational validation 
studies, small deviations between experiments and 
models might be a confounding factor. Therefore, the 
aims of this study were to quantify the accuracy of a 
standardized and guided instrumentation process, its 
influence on the biomechanical outcome, and the related 
predictive power of computational simulations. 
 
Material and Methods 
Eight pairs of low-density proximal humerus samples 
from elderly female donors (age: 85.2 ± 5.4 years, range: 
73–91 years) were scanned with high resolution 
peripheral quantitative computed tomography (HR-
pQCT) scanner (XtremeCT). Preoperative planning, 
including osteotomizing to mimic an instable 3-part 
fracture and positioning of a locking plate with six 
proximal screws, was performed by an experienced 
surgeon on the scans via a custom-developed and semi-
automated workflow in Amira. Finite element (FE) 
simulation of the planned instrumentation (FE-Plan) 
was performed in Abaqus to predict the failure risk of 
each sample using an established approach and the peri-
screw bone strain being a validated measure for cut-out 
failure [3]. The bone samples were osteotomized and 
instrumented with specimen-specific 3D-printed guides 
with design based on the pre-OP planned configurations. 
Following, post-OP CT scans were acquired. 
Instrumentation accuracy in terms of screw lengths and 
orientations was determined by comparing the planned 
with the post-OP CT-based configurations. Another set 
of FE models was generated based on the post-OP CT 
scans to simulate the experimentally realized fixations 
(FE-Real). The bone-implant constructs were 
biomechanically tested under progressively increasing 
cyclic loading until cut-out failure of the head fragment 
[3]. The predictions of both FE-Plan and FE-Real were 
correlated with the experimental data to investigate 
predictive power. 
 
Results 
Slight deviations compared to the planned configuration 
were detected for screw trajectories in the proximal-
distal (0.3 ± 1.3º, range: -2.5–3.9º) and anterior-
posterior directions (-1.7 ± 1.8º, range: -5.5 – 4.7º), and 

for screw tip to joint distances (-0.3 ± 1.1 mm, range: -
3.1–2.2 mm); the latter was caused mainly by the 2 mm 
increments in commercially available screw lengths. 
Significantly higher peri-screw bone strains were 
registered for the FE-Real (514 ± 89 µmm/mm, range: 
343–654 µmm/mm) compared to the FE-Plan models 
(414 ± 67 µmm/mm, range: 285–516 µmm/mm), p < 
0.01 (n = 18). One sample had to be excluded 
experimentally. The number of cycles to failure did not 
correlate with FE-Plan results but demonstrated strong 
correlation with FE-Real predictions (R2 = 0.70, n = 17). 
 

 
 

Conclusion 
Using specimen-specific 3D-printed guides, the 
instrumentations could be performed with high 
accuracy. Nevertheless, even minor deviations 
significantly increased the predicted failure risk in the 
FE simulations. This underlines the importance of 
advanced intraoperative navigation technologies [4] to 
assist the surgeons in accurately achieving the pre-OP 
plans, that in turn are expected to help lowering 
complication rates. Moreover, these findings indicate 
the need for incorporating exact details into FE 
modeling to accurately predict experimental results, 
which is particularly important for validation studies. 
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Introduction
Numerical  analysis  methods,  such  as  Finite  Element
Analysis (FEA), have been widely used to study the
biomechanics of human tissues and organs. However,
patient-specific  (PS)  model  creation  usually  requires
complex procedures that are difficult to automatize in
some instances.  For example,  in  spine computational
studies,  intervertebral  disc  (IVD)  modeling  requires
structural  meshing,  as  the  synchronized  mechanical
behavior  of  specific  tissue  domains  needs  to  be
explored under large deformations [1]. Multiple studies
related  to  IVD degeneration  (DD)  have  been  carried
out using FEA, but a repository of IVD PS models has
not  yet  been  created  to  explore  in-depth  PS
particularities,  e.g.,  as  hypothesized  in  [2].  A
significant  challenge  is  the  ability  to  map  different
tissue regions,  such as the Cartilage Endplate (CEP),
Annulus Fibrosus (AF),  Nucleus Pulposus (NP),  and
the  Transition  Zone  (TZ)  in  PS  IVD  shapes.  Such
mapping  can  provide  further  information  about  the
influence of the CEP on DD combined with the effects
of  different  sets  of  diffusion  distances  from  the
peripheral vasculature to the NP [1]. This work aims to
generate a repository of PS finite element meshes of
IVD  models  with  the  same  mesh  connectivity  and
different  geometries  of  the  external  surface  and  its
internal components for systematic mass FEA.

Methods
Using  T2-weighted  magnetic  resonance  images,  176
PS  IVD  models  were  obtained  through  3D
segmentation,  acquired  during  the  European  project
My Spine (FP7-269909) [3].  Segmentations included
the  AF  and  NP.  The  Bayesian  coherent  point  drift
(BCPD) algorithm was  used  to  non-rigidly  align  the
meshes [4].  This code fits  a  point  cloud of a source
mesh (template) to a target  mesh (segmentations).  In
this way, a pre-existing structural mesh of an IVD [1]
was adapted to the PS models.
The  external  surfaces  of  the  AF  and  NP  were
represented  by  point  clouds,  which  were  used  as
targets.  The  morphing  process  of  the  template  was
carried out in three stages.  First,  the AF and the NP
surfaces were adapted. Then, the results were merged
into a single point cloud, used as a target, for the final
fitting  of  the  complete  volumetric  mesh  of  the
template.  The CEPs,  not  visible  in  the  images,  were
automatically recreated, with a thickness between 0.7
and  1  mm.  The  development  of  the  second  stage
preserved the surface area initially covered in the IVD.
Mesh  quality  of  the  morphed  models  and  Euclidean
distance  between  the  morphed  and  the  target  were
checked to ensure a good quality of the elements.

Results
A repository  of  176 PS IVDs finite  element  meshes
with the same connectivity was created following the
abovementioned  method (Figure  1).  Regarding  mesh
quality, the average criteria limits of all morphed IVDs
were:  Min and  Max angle  on Quad Faces  (<10  and
>160)  were  less  than  0.2  and  0.8  %  of  the  total
elements,  respectively.  The  Hex  elements  that
exceeded the Aspect Ratio criteria limit (>10) were less
than 6% of the total elements. Quad elements were not
impaired under these criteria.

Figure  1:  Target,  Template,  and  Morphed  disc  using  Bayesian
coherent point drift. CEP, AF, NP, and TZ are represented.

Discussion
This repository is a unique set of model collections to
explore the effect of multiple geometrical variations on
the IVD multiphysics and mechanobiology, including
the likely substantial impact of the CEP [2]. Although
the template elements tend to deform and impair their
mesh  quality,  they  are  not  close  to  the  CEP.  The
algorithm  can  generate  PS  FE  models  from  any
segmented surfaces third parties provide. The database
will be used to train a metamodel of FEA outcomes.
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Introduction 

Le Fort I osteotomy is a straightforward and flexible 
surgical procedure performed to correct specific 
maxillofacial deformities and malocclusions. During the 

surgery, titanium plates and screws are used to fix the 
correct position of the maxilla [1].  

Modern additive manufacturing processes (i.e. LPBF or 
EBM) allow the creation of patient-specific devices with 
complex geometry in titanium alloy-medical grade. 

Their advantage is the possibility to develop innovative 
devices for maxillofacial surgeries with anatomic-based 
geometry and ad hoc surface features design [2]. 

This study exploits the numerical modelling of an 
orthognathic surgery case to support the design of 

plates. The aim of the work is to optimize the plate 
design through the prediction of stress distribution with 
a numerical FE model in static and cyclic loading 

conditions. 
 

Methods 

An orthognathic case, in which the patient undergone to 

a Le Fort I osteotomy surgical treatment, was 
investigated. 

The model is reconstructed starting from the CT-images 
of the maxillofacial bone segments. The complete case 
includes two zygomatic implants and two plates (with 

fixation screws).  
Material properties of the bone were set using Bonemat 
[3] which maps the elastic modulus over the 3D mesh 

(Figure 1), adopting the relationships between Young 
modulus and grey-values of the CTs throughout the 

bone density.  
Mechanical properties of the LPBF-titanium adopted for 
implants and plates were characterized by uniaxial tests 

and indentation protocols. Homogeneous and isotropic 
material properties (E=107 GPa, ν=0.34, σy=1025 MPa) 
were assigned to plates and zygomatic implants.  

 

 
Figure 1: Elastic modulus distribution of bone and FEM 

with loading and boundary conditions. 
 
Loading and boundary conditions were applied to 

replicate the physiological conditions of the occlusion. 
An occlusive load, muscular forces of masseters, lateral 

and medial pterygoids were imposed (Table 1), while 
the upper bone were fully constrained (Figure 1). 

Different plate designs were simulated to identify the 
minimum thickness which satisfies the tradeoff between 
biomechanical compatibility and mechanical reliability 

under static and cyclic loading. 
 

Direction Occlusion 

(N) 

Masseter 

(N) 

Pterygoids 

(N) 

X 0 ±62  ±193  
Y 
Z 

-108 
63 

126 
-265  

71 
-151  

Table 1: Occlusive and muscular forces. 

 

Results 

Von Mises stress distribution of the preliminary plate 
design with a focus on the elements that exceed the 

yielding stress of the material is shown in Figure 2. As 
can be observed, there is a  small yielding zone. This area 

was identified and properly thickened to ensure the 
stress values remain under the elastic limit which define 
the condition for the static reliability. 

A prediction of the fatigue life has been obtained 
adopting the Matake fatigue criterion implemented with 
the results of the FE model. 

 

 
Figure 2: Von Mises stress of a plate and thickening of 
the yielding zone.  
 

Discussion 

Simulating the patient-specific biomechanical context 
of the surgical procedure, static and fatigue resistance 
prediction were obtained. The numerical modelling 

allowed the definition of a  strategy for the optimization 
of the patient-specific plate design to achieve an 

appropriate mechanical reliability. 
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Introduction 
Post-traumatic osteoarthritis (PTOA) develops after a 
joint injury, affects millions worldwide, and results in 
billions of dollars in healthcare expenditures annually.1 
PTOA risk of after an ankle intra-articular fracture is 
correlated with chronic contact stress elevation.2 Carbon 
fiber custom dynamic orthoses (CDOs) have reduced 
pain and improved mobility in individuals with 
traumatic lower limb injuries.3 However, little is known 
about the effects of CDOs on muscle forces, joint 
reaction forces, and intra-articular contact stress. The 
purpose of this study was to combine weight bearing CT 
(WBCT), gait analysis, and computer modeling to 
determine the effects of CDOs in this context. 
 
Methods 
An Institutional Review Board approved this study, and 
informed consent was obtained prior to the study. A 40-
year-old male (1.84m, 97.9kg) with an intra-articular 
fracture one year prior was enrolled for study. Three 
CDOs of different designs and stiffnesses were tested in 
a random order (Figure 1). CDOA: PhatBrace 1.0 
(5.7Nm/°). CDOB: PhatBrace 2.0 (7.5Nm/°). CDOC: 
PhatBrace 2.0 (4.4Nm/°). WBCT images were acquired 
 

 
Figure 1: The three study CDOs are shown here. 
 

for use in computing ankle contact stress. A certified 
prosthetist orthotist cast and fit the subject for the CDOs. 
Gait analysis was performed under each condition using 
12 infrared motion capture cameras (120Hz, Vicon Inc) 
and three force plates (1200Hz, AMTI Inc) embedded in 
the floor as the subject walked at a controlled speed. 
Kinematic and kinetic data were low-pass filtered in 
Visual 3D (C-Motion Inc) and scaled to subject height 
and mass. Gait was simulated in OpenSim v4.0 
(SimTK.org) using the Gait2392 model, with 23 degrees 
of freedom and 92 musculotendon actuators. Virtual 
CDOs, representing those tested, were added to the 
model by applying a Coordinate Limit Force to the ankle 
acting about the flex-extension axis. OpenSim provided 
estimates of the muscle forces needed to replicate gait 
kinematics and kinetics and to compute the associated 

joint reaction forces. Discrete element analysis was then 
used to estimate tibio-talar contact stress during the 
stance phase of gait.4 
 
Results 
Peak soleus muscle force decreased with CDO use 
compared to walking with NoCDO (CDOA 30.47%, 
CDOB 34.18%, CDOC 44.79% – Figure 2). Joint 
reaction forces between the tibia and talus also 
decreased with CDO use (CDOA 16.77%, CDOB 
30.13%, CDOC 25.58%). Ankle contact stress 
correspondingly decreased with CDO use (CDOA 
16.18%, CDOB 23.41%, CDOC 19.36%). 

 
Figure 2: Reductions in soleus muscle force, joint 
reaction force, and contact stress relative to NoCDO. 
 

Discussion 
The data from this first test subject suggest that CDOs 
can successfully aid in reducing muscle forces and 
offloading the ankle joint during gait. The 
musculoskeletal modeling completed in this study 
demonstrates that CDO design and mechanical 
characteristics may influence the effects of CDOs on 
offloading capabilities. Muscle forces, joint reaction 
forces, and intra-articular contact stress may be 
meaningfully reduced with CDO use reaching a level 
consistent with preventing PTOA development.2 
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Introduction 

Personalization of biomechanical models is receiving 

increasing attention, in the attempt to increase their 

effectiveness and their clinical impact. Recently, we 

shown the impact of different personalization strategies 

of the ankle joint on musculoskeletal model outputs: the 

higher the personalization the more consistent the model 

will be to the patient anatomy [1]. In this work we want 

to validate a model that predict the individual motion of 

the subtalar joint from an MRI representation of the 

articular surface. The model, previously validated on the 

knee [2] and ankle [3], reconstructs the kinematics by 

optimizing the contact pressure distribution, evaluated 

by a measure of joint congruence [4].  

 

Materials and Methods 

We analyzed three feet from cadaver dissection, free 

from anatomical defects. First, the legs were casted with 

extended knee, leaving the foot and ankle free to move. 

The feet were then scanned via Cone Beam CT (fig. 1.c) 

in 15 positions, varying ankle dorsiflexion among [-30° 

-10° 0° 10° 20°] and foot supination among [-10° 0° 10°] 

through a set of wedges (fig. 1.b). The same scans were 

repeated by applying a vertical load equal to the 

subjects’ half weight (35 kg). CBCT scans were 

segmented through a semi-automatic procedure (DICE 

> 95%), for a total of 30 scans. Anatomical reference 

systems were defined for the neutral foot [5] and 

registered automatically to those from the other scans 

(accuracy <0.5° and 0.1 mm). Bone position and 

orientation were expressed through a cardanic sequence 

defined for this study (z-y-x). 3T MRI of the feet were 

also acquired. The bone and cartilage of both talus and 

calcaneus were segmented and registered to CBCT bone 

models. Subtalar kinematics were reconstructed 

imposing congruence maximization through calcaneus 

inversion/eversion. Computed and experimental motion 

were compared by computing rotational and 

translational mean absolute errors (MAE). 

 

Results 

On an average range of 25° of inversion/eversion, the 

rotational and translational MAE for the three feet were  

1.16° ± 1.02 and 1.63 mm ± 1.92, respectively. 

Figure 1 shows the comparison between predicted and 

measured subtalar kinematics. Figure 2 shows 

corresponding envelope of instantaneous helical axes of 

rotation.  

 
Figure 1: Computed (red line) vs experimental (black 

dots) subtalar kinematics. Calcaneus flexion/extension 

(FE), internal/external rotation (IE), anterior/posterior 

(AP), proximal/distal (PD), and medial/lateral (ML) 

translations are plotted versus the prono-supinations 

angle. 

 
Figure 2: Envelope of instantaneous helical axes (in 

green) for the motion depicted in figure 1. Talus is 

shown in transparence while colors on the calcaneus 

are proportional to the distance from talus. 

 

Discussion 

The proposed model shows a remarkable agreement 

with experimental data. Personalization of articular 

model through joint congruence maximization appear to 

be a promising approach for musculoskeletal model of 

the whole lower limb. 
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Introduction 
Foot’s soft tissue stiffening has been reported as a 

possible cause of ulceration development[1]. 

Knowledge of the effect of soft tissue compliance on the 

stress distribution of the plantar foot surface is essential 

for devising an appropriate individualized treatment 

strategy. The effect of different magnitudes of stiffness 

of the foot’s soft tissue on the plantar stresses has not 

been investigated yet. In this work, it was hypothesized 

that increased stiffness of the plantar soft tissue can 

significantly increase the plantar contact pressure. For 

this purpose, a subject-specific 3D ankle-foot finite 

element model was constructed and validated against 

the same patient’s data in the midstance phase. The 

results showed a significant correlation between the 

stiffness and contact pressure of the foot. 

Keywords: Finite element analysis, Gait measurement. 

Method 
A foot model was created based on one individual’s foot 

CT images (49yrs, height of 160cm, and weight of 67kg) 

in the neutral posture. The bones and ligaments were 

considered as rigid bodies [2-5] and linear elastic 

springs (E=260MPa), respectively[2]. Soft tissue was 

added, having an elastic modulus E=1.15MPa and 

Poisson's ratio=0.49)[2]. For the simulation of stiffened 

tissue, the E-modulus was increased by 50%. The upper 

surface of the soft tissue, Fibula and Tibia was fully 

constrained. The interaction between the foot plantar 

surface and the ground was defined with a frictional 

coefficient of 0.6[6]. The muscle forces and ground 

reaction forces (GRF) were estimated using OpenSim 

and gait measurement, respectively, and applied on the 

foot FE model as an alternative to the in-vivo loading 

condition [3].  

Results 
The force of Lateral gastrocnemius, Medial 

gastrocnemius, Soleus, Tibialis posterior, Tibialis 

anterior and Peroneus longus muscle in the midstance 

phase was found to be 132.2, 537.1, 733.6, 519.1, 71.6 

and 8.2N, respectively. The vertical ground reaction 

force (GRF) was found to be 0.6kN. the horizontal GRF 

and ground reaction moment (GRM) about the centre of 

pressure were found to be zero at the midstance phase. 

A quasi-static analysis was performed on the FE model 

using Abaqus. Fig.1 shows the results of the contact 

pressure of the foot model with different stiffness.  

Conclusion 

A significant compatibility was found between the 

kinetic results of gait measurement of the patient and the 

FE model of the foot with normal stiffness. The results 

of this study predicted a linear association between 

increasing the contact pressure at the plantar tissue, i.e. 

47%, and soft tissue stiffening, i.e. 50%, that were 

formerly reported as symptoms of a diabetic foot with 

an ulceration [1]. The results suggest that considering 

changes in soft tissue stiffness seem crucial when 

diabetes is considered in FE modeling and preventive 

strategies in the diabetic feet are designed. 
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Fig. 1. (a)  Boundary and loading conditions of the subject-

specific foot FE model. (b) Subject’s gait measurement. (c) 

Results of contact pressure obtained by the gait 

measurement compared to the FE models with normal and 

amplified magnitude of stiffness. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

A COMPARISON OF FOOT MECHANICS BETWEEN AUTOMATICALLY 
GENERATED PERSONALISED AND SCALED GENERIC SKELETAL MODELS 

Erik A Meilak (1, 2), Luca Modenese (3, 4), Caroline Stewart (1, 2) 
 

1. School of Pharmacy and Bioengineering, Keele University UK, 2. ORLAU RJAH Orthopaedic hospital, UK 

 3. Dept of Civil and Environmental Engineering, Imperial College London, UK, 4. Graduate School of 
Biomedical Engineering, University of New South Wales, Australia 

 

Introduction 

Scaled generic models are widely used to create skeletal 

models. The alternative of manual characterisation has 

previously been too arduous to be practical [1,2]. The 

Shared Tools for Automatic Personalised Lower 

Extremity (STAPLE) [3] modelling pipeline offers an 

efficient, automatic alternative to the process of 

manually characterising personalised skeletal models 

[3]. The aim of this study was to compare ankle and 

subtalar joint (STJ) moments between a model 

automatically characterised from MRI scans using 

STAPLE and a scaled generic model. 

 

Methods 

Previously published segmented tibia, fibula, talus 

calcaneus and all foot bones geometries [4] were used to 

automatically generate a personalised skeletal model of 

the right lower limb with the STAPLE toolbox [3]. A 

second model was characterized by scaling a generic 

model available from OpenSim [1]. Idealised marker 

coordinates were created, compatible with the 

theoretical models, thus eliminating soft tissue artefact 

effects. These markers coordinates were derived from 

Inverse Kinematics (IK) on 6 gait trials using the 

automatically generated model. The resulting marker 

coordinates were then used as input to subsequent IK 

analyses performed using the scaled generic model. 

Inverse dynamics (ID) analyses were conducted on both 

models using the IK data and corresponding kinetics 

data (filtered with a low pass filter of 6 Hz) to assess 

ankle and STJ moments. Moments derived from both 

models were normalized over gait cycle and means and 

standard deviations compared to assess the impact of 

modelling alone in the absence of soft tissue effects. 

 

Results 

Mean peak net ankle joint moments for the 

automatically generated and generic models were               

-1.36±0.02 and -1.27±0.01 Nm kg-1 respectively, both 

acting in plantarflexion. However, mean peak net STJ 

moments between the two models were acting in 

opposite directions; with the automatically generated 

and scaled generic models displaying a net mean peak 

moment of 0.22±0.02 (inversion) and -0.23 ±0.02 Nm 

kg-1 (eversion) respectively (Figure 1). 

 

Discussion 

The peak STJ moment calculated with the automatically 

generated model acted in inversion, agreeing with 

findings published in the literature [2, 4]. However, for 

the generic model the peak moment acted in eversion 

with a 197% difference in value between the two 

models. Where the STJ axis of the generic model was 

aligned with the axis of the tibia, the axis in the 

automatically generated model was characterized with a 

40° inclination and 19° deviation medially, explaining 

the difference in values (Figure 2). Peak ankle joint 

moments calculated with the automatically generated 

model were 9% larger in magnitude than those 

calculated using the generic model, both acting in 

plantarflexion. For biomechanical analyses of patients 

with pathologies such as cerebral palsy in which the STJ 

may be abnormal and its accurate definition essential, 

the STAPLE pipeline offers an alternative to manually 

generated personalised and scaled generic models, 

assuming the segmented bone geometries are available. 

 
Figure 1: time normalized mean net subtalar joint moments of 

six gait cycles calculated with automatically generated (red) 

and scaled generic (blue) models with shadow regions 

representing ± 1 standard deviation. 

 
Figure 2: Sagittal view (A) and transverse view (B) of the 

subtalar axis (red line) on the right foot bones of the STAPLE 

model. Dotted line represents anterior/posterior axis 

perpendicular to talocrural axis. 

 

References 
1. Delp et al, IEEE Trans Biomed Eng, 54, 1940-1950, 2007 

2. Maharaj et al, J Biomech, 92, 29-34, 2019 

3. Modenese et al., J biomech, 116, 110186, 2021 

4. Montefiori et al, Ann Biomed Eng, 47, 2155-2167, 2019. 

 

Acknowledgements 
This work was supported by Action Medical Research grant 

number GN2812 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

GENERATING PATIENT GAIT SPECIFIC FINITE ELEMENT MODELS OF 
THE HAEMOPHILIC ANKLE 

Harriet Talbott (1), Richard Wilkins (2,3), Anthony Redmond (2), Claire Brockett (1,2), Marlene 
Mengoni (1) 

 
1. Institute of Medical and Biological Engineering, University of Leeds, United Kingdom; 2. Leeds Institute of 
Rheumatology & Musculoskeletal Medicine, United Kingdom; 3. Leeds Haemophilia Comprehensive Care 

Centre, United Kingdom 

Introduction 

Altered gait is seen as a consequence of 

haemarthropathy in the ankle [1,2]. Haemarthropathy 

presents in around 90% of hemophilic patients who 

suffer recurrent musculoskeletal bleeds [3]. Structural 

and functional changes are seen to occur most 

commonly in the ankle [4]; with significant reduction in 

joint range of motion (ROM) reported [1,2]. In order to 

understand the influence of this adapted gait, a method 

for simulating the hemophilic ankle through patient 

specific stand phase of gait using finite element models 

was generated. 

 

Methods 

Four hemophilic ankle models were built in 

Simpleware-ScanIP (Synopsis, 2019) from clinical MRI 

data (Local Ethical Approval: MEEC 18-022), and a 

quasi-dynamic simulation run through patient specific 

heel strike, mid stance and toe off (Abaqus 2017, 

Dassault Systèmes). The joint angles (JA) and ground 

reaction forces (GRF) were taken directly from 

biomechanical analysis of each patient (Local Ethical 

Approval: MEEC 20-008). The biomechanical analysis 

was carried out in shoe due to the nature of the disease 

where barefoot walking is not encouraged. 

Biomechanical analysis was also carried out on a non-

diseased control group, in order to have control JA and 

GRF to contrast each hemophilic ankle with.  

The outputs of interest in the finite element analysis 

were contact pressure and area in contact for both the 

tibial and talar cartilage components. Peak and mean 

values were reported to understand how these changed 

with each patient’s adapted gait. 

 

Results 

Biomechanical analysis showed that each ankle had a 

differing degree of altered gait, with a tendency to 

plantarflexion (Table 1). 

 

  
Non-

diseased 
A1 A2 A3 A4 

HS 
JA (deg) -8.23 -4.92 -8.35 -5.47 -12.60 

GRF (N/kg) 0.922 0.874 1.071 0.847 0.895 

MS 
JA (deg) 3.44 4.79 5.69 5.60 1.43 

GRF (N/kg) 0.694 0.803 0.657 0.659 0.626 

TO 
JA (deg) 8.97 10.55 10.00 8.96 8.58 

GRF (N/kg) 1.139 1.026 1.048 1.151 1.275 

Table 1: Joint angle (plantar/dorsi-flexion) and GRF at 

heel strike (HS), mid stance (MS), and toe off (TO). 

 

The finite element outputs of the patient specific gait 

models, and non-diseased models (Figure 1) indicated 

that JA influenced area in contact, and contact pressure.  

Figure 1: Joint contact pressure (MPa) distribution in 

the talar cartilage at A) heel strike, B) mid stance and 

C) toe off, for A4 with 1) non-diseased, and 2) patient 

specific gait.  

 

Discussion 

In this small patient cohort there were varying changes 

to joint mechanics; the tendency to plantarflexion that is 

observed clinically was seen in both mid stance and toe-

off. Each ankle is at a different stage of joint disease, 

including A3 and A4 which are bilaterally presenting 

ankles from one patient. 

The adapted gait influenced both the distribution and 

magnitude of contact pressures. The results indicated a 

reduction in ROM decreases contact pressures; in turn 

reducing joint pain and risk of initiating a joint bleed [5]. 
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Introduction 

The fetal membrane has a bilayer structure, comprising 

two layers: a thick and cellular layer called the chorion, 

and an interior thin layer named amnion [1]. The chorion 

acts as an immunological barrier, preventing 

degradation of the amnion, which dominates the 

mechanical response of the fetal membrane [1]. The 

integrity of the fetal membrane is important to avoid 

preterm delivery [2]. The main goal of this work is to 

characterize from a mechanical point of view the fetal 

membrane as a bilayer structure, using computational 

models. It is also intended to analyze how each layer 

mechanically responds over the gestational age. 

 

Methods 

A finite element setup of an inflation mechanical test 

was developed in ABAQUS®, following the Skala Lab 

institution protocol. The membrane comprised three 

layers: the amnion, the chorion, and part of the decidua. 

The amnion was characterized by a compressible 

version of Mazza’s constitutive model [2], after 

performing some adjustments. The chorion and the 

decidua were characterized by elastic linear properties. 

Figure 1 represents the finite element setup, which was 

calibrated by resorting to the Skala Lab data set. After 

the calibration, the maximum principal stress values 

were analyzed for the amnion and the chorion layers 

over the pregnancy gestational weeks, applying the 

intrauterine pressures listed in Table 1.  

 

 

Table 1: Pressure evolution over the gestational weeks 

[1]. 

 

Figure 1: Finite element setup of the inflation test; the 

red layer represents the decidua, the blue one is the 

chorion, and the thin layer below represents the amnion.  

 

Results 

Figure 2 illustrates the maximum principal stress 

evolution in the amnion and chorion layers throughout 

the gestational weeks. The amnion layer exhibits greater 

maximum principal stress values than the chorion after 

the 35th gestational week. That discrepancy tends to get 

more evident as we reach the 40th gestational week 

when labor is about to occur.   

 
 

Figure 2: maximum principal stress evolution in the 

amnion and chorion layers throughout the gestational 

weeks.  

 

Discussion 

The results reported by our study highlight the 

mechanical dominance of the amnion over the chorion 

layer [1]. The development of a numerical model able to 

represent the fetal membrane as a bilayer structure is 

essential to study a range of questions, such as 

premature rupture of the fetal membrane, which is often 

associated with the mechanical contact between the 

amnion and the chorion. 
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Introduction 

The second stage of labor is widely associated with 

childbirth trauma. Severe degrees of perineal tears and 

levator ani muscle (LAM) avulsions can lead to long-

term consequences such as incontinence and pelvic 

organ prolapse [1]. Computational models are reliable 

resources to quantitatively analyze the physiology of  

labor [2]. Most reported childbirth computational 

models focus mainly on the LAM. Literature refers that 

the superficial perineal structures play a critical role in 

female birth injuries and must be considered in 

computational simulations of vaginal delivery [3, 4]. 

The main goal of this work is to develop a finite element 

model of the fetal head and female pelvic floor, 

including the superficial perineal structures and the anal 

sphincter complex, to simulate the main lesions suffered 

during childbirth.  

 

Methods 

A geometrical model of the fetal head was developed. 

The cranium was built from a CT scan, and the sutures 

and fontanelles were design according to the literature 

and anatomical dimensions. The fetal skin was adapted 

from the one developed by Parente et al. (2008) [5]. The 

finite element mesh was created in Abaqus® software 

(Figure 1). The bones were discretized into S4 shell 

elements, and the sutures and fontanelles into membrane 

elements of type M3D4. The fetal skin was meshed with 

solid elements (C3D4).  

 

 

 

 

 

The geometrical model of the pelvic floor muscles 

(levator ani and coccygeus muscles) was based on 

magnetic resonance images (MRI). The geometries 

were created in Rhinoceros® software and exported to 

Abaqus®. Posteriorly, and since the superficial perineal 

structures are very difficult to distinguish in MRI, these 

were design according to anatomical descriptions and 

information provided by obstetricians. All the structures 

were discretized into hexahedral solid elements (C3D8).   

To validate the finite element model of the fetal head, 

the compression tests performed by Loyd [6] were 

replicated in both the anterior–posterior (AP) and right–

left (RL) directions. The setup of the simulations was 

replicated according to the experimental tests. The head 

was placed between two rigid plates and a displacement 

of 5.0 mm was applied in the RL compression and 3.2 

mm in the AP compression. 

 

Results  

The force-deflection curves obtained in the AP and RL 

compression tests are presented in Figure 2.  

 

 

 

 

 

 

 

 

 

 

 

In the force-deflection curve of a 1-day-old RL 

compression test performed by Loyd, a maximum force 

of approximately 33 N were obtained for a displacement 

of 3.2 mm. Furthermore, for the AP test of the same 

sample, a displacement of 5 mm corresponds to a 

maximum force of approximately 62 N. These results 

corroborate the ones obtained in the present study.  

 

Discussion 

Despite being a widely discussed subject, childbirth 

trauma remains mainly unpredictable. Although there is 

already considerable work regarding childbirth 

simulations, a set of sophisticated computational models 

is a need. A thorough anatomical representation is 

essential mainly to assess the origin of specific injuries, 

determine which risk factors are responsible for these 

lesions and their severity, and investigate if superficial 

lesions may be indicative of deeper and non-visible 

ones. The answer to these questions is crucial to support 

clinical decisions. Future work consists of performing 

childbirth simulations with the developed models to 

analyze the distinct types of injuries. 
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Figure 1 – Finite element model of the fetal head. (a) Lateral view of the fetal 

head skin. (b) Top view of the skull with sutures and fontanelles. 

Figure 2 – Force–deflection curve obtained with the AP and RL compression 

tests of the fetal head model. 
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Introduction 

Obstructive Sleep Apnea (OSA) is a common sleeping 

disorder which momentarily blocks the airflow in the 

upper airways, causing breathing to stop during sleep. 

OSA can lead to significant reduction of sleep quality, 

as well as more serious health issues [1]. One way of 

mitigating events of OSA is the use of a continuous 

positive airway pressure (CPAP) device during the 

night.  Surgical intervention is another mitigation 

technique. However, medical doctors and surgeons, will 

in most cases not know if surgery will lead to improving, 

no change or worsening of the patients’ sleep apnea. 

Researchers have therefore tried to numerically simulate 

processes in the upper airways as an attempt to get a 

better understanding of what happens in the airways 

during sleep apnea, in order to eventually more 

accurately predict the outcome of surgery.  

It  is  believed  that  the  Venturi  effect  occurring  in  

the  narrow  passages  in  the  upper  airways  is 

responsible for the onset of OSA. The logic behind this 

statement is that some parts of the upper airways  consist  

of  soft,  collapsible  tissue  and  when  air  flows  through  

these  parts,  the  pressure difference between the inside 

and outside of the airway can lead to deformation of the 

soft tissue, making the airway even narrower, eventually 

leading to collapse. Because there is a strong 

dependency between the behavior of the tissue and the 

air flowing through, fluid-structure interaction (FSI) is 

necessary to be considered when simulating such events 

numerically. In the current work, two-way FSI 

simulations have been conducted for a simplified 

geometry of the upper airways using commercial 

software. 

 

Method 

Two-way FSI simulations of collapse of a flexible tube 

have been created using ANSYS Workbench 2021 R1. 

ANSYS Fluent and ANSYS Mechanical are used to 

solve the governing equations of the fluid and solid, 

respectively. ANSYS System Coupling is used to 

transfer data between the fluid and solid domains, 

creating the partitioned fluid-structure interaction.  

The solid was modelled as a hyperelastic material 

using the Arruda-Boyce model [2]. Initial validation of 

the solid model was performed excluding the fluid 

domain. Two airflow scenarios were investigated: 1) 

initially stagnant flow being displaced by the solid 

deformation; and 2) constant predefined air flow. 

 

Results and Discussion 

The structural model has been compared with 

experimental and numerical results by Zarandi et al. [3], 

displaying good agreement. Figure 1 shows the 

deformation of the solid and fluid after the tube has been 

exposed to external pressure, when the fluid is initially 

stagnant (scenario 1). Reasonable qualitative results, in 

accordance with results by Scroggs [4], have also been 

obtained when the fluid was given an inlet velocity. 

Results to be obtained from these models will give 

insight into what happens with both the fluid flow and 

the material in collapsible tubes. Due to the similarity 

with the upper airways, it is reasonable to believe that 

trends and results from this model can be translated to 

the upper airways. Furthermore, once the model has 

been validated, it will be possible to change the model 

for it to be more realistic in terms of representing the 

behavior of the upper airways during OSA. This work 

forms a basis for ongoing studies on how to use 

commercial simulation software in the development of 

computer-aided decision support-tools for patient 

specific OSA treatment.  In the future, we foresee that 

such tools can be used to evaluate patient specific 

treatment options. The ultimate goal is to reduce risk and 

inconvenience for patients and societal costs by 

providing the optimal treatment. 
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Introduction 

Acute Respiratory Distress Syndrome (ARDS) is a 

critical condition with a death rate in hospital as high as 

40%. Various etiologies exist for this disease such as 

uptake of toxic substances, or infections such as 

COVID19. Mechanical Ventilation (MV) must be used 

to ensure a correct oxygenation of the ARDS patients. 

This pathology, being highly patient-specific, suffers 

from a lack of standard in terms of management. 

Moreover, two patients beneficiating from the same 

treatment might have very different outcomes. One 

hypothesis to explain this is that the location of the 

damaged tissue within the lung significantly influences 

its global biomechanics and consequently the capacity 

of a patient to respond to intensive care procedures. To 

test this hypothesis, a computational model of the lung 

was developed.  

 

Methods 

The approach adopted to conceive a simplified model of 

the lung is illustrated in figure 1. 

 
Figure 1: Methodological pipeline 

In brief, this model, so-called “exit compartment 

model”, [1] represents the lungs as several “balloons”. 

The input data is a tracheal pressure Ptr representing the 

MV, characterized by an end-expiatory pressure (Peep) 

and a plateau pressure (Pplat), and a superimposed 

pressure (SIP) that embodies the weight of the overlying 

lung. The balloons coordinates and SIP are retrieved 

from the patient CT scans by a dedicated procedure. The 

equation solved by the model is the following [1]: 

      𝐑V̇(t) + 𝐄(V, x). V(t) = Ptr(t) − Ppl(x) − SIP(x)      (1) 

Where R is a matrix representing the resistance of the 

tracheobronchial tree. E is a diagonal matrix filled with 

the volume- and position-dependent balloon elastances 

and Ppl is the pleural pressure which depends on the 

antero-posterior coordinate since patients are assumed 

to be lying down. The lung is assumed to be hyperelastic 

with a strain-energy density: W =
ξ

2
exp(aJ1

2 + bJ2) [3], 

where a, b, and ξ are material constants without physical 

meaning and J1 and J2 are the first and second invariants 

of the Green-Lagrange finite strain tensor, respectively. 

An expression for the volume dependent elastance can 

be retrieved from this formula (see [3]). Finally, a 

feature was implemented to represent alveoli opening 

and closure, as described in [4]. To test the model ability 

to simulate ARDS lung biomechanics, two simulation at 

0 and 5 cmH2O levels of Peep were performed. 

 

Results and discussion 

Examples of simulation results are given in figure 2. 

 
Figure 2: Volume and alveoli state computed at end 

expiration and inspiration  

The model behaves as expected concerning the volume 

gradient along the antero-posterior axis due to gravity. 

Moreover, the role of the Peep in alveoli recruitment is 

clearly visible. The model also puts into evidence the 

variation of aeration with respect to the location of the 

damaged tissue within the lungs as hypothesized. This 

suggests that this parameter should be considered in the 

therapies used to take care of ARDS patients.  

 

Conclusion 

An original computational framework was developed 

and implemented. The preliminary results obtained 

showed that while such a simplified model does not 

allow to compute quantitative data, it offers a good 

insight in the biomechanics of the mechanically 

ventilated ARDS lung, which is of high interested 

toward a better management of this pathology. 
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Introduction 
Lung in-vitro models are commonly based on flat, 2D 
semipermeable membranes at the air-liquid interface. 
Only recently have some studies attempted to replicate  
the spherical alveolar geometry. For instance, curved 
polycarbonate membranes were fabricated via 
microthermoforming achieving the formation of 
confluent lung epithelial layers in the microwells [1-2]. 
However, they still lack relevant lung properties such as 
stretchability.  
Here we describe transparent spherical membranes 
which replicate the alveolar architecture in a more 
accurate manner, and which can be used in dynamic 
breathing conditions. 
 
Methods 
The membranes were fabricated by casting 1% w/v 
agarose in custom moulds obtained by 
stereolithographic 3D printing (Fig.1). After agarose 
crosslinking (1h at 4°C), the samples were dried 
overnight at 37°C. Membrane water content was 
calculated as the difference between the mass in 
hydrated and dry conditions, normalised with respect to 
the hydrated mass.  

 
Figure 1: Workflow for membrane fabrication 

 
Mechanical tensile tests at break were performed at a 
constant strain rate (0.2 s-1) on flat membranes, which 
were prepared by agarose casting in petri dishes and kept 
in incubator in wet conditions for 7 days [3]. Cyclic tests 
at 5% strain, typical of physiological breathing, were 
also performed. Membrane thickness was measured 
using a micrometer. Dry and hydrated weight was also 
acquired with a microbalance (Radwag AS220) to 
calculate water content.  
Permeability tests were then performed using transwell 
supports, filling the apical compartment with 30 μg/mL 
methylene blue. Samples were collected from the basal 
compartment at different time points and absorbance 
was measured at a wavelength of 664 nm with a 
spectrofluorometer (PerkinElmer).  

Results 
Fig.2A-B show the flat membranes used for the 
characterization; they are transparent. In hydrated 
conditions, the membranes have a thickness of 33.2 ± 
1.8 μm and a water content of 89.4 ± 0.6 %.  Moreover,  
the permeability of the membranes to methylene blue is 
similar to that of transwell membranes (Fig 2C). 
They are also highly elastic (Fig. 2D) in the range of 
physiological strains. The apparent elastic modulus 
(Fig.2E) was stable over typical cell culture times. 
Cyclic tensile testing also demonstrated a good fatigue 
behaviour with a low residual strain (under 1%). 

   
Figure 2: Flat membrane on dark (A) and text (B) 
background; C) Methylene blue passage percentage in 
the basal compartment with respect to the initial apical 
mass; D) typical stress strain curve; E) Apparent elastic 
moduli (Eapp) measured immediately after hydration and 
after 7 days in the incubator.  
 
Discussion 
Spherical agarose membranes were fabricated and 
characterised demonstrating their suitability for in-vitro 
applications. In addition to the geometrical factor, the 
main advantages are their transparency and their elastic 
behaviour over  physiological strains observed in the 
lung (5 to 15%).  
Further developments include the optimisation of cell 
seeding protocols on the spherical membranes and their 
integration with a fluidic model including the alveolar 
and capillary compartment.  
In summary, these membranes provide an innovative 
solution for alveolar models, and pave the way for more 
reliable and physiologically relevant inhalation tests. 
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Introduction 

Intensive care patients often require mechanical 

ventilation (MV). During MV an external ventilator 

applies a pulsatile pressure to the trachea to ventilate the 

patient. While MV is crucial for patient survival, it 

typically induces ventilator-induced lung injury (VILI) 

which can potentially be life-threatening. VILI is 

primarily caused by regional alveolar collapse or 

overdistension due to pressure inhomogeneities in the 

ventilated lung.  

During the COVID-19 pandemic a surge in patients 

requiring MV was observed, resulting in an increased 

incidence of VILI. Hence, there is a clear need for 

strategies that minimize VILI. A widely adopted 

approach to improve patient oxygenation during the 

COVID pandemic is prone position ventilation as 

opposed to supine position ventilation. Prone position 

ventilation has however also been suggested to prevent 

VILI. The mechanisms responsible for the benefit of 

prone ventilation with respect to VILI development are 

however largely unknown. In this research we 

investigate how prone position ventilation may prevent 

VILI by assessing its impact on alveolar mechanics. 

  

Methods 

A realistic lung geometry was generated using a single 

CT scan from the LIDC-IDRI dataset (1). First, lung 

lobes and large airways were segmented from CT data, 

after which smaller airways were automatically 

generated using a modified implementation of the lobe-

filling algorithm proposed in (2). Artificial airways were 

truncated at airway generation 10 to reduce simulation 

time. Individual airways were modelled using a non-

linear resistor. Terminal airways were truncated using a 

lumped-parameter acinar model (3). A representative 

MV pressure curve was prescribed at the trachea. 

Intrapleural pressure was prescribed at the acinar 

elements. Supine and prone intrapleural pressure 

distributions were based on the esophageal pressure 

measurements and theoretical intrapleural pressure 

gradients reported in (4) and (5), respectively. Alveolar 

overdistension and collapse were quantified using 

alveolar volumetric strain: (𝑉 − 𝑉𝑟𝑒𝑓)/𝑉𝑟𝑒𝑓 , where, 𝑉𝑟𝑒𝑓  

was computed at functional residual capacity. 

 

Results 

During exhalation in the supine position simulation, 

more than half of the acini experienced very low strains 

(<-0.5), which may be indicative of alveolar collapse. 

Only during peak inhalation in supine position more 

than half of the acini experienced strains larger than 0.0. 

On average, alveolar strains in the prone position 

simulation were higher than those observed in the supine 

position ventilation and none of the acini experienced 

strains lower than -0.5. Furthermore, during inhalation 

in prone position all acini experienced alveolar strains 

larger than 0.0, up to a maximum of 0.6. Finally, strain 

heterogeneity was considerably higher for the supine- 

than for the prone position simulation (Fig. 1).  

 
Figure 1 A: Range of the alveolar strain over time. The 

solid lines represent median strain B: End-inspiratory 

strain during supine (left) and prone (right) positioning 

of the patient. 

 

Discussion 

Our results suggest that alveoli in prone position 

ventilated patients are less susceptible to collapse than 

those in supine position ventilated patients. 

Furthermore, during inhalation in prone position, alveoli 

stay far below the safe strain threshold of 1.5-2.0 

reported in (6). Therefore, the risk of lung damage due 

to alveolar overdistension seems to be low. Hence, our 

results present a potential mechanism for the benefit of 

prone ventilation to combat VILI. Nonetheless, future 

research to verify these findings using multiple lung 

geometries and ventilation settings is required. 
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Introduction 

Asthma is a complex respiratory disorder in which 

structural changes in the conducting airway cause 

variable airflow limitation. It is important to monitor the 

progression of the disease and to gather continuously 

data as an objective marker of morbidity and in order to 

support therapy. Currently, patients with asthma are 

being examined only a few times a year. This prevents a 

continuous monitoring and any advance in precision 

medicine. Remote non-invasive monitoring tools will 

enable the collection of data with minimal effort from 

patients, which is especially important in the case of 

children. Currently, asthma is being diagnosed and 

monitored by an active test that strongly depends on the 

patient’s effort. Therefore, there is a need for innovative 

methods that do not depend on the patient’s effort for 

both accurate identification of asthma at an early stage 

and to monitor the disease progression. Inspiratory 

occlusion is a mechanical load that resulted in the 

observation respiratory-related, evoked potential. 

Recently, our novel, non-invasive procedure for 

identification of tracheal obstruction was suggested 

based on electroencephalogram (EEG) signals [1] 

yielded promising results compared to other common 

classification algorithms. Thus, EEG has the potential to 

become a non-invasive tool to passively and 

continuously provide an indirect estimation of airflow 

obstruction for asthma patients. 

 

Methods 

EEG signals and breathing motion signals (using 

abdominal belt) were acquired continuously and 

noninvasively throughout methacholine challenge tests, 

which is used to evaluate the sensitivity of patients with 

suspected asthma to an agent triggering 

bronchoconstriction. The patients’ data were classified 

into 3 levels of asthma severity based on the decrease in 

the forced expiratory volume in 1 second (FEV1) 

percentage.  Each raw EEG signal included all breathing 

repetitions that were measured after each dose 

inhalation and was segmented according to full 

breathing cycle (Figure 1). The EEG segments were 

then transformed to the frequency domain by computing 

the short time Fourier transform (STFT). These feature 

extraction outputs were used as inputs to ordinal 

classification algorithms, which take into consideration 

the ranking relationship among class attribute (i.e., the 

severity level of asthma disease). 

 

 
Figure 1: An example of the respiration motion (a) and 
the corresponding EEG signals from channel T7 (b) and 
channel T8 (c). Solid horizontal lines indicate one 
breathing cycle and its corresponding EEG signal. 
 

Results 

The AUC per subject ranges between 73% and 91%. 

Figure 2 illustrates the AUC values of the best model 

obtained for each severity level of Asthma for each 

subject. 

 
Figure 2: Best AUC results obtained for each of the 
three patients. 
 

Discussion 

The proposed method of using EEG signals to identify 

the degree of respiratory obstruction for each patient 

shows promise results. The performance needs to be 

investigated on a large clinical population. 

Classification of obstruction rate of a new subject based 

on the data of other subjects should be further explored. 
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Introduction 

One of the current paradigm in exoskeleton research 
focuses on the reduction of metabolic cost but 
exoskeleton could provide further benefit by controlling 
internal body variables such as muscle excitation, 
stiffness or muscle-tendon load [1]. Unfortunately, this 
is rather difficult using current imaging technics such as 
ultrasound or experimental recording devices such as 
force sensor for recording variables like muscle force, 
stiffness or tendon loading. A way to compute these 
variables without experimentally recording them is to 
use in silico human models such as 
neuromusculoskeletal (NMS) model working in real-
time. These models would give access to the variables 
of interest and by interfacing them with an exoskeleton 
and closing the loop on them, we could influence them 
in vivo. In this overview, we present our latest works 
going toward the fine control of NMS variables by an 
exoskeleton, notably of the electromyograms  (EMG) 
level. 
 
Methods 

The first part to achieve this goal was the development 
of a real-time NMS framework achieving computation 
of NMS variables under the muscle electromechanical 
delay. We then interfaced this new framework with an 
ankle exoskeleton. The control command of the 
exoskeleton was the joint torque multiplied by a gain to 
be able to change the intensity of the received assistance. 
First experiments were done on paretic patients and the 
main question was to see if a modulated assistance 
resulted in modulated muscle excitation during a 
position tracking task. The second experiment was done 
on healthy subjects and we looked at if the provided 
assistance was able to reduce muscle excitation when 
compared to a non-assistance condition over different 
walking tasks (speed and elevation) on a treadmill.  
 
Results 

Results showed the possibility to compute joint torque 
under the electromechanical delay (<50 ms) [2].  
We also showed the possibility to modulate EMG level 
in patients (stroke and spinal cord injury (SCI)) with a 
reduction from 0.69 to 0.36 (unitless) (stroke) and from 
0.90 to 0.89 (SCI) and EMG variation reduction from 26 
to 21 (unitless) (stroke) and from 6 to 4.2 (SCI) [3]. 
Results for the second experiment showed the 
possibility to reduce EMG level for all tested walking 
tasks while having the total ankle joint torque almost 
invariant between conditions (Fig. 1) [4]. 

 
Figure 1: Change in electromyograms (EMG) and joint 
torque for tested walking tasks for the two tested 
conditions. Results for 5 subjects (assisted and zero 
torque) (see [1] for more results and information). 
 
Discussion 

We showed the possibility of controlling muscles’ EMG 
during different walking tasks without impeding the 
user (no change in total torque) and also results on 
patients. Those results could pave the way for the use of 
exoskeleton mediated neurorehabilitation.  
The NMS model offers the computation of other 
biomechanics variables in real-time offerings the 
possibility to control other variables. Our current work 
is looking into bounding some of these variables to offer 
a bio-protective aspect with an exoskeleton. Such as 
limited overloading of tendon or muscle to impede the 
development of musculotendon disease or injury. 
Numerous challenge remains to make this methods 
mainstream such as the difficulty to personalize NMS 
model to patient, validation of internal NMS variables 
while wearing an exoskeleton.  
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Introduction 

Shoulder joint and muscle forces cannot be easily and 

accurately measured directly in-vivo. An ex-vivo 

approach is often chosen to conduct biomechanical 

studies of the shoulder, especially when investigating 

the active and passive contribution of individual 

muscles, and various glenohumeral simulators have 

been developed [1]. However, currently only few 

simulators can simulate dynamic glenohumeral motion 

induced by active muscle forces, and a standard for such 

an experimental set-up and its control system is lacking. 

In this work, we present a control system for a shoulder 

simulator with the goal of mimicking physiological 

glenohumeral motion while tackling the challenge of 

over actuation. 

 

Methods 

The current simulator is a further development of an 

existing unconstraint glenohumeral simulator [2] 

designed for ex-vivo experiments with different rotator 

cuff injuries and hand-held weight conditions (0kg, 2kg, 

4kg; Figure 1). The simulator consists of eight active 

muscle units, three segments each of the rotator cuff and 

the deltoid muscles, pectoralis major and latissimus 

dorsi muscles and a simulated arm with appropriate 

weight. A cascade feedback control system was 

developed to activate the eight muscle units to control 

six degrees of freedom in the glenohumeral joint (Figure 

2). The outer cascade controls the position of the 

humerus and yields the net torques τcorrected which is used 

as input to an optimization scheme. The optimizer 

provides Fdesired to actuate the glenohumeral joint. The 

optimization minimizes the loss function  

 

Լ = α·Fdesired
T·Fdesired + β·Festimated

T·Festimated (1) 

s.t         MA·F = τcorrected 

 

where α and β are weighting parameters, Festimated is a 

model-based estimation of the muscle forces and MA a 

matrix stored with the current moment arm of the 

muscles. The inner cascade is implemented to ensure 

that the Fdesired is reached. 

 

Results 

The repeatability of the simulator was tested by running 

the same abduction motion multiple times.  The mean 

(standard deviation) of the motion at its peak abduction 

angle was -35° (3.6°).  

Discussion 

The experimental setup reproduces the given motion 

profile well. The optimization scheme actuates the 

humerus in a physiological manner. The limitations of 

this experimental setup include the approximation of the 

line of action of the muscles. The activation level of each 

muscle group can only be estimated, and hence does not 

necessarily reproduce the in-vivo situation [3]. These 

limitations are inherent to all glenohumeral simulators 

[1]. These limitations are addressed with adjustable 

insertion points of the muscles and the optimization 

scheme presented here. This simulator shows promising 

potential to simulate and track the complete kinematics 

of the glenohumeral joint and further improve its 

repeatability.

 
Figure 1: Illustration and photograph of the simulator 

and the muscles included. The muscles are actuated with 

EC-Motors and wound onto a rope winch. 

 
Figure 2: Control scheme of the shoulder simulator. 
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Introduction 
Climbing birds balance counteracting torques by using 
the hindlimbs, and beaks in the case of parrots, to 
provide superior tensile forces, while the tail serves as 
an inferiorly positioned compressive strut [1, 2]. 
Numerous studies have claimed that the tails of climbing 
birds are “well-adapted” to this biomechanical function. 
Specifically, a tail feather adapted to climbing should be 
sufficiently stiff to resist compressive loading and 
relatively long to reduce muscular effort from the limbs 
[3]. Despite these inferences, few morphological studies 
that has directly compared tail feather anatomy of 
climbing birds relative to more generalized non-
climbing species, nor has any work quantified substrate 
reaction forces acting on the tail during climbing. 
 
Methods 
We collected morphometric data on the tail feather 
shafts from a broad phylogenetic sample of birds. Using 
phylogenetic generalized least squares, we assess the 
influence of locomotor mode on shaft morphology. The 
material properties of the rachis at the calamus were 
determined by subjecting a subsample of the feathers to 
quasi-static three-point bending in the dorsoventral 
plane. The resulting force displacement curves were 
used to calculate the maximum bending moment (Mmax, 
N m) and Young’s modulus (Ebend, GPa) [4]. To 
understand the natural loading environment during 
climbing, we collect kinetic tail loading data from rosy-
faced lovebirds (Agapornis roseicollis) and hairy 
woodpeckers (Leuconotopicus villosus) during vertical 
climbing. From these data, we calculate the peak fore-
aft and tangential force and average power (W kg− 1). 
 
Results 
Rachis diameters correlated positively with body mass 
across all species. However, scansorial species have 
longer feathers, larger rachis diameters both at the base 
and the tip, and greater mean cortical thickness for a 
given body mass than non-climbing species. No 
differences in material properties at the calamus were 
attributable to locomotor mode. In vivo experiments of 
parrot climbing reveal that movement of the tail is 
complex, and not only rotates inward, but also wraps 
around the support. The tail feathers of parrots and 
woodpeckers experience both bracing and compressive 
loading ~10-50% of body weight and contributes 
negative mechanical work.   
 

 
Discussion 
The tail of climbing birds serves to counteract backward 
pitching during vertical ascent and supports a significant 
proportion of body weight. Further, because of the 
inward wrapping motion, the tail of climbing birds 
theoretically possess some “gripping” abilities. The tail 
feathers of climbing birds tend to be relatively long for 
their body weight. Stiffness of the calamus is achieved 
through structural, rather than material, modifications to 
both the proximal and distal morphology of the rachis. 
Loads supported by the feet require metabolic energy, 
whereas loads supported by the tail, and aligned along 
its long axis, theoretically do not. As such, by 
lengthening and buttressing the tail, scansorial birds 
circumvent Euler buckling at the single-feather and 
whole-tail scales while likely reducing the metabolic 
cost of pitch resistance. Future work will use these data 
to develop a bioinspired tail meant to replicate the 
movements and performance observed during climbing 
in birds to aid in the development of a (Figure 1). 
 

 
Figure 1: Model demonstrating movements of the tail of 
climbing birds (A). During climbing, the tail provides a 
means of compressive stabilization. In vivo experiments 
reveal that during climbing the tail fans out (B) and 
rotates inward (C). Movement in this manner may allow 
the tail of climbing birds possess some “gripping” 
abilities. Biarticualar joints at the tail base can be used 
in bioinspired designs to mimic such movement. 
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Introduction
The working principle of many medical  devices (e.g.
lumbar  belts,  stocking)  is  based  on  their  mechanical
action on the body, therefore they are in contact with
the  skin.  Unfortunately,  skin  irritation  is  a  common
phenomenon that becomes a concern, as many patients
cannot withstand their medical devices, leading to poor
therapeutic compliance. Exposure to a chemical agent
or an allergic reaction is unlikely here, as these medical
devices  are  designed  to  be  hypoallergenic.  We
therefore  hypothesised  that  these  skin  irritations  are
caused by the mechanical interaction of the skin with
the objects. Even though skin damage can be related to
a  prolonged  pressure  [1],  shear  has  been  shown  to
accelerate and aggravate skin damage [2]. In addition
several  researches  have demonstrated  how friction is
involved in the process  of skin abrasion [3].  Despite
the complexity of the skin mechanical behavior, most
of the current literature on skin tribology is based on
surface measurements. An analysis of the deformations
undergone by the skin in its thickness during contact
could  provide  new  insights  into  the  phenomenon  of
mechanical  irritation.  This  is  particularly  true
considering the variety of mechanical phenomena that
can cause skin irritation, and the fact that they involve
mechanoreceptors within the different skin layers. The
aim of this work was to develop a new device to study
the strain in the layers of ex vivo skin samples under
friction with objects.

Materials and methods
The  bench  test  was  designed  in  the  purpose  of
measuring  full-field  through-thickness  deformation
along with frictional properties of ex-vivo skin strips in
contact with a cylindrical probe (Figure 1A). Pictures
of  the  sample  section  were  acquired  during  the
interaction  with  the  probe  using  a  camera.  In  this
configuration,  the  pixel  size  in  the  object  plane  was
approximately  6µm,  giving  a  total  field  of  view  of
7.56mm × 5.88mm. A LED light source was located on
the other side and allowed the sample to be back lit.
Deformations were later computed using Digital Image
Correlation. 
The skin sample  was  prepared  in  an eosine/hemalun
solution to enhance optical texture. Then it was put in a
holder pre-stretching its two sides, the bottom surface
resting on the device.  This holder was mounted on a
motorized displacement table in order to control sliding
of  the  sample  against  the  cylindrical  probe  that  was
loaded using  a dead  weight.  The probe  was  directly

screwed on a 6-axis force  sensor.  All  elements were
controlled by a dedicated LabView program.

Steel 
(f = 0.27 ±0.08)

Silicon 
(f = 0.51 ±0.18)

Textile 
(f = 0.30 ±0.07)

B

Figure 1: experimental bench test (A) and shear strain
on a cleaned skin sample after 1mm sliding (B).

Results
As a first  application,  pig samples  were subjected to
cyclic friction experiments with a 50g normal load and
3mm sliding stroke (v = 0.2mm.s-1). Experiments were
repeated with three different materials of contact: steel
from  the  raw  probe,  silicone  and  textile  from  a
compression stocking. The results presented figure 1B
shows  how  surface  friction  monitors  shear  strain
distribution. In particular,  dermo-epidermal junction is
a place rich in nerve terminations; results show a high
shear  strain  in  this  region with  silicone,  when  the
maximum shear locuus is deaper with steel. 

Conclusions
A novel experimental set-up was successfully designed
and validated. It is the first step for original studies on
skin  behavior  under  friction.  Further  works  will
investigate  the  effect  of  different  tribological
conditions  representative  of  medical  devices-skin
interactions.
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Introduction & Objectives  
The extracellular matrix (ECM) is one of the most 

important regulators of tissue homeostasis and one of 

the key elements in bioengineering human tissue models 

for studying the tissue's environmental milieu.  Cell 

sheet engineering is a technology that relies on cells as 

the only producers of ECM faithfully recreating their 

native 3D microenvironment [1]. However, Cell sheet 

(bio)-mechanics characterization remains poorly 

explored. Tensile testing is the most common approach 

to estimate the bulk mechanical properties, but it 

requires a firm attachment of the sample edges, which is 

a problem due to the fragility of the cell sheets. 

Moreover, a compromise between appropriate grips and 

clamping force is required to keep the sample’s edges 

integrity and reduce slippage. Thus, this work proposes 

the development of an experimental setup comprising a 

mechanical testing prototype relying on customized 3D 

printed grips and racks, and the validation of its efficacy 

using human fibroblast cell sheets. 

 

Materials & Methods  
The prototype consisted of two arms, connecting two 

actuators that can be programmed to move 

independently under displacement control. Poly lactic 

acid (PLA) grips and racks were designed with suitable 

geometry and roughness to avoid cell sheet structural 

damage caused by clamping or sample slippage during 

stretching and printed in a FDM-based 3D printer Figure 

1 A). To validate the system, primary human dermal 

fibroblasts cell sheets were used. The cells were seeded 

at a density of 50x103cells/cm2 and cultured for 14 days 

in XX medium supplemented with 50μg/mL ascorbic 

acid, to promote maximum ECM deposition. After this 

period, the cells were embedded in a 15% gelatin 

solution, let to solidify and punched using a dog-bone 

shape cutting form of standardized dimensions 

(12x3.6mm). Gelatin dog-bone samples were used as 

control. For the tensile tests, cell sheets (n=13 for each 

condition) were fixed to the actuators by grips and 

stretched along the longitudinal axis at a constant 

elongation rate of 2 mm/min until failure. A PBS bath at 

room temperature was used to maintain hydration. The 

load was measured using a 2.5 N load cell throughout 

the testing period. Fractured surface and surrounding 

regions were investigated using scanning electron 

microscopy (SEM). 

 

Results 
Stress-strain data showed that the proposed apparatus 

measurements are reproducible and accurate. All 

samples fractured in the gage region and no slippage was 

observed during the test (Figure 1B). The mean ultimate 

tensile strength (UTS), Young's modulus (E) and failure 

strain (εf) were found to be 0.013MPa, 0.024MPa and 

0.489 respectively for the cell sheet and 0.008MPa, 

0.027MPa and 0.246 for the control (Figure 1C). SEM 

image of the fractured region confirmed the rupture and 

the alignment of matrix components in the direction of 

applied force (Figure 1B). 

 

 
 

Figure 1: (A) Diagram of the experimental setup, 

including planar mechanical testing prototype and 3D 

Printed PLA Grips and Racks. (B) Representative SEM 

image of fractured region. (C) Stress-strain curves of 

cell sheet and control. 

 

Discussion  
The proposed experimental setup proved to be suitable 

to measure the tensile proprieties of cell sheets, 

overcoming the limitations of current devices and 

opening new perspectives in the mechanical 

characterization of soft tissue engineered models. 
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Introduction 

Chronic wounds are a global socio-economic burden. 

Mechanical biomarkers show promise for the early 

diagnosis of chronicity, but their clinical application has 

been hindered by a lack of standardisation and accuracy 

in their measurements. In this work, a non-contact mo-

dality (Digital Image Correlation, DIC) has been 

combined with traditional mechanical testing techniques 

(such as tensile testing), to measure both global and 

local properties of wounded mice skin. Stress-strain 

values have been measured at different healing stages, 

obtaining elasticity parameters at very small tensions. 

Such low tensions are comparable to the forces that are 

experienced by skin on a daily basis, thus ensuring no 

further damage is caused to the tissue in the tests. The 

data obtained in these experiments, together with histo-

logical analysis, will be used to understand how 

different microstructural skin features affect the overall 

mechanical behaviour during the healing process.  
 

Methods 

Twenty male mice (C57BL/6J) were anesthetised and 

wounded in vivo by using a biopsy punch (4 mm) on 

their dorsal area, and were left to heal unaided (Fig.1). 

The wounding process and posterior animal care were in 

accordance with UK Home Office regulations. 

 

 

 

 

 

 

 

For tissue harvesting, some mice were sacrificed 

unwounded (control group) and others at days 1, 3, 7 and 

14 post-wounding. Two samples of 40 × 10 mm were 

obtained from each mouse. The skin was stretched at 

low loads up to 0.5 N, at 0.05 s-1, using an ElectroForce 

TestBench (TA instruments). A dual camera system 

(Canon EOS 2000D) was used to record top and lateral 

views during loading. The post-processing of the videos 

was performed using the free MATLAB application 

Ncorr [1]. Global tensile test data was fitted with a 

hyper-elastic Ogden model of 1st order (Eq. 1) [2]: 

 

σ(λ)=
2μ

α
(λ

α - λ-
α

2)          (1) 

 

where µ is the shear modulus, α the strain hardening, 𝜆 

the stretch ratio and σ is the Cauchy stress.  

Results. 
Global parameters of (hyper-) elasticity did not present    

significant differences (measured with ANOVA) across 

the different time points (Fig.2), despite the apparent 

small upwards trend of the strain hardening component. 

 

 
 

 

 

 

  

Figure 2: Elasticity measures of skin at different time points 

On the other hand, the DIC data from the same tensile 

tests (Fig. 3) did show a mean increase in deformation 

at the wound centre on day 1, which gradually decreased 

throughout the healing process. By day 14, the strain 

looked similar to that of unwounded skin.   

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3: Top, DIC data. Bottom: grey are raw strains 

obtained from DIC maps (across wound); red is their average. 

 

Discussion 

The apparent recovery in the local deformation 

properties over time (Fig. 3) clearly indicates a measura-

ble healing progression, despite global data not showing 

significant changes at such low strains. All data is being 

analysed against the structural composition of the 

tissues, which will help identify key areas for moni-

toring wound progression with non-invasive mechanical 

approaches.   
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Introduction 

An understanding of failure mechanisms in soft 

biological tissue is vital in medical issues such as rupture 

of foetal membranes and injuries to skin, muscle, and 

tendon during sporting activities. Fracture toughness 

determination in soft collagenous tissues (SCT) is often 

modelled as an interchange between the work done to 

overcome internal strain energy of the tissue (viscous 

energy) and the irreversible work done to propagate a 

defect (fracture energy). Conventionally, the viscous 

energy is determined on unnotched samples 

experimentally and after notching the fracture toughness 

can be calculated, based on the increase in dissipated 

energy. We hypothesized that the adaptive quasi-linear 

viscoelastic (AQLV) model [1] is able to predict the 

viscous energy of unnotched samples properly and 

hence, enable reasonable fracture toughness 

determination by modeling.  

Methods 

Notched and unnotched (8 each) porcine muscle tissue 

samples were tested under triangular wave excitation 

and hysteresis energy was determined with and without 

crack propagation. First, the AQLV model was extended 

to describe the load-unload hysteresis. Next, material 

parameters were obtained for porcine muscle tissue 

from a previous study on ramp-hold tests [2] and applied 

to unnotched strain data to determine dissipated energy 

ratio (UD). Fracture toughness was determined by 

subtracting viscous dissipated energy based on 

experimental and AQLV model approaches (Fig. 1) 

from total dissipated energies in notched samples. 

 
Figure 1: Study design showing the workflow of 

experimental and AQLV model approaches in the study. 

Results 

The distribution of UD for an unnotched and notched 

sample per cycle are shown in Fig. 2A and 2C 

respectively. The mean dissipated energy ratio obtained 

from experimental stress strain curves was 0.24 ±0.04, 

compared to 0.28 ± 0.03 for the AQLV model (Fig. 2B) 

for unnotched samples. The mean fracture toughness 

obtained from experimental approach was 0.84 ± 0.80 

kJ/m-2 and 0.71 ± 0.76 kJ/m-2 for the AQLV model 

approach (Fig. 2D) which were not significantly 

different (p=0.87). 

 
Figure 2: Plots showing the distribution of UD per cycle 

for A) unnotched samples and C) notched samples 

(boxes colour coded for median). Further plots show the 

B) UD and D) fracture toughness from experiment and 

AQLV model.  

Discussion 

It was observed that the viscous dissipated energy 

remains relatively constant with increasing strain levels 

(Fig. 2A) and hence could be viewed as a material 

constant. The viscous dissipated energy could be 

reasonably described with the AQLV model (Fig. 2B). 

Further, fracture toughness values computed via 

experimental or AQLV were not significantly different. 

These results enable the isolation of fracture terms and 

will aid in describing complex fracture behaviour which 

is relevant for medical applications, such as rupture of 

tissue in injuries or surgical procedures.  
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Introduction 

Distraction osteogenesis is a widespread bone 

regeneration process based on the gradual separation of 

osteotomized bone fragments after a latency period until 

a clinically fixed length [1]. The success of the process 

depends on multiple biomechanical factors (i.e., fixator 

stiffness, rate, and frequency of distraction) that define 

the mechanical environment of the callus. 

Despite the multitude of histopathological analyses [2], 

the real mechanism of mineralization is still unknown. 

Improvements to promote the mineralization process 

relies on the understanding of its relationship with the 

mechanobiological accommodation of the distraction 

callus tissue for a satisfactory apatite deposition. This 

work aims to combine imaging techniques and 

mathematical modeling to unravel the mechano-

structural changes suffered by the bone callus micro-

organization in the early distraction stage. 

 

Materials and Methods 

Distraction experiments were performed on six ovine 

right-back metatarsus (reference 2021PI/21). Non-

mineralized tissues were extracted from different callus 

interzones at several time-points of the regeneration 

process: days 0, 3, 5, 10, 15, and 22 after seven latency 

days. Samples were fixed, cut into 100 µm section, and 

structurally characterized using confocal microscopy 

Zeiss LSM7 DUO® and SEM Zeiss EVO® (Carl Zeiss 

AG, Oberkochen, Germany). Sections for confocal 

imaging were previously stained with Picrosirius red to 

identify collagen fibers as the predominant elastic 

component in the extracellular matrix. The images were 

processed using the package Fiji/ImageJ, quantifying 

the fiber orientation and density. 

A mathematical model based on the imaging data for the 

callus stiffening was defined by considering three 

players: the orientation of the fibers, their densification, 

and their crosslinkage/packaging. While the orientation 

contribution was defined through probability 

distributions integrated over the unit sphere [3], the 

density influence was modeled by dimensional 

correlation in natural-based lattice structures [4]. The 

packaging was described using analytical maturation 

models [5]. This model was validated with axial 

stiffness data previously measured in vivo [1].  

 

Results 

According to the confocal data, collagen fibers increase 

in density up to about 85% and approximately halve the 

standard deviations of the orientation distributions 

during the analyzed regeneration time. Similarly, SEM 

images allow visualizing the continuous maturation 

process through the formation of bundles (Fig 1). 

Meanwhile, the mathematical model significantly 

predicts the exponential callus stiffening measured in 

the in vivo experiments up to around 50 N/mm at the end 

of the distraction phase (R-square 0.9795, p-value < 

0.01). 

Figure 1: SEM images of the distraction bone callus 

collagen fibers at different time-points: (a) day 3; (b) 

day 10 after latency. 

 

Discussion 

The distraction process leads to notable fiber 

arrangement and concentration changes, probably due to 

the applied traction forces and the induced mechanical 

stimulus [1]. According to the mathematical model, the 

considered agents of reorientation, densification, and 

packaging seem to govern the mechanical maturation 

problem prior to the beginning of mineralization. The 

tissue organization tends to form a previously reported 

central fibrous matrix between the ossification focuses 

near the bone fragments [6]. Future studies could 

explore this relationship between the tissue mechano-

structural environment and mineralization through 

different distraction protocols. 
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Introduction 

The biomechanical properties of degenerated meniscal 

tissue are of increasing interest in the context of 

osteoarthritis research [1,2]. Spatial indentation testing 

using a multiaxial testing machine (Mach-I, 

Biomomentum Inc.) allow for non-destructive 

characterization of the viscoelastic material properties 

of the wedge-shaped menisci [3]. However, when 

testing biological tissue, the in-vitro test conditions are 

very likely to affect the outcome measures [2,4]. 

Therefore, the aim of this round robin study was to 

investigate the influence of different fixation methods 

and related laboratory environments on the 

determination of the viscoelastic properties of 

degenerated lateral menisci using normal indentation.  
 

Methods 

Spatial normal indentation tests of nine degenerated 

lateral human menisci (IRB 305/10 Freiburg University 

Medical Center; KL-score: 2-3; 70 ± 9 years) were 

performed in two laboratories (Lab A: Freiburg, Lab B: 

Ulm), using a multiaxial testing machine with different 

meniscus conditions and fixation methods (Fig. 1).  
 

 
To ensure repeatability of the spatial mappings in both 

laboratories, the measurement points coordinates were 

exported at Lab A and imported at the testing machine 

at Lab B. Additionally, the points were marked at the 

tissue using special marker. The indentation parameters 

for both test runs were as follows: indenter diameter 

=1mm, indentation depth = 0.2mm, indentation velocity 

= 0.2mm/s, relaxation time=10s. The maximum applied 

force (Pmax), the instantaneous modulus (IM, initial 

elastic response) and the relaxation modulus (Et10, initial 

viscous response) were determined. The meniscus 

surface was divided into the anterior horn (AH), pars 

intermedia (PI) and posterior horn (PH), with a further 

subdivision in an inner, middle and outer part (Fig. 2 C). 

Differences in Pmax, IM and Et10 between Lab A and Lab 

B were analysed for all regions using non-parametric 

tests, p ≤ 0.05 was considered statistically significant. 

Results 

Significant lower (p<0.05) IM values were found in the 

inner and middle PI region and inner PH region in Lab 

B (Fig. 2 A). In the outer PI and PH region the IM was 

statistically higher in Lab B. Statistically lower values 

for the viscoelastic Et10 were assessed in Lab B in the 

inner and middle regions of the AH, PI and PH (p<0.05; 

Fig. 2 B). Statistically higher values for Pmax were 

assessed in Lab A at the inner and middle meniscus 

region (p<0.05), except for the AH middle region (Fig. 

2 D). 

 
 

Discussion 

This round robin study indicated, that different in-vitro 

testing conditions (fixation methods, environmental 

conditions, freeze-thaw cycles) influence both the initial 

elastic and viscoelastic properties of degenerated human 

meniscal tissue. The defined indentation depth resulted 

in unphysiological strains, especially at the very thin 

inner meniscus regions. Therefore, strain-controlled 

indentation testing would be superior for spatial 

indentation testing compared to distance-controlled 

testing. Each meniscus underwent a freeze-thaw cycle 

and was tested twice, which is known to decrease the 

intrinsic compressive resistance of meniscal tissue [4]. 

The results of this study add emphasis to earlier studies 

stating that care should be taken when comparing own 

biomechanical measures with those published in 

literature. 
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Introduction 

The interweaving of lamellae and the fibres have been 

pointed as mechanisms that oppose shear and tensile 

forces. Substantial changes in the organisation of this 

layer lead to corneal disorders, including progressive 

and generalised deterioration of the cornea, corneal 

opacity and subsequent vision loss[1]. Among that 

chemical eye burns, keratoconus and other ectatic 

diseases arise as a priority because of their incidence, 

severity, and impact on the patient's quality of life. 

In this paper, an elastography technique based on 

torsional waves (TWE) was used [2], where the sensor 

is adapted to the specificities of the cornea. The effect 

of guided waves in plate-like media is verified 

negligible since, via TWE, the propagation plane's 

displacements measurements are perpendicular to the 

emitter's axis[3] As far as the authors know, no other 

investigations have studied this mechanical plane under 

low strain ratios, typical of dynamic elastography in 

corneal tissue.  Ex vivo experiments were carried out on 

porcine corneal samples considering; (1) control group 

and (2) alkali burn treatment (NH4OH) group. After 

TWE scans, corneas were removed for a tensile test to 

compare the results' trends since both procedures 

provided responses in the same mechanical plane. The 

phase speed was retrieved as a function of intraocular 

pressure (IOP), and to estimate the viscoelastic 

parameters, a Kelvin-Voigt rheological model was fitted 

to the dispersion curve[4].  
 

Methods 

Porcine corneal samples were obtained from a local  

abattoir and enucleated immediately post-mortem. 
Measurements were performed at physiologically 

relevant controlled pressures of 5, 10, 15, 20, 25, and 30 

mmHg and a range of frequency from 500 to 1000Hz.. 

The excitation generated torsional waves in the 

specimen by direct contact. These were shear  waves 

that propagate axisymmetrically within the cornea’s 

surface, transmitting an oscillatory rotation through a 

cone-shaped disk (4 mm base) that was driven by an 

electromechanical actuator. The dimensions and 

geometry of the contacting receiving ring were selected 

to match the samples. The external and internal 

diameters were 13 mm and 9.6 mm, respectively, with 

an internal curvature that covered the corneal shape 

completely. Uniaxial tensile tests were conducted to 

obtain the shear wave speed of porcine corneas in the 

two studied groups. The device used was ElectroForce 

3200 Series. The lower clamp was attached to a load cell 

whose maximum capacity was 22 N, with a resolution 

of 0.001 N. 

 

Results  

 

Both shear elasticity and viscosity correlated positively 

with IOP, being higher and lower for the control group 

(Figure 2). 

Figure 2: TWE dispersion curves differentiating each 

group. Two increasing trends are observed, the first 

with increasing frequency, and the second with 

increasing intraocular pressure (IOP). 
 

Discussion 

The experimental results showed that TWE could 

discern different mechanical states and paved the way 

for supporting current in vivo techniques, given its 

methodological simplicity and fast parameter 

reconstruction.  
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Introduction 

Acute compartment syndrome (ACS) is a serious 

condition that occurs when the pressure within a muscle 

compartment increases, restricting the blood flow to the 

area and damaging the muscles and nearby nerves [1] 

(Figure 1). Early diagnosis of ACS is vital to avoid 

muscle necrosis as well as an irreversible disability [2]. 

Unfortunately, ACS symptoms are subtle in the early 

stages. 

 
Figure 1: Muscle compartments of the leg and ACS. 
 

Every day, doctors use mechanical methods to check the 

health of their patients by poking different parts of the 

body. However, these tactile assessments are qualitative 

and require the presence of a highly skilled clinician. In 

this work, we propose a new quantitative way of 

evaluating ACS by mechanical assessment of soft tissue 

changes.   

Our study comprises of two components.  First, we have 

developed an animal model of ACS to replicate the 

physiological changes during the condition. Secondly, 

we have developed a mechanical assessment tool for 

quantitative pre-clinical assessment of ACS.  Our in-situ 

model of ACS uses blood injected to the muscle under 

pressure via the bone during which time our hand-held 

indentation device provides us with a correlation of 

internal pressure changes to the surface tissue (i.e., skin) 

mechanical properties.  
 

Methods 

Our compartment syndrome model was developed on 

the cranial tibial and the peroneus tertius muscles of a 

pig’s leg (postmortem). The compartment syndrome 

pressure values were obtained by injecting blood from 

the bone through and around the muscle (Figure 2). By 

applying a pressure of 270 mmHg from the bone, the 

muscle reached a pressure between 40 mmHg and 60 

mmHg. Two pressure transducers were used to measure 

the pressure injected in the bone and the one inside the 

muscle compartment. 

To enable ACS assessment by a hand-held indentation 

device we combined three main components: a load cell, 

which measured the indentation force, a linear actuator, 

and a 3-axis accelerometer, which measured the 

indentation depth. To validate our equipment, we used a 

silicone model of a leg, where various pressures were 

applied inside, and indentation tests were performed. 

 
Figure 2: Compartment syndrome model on a pig’s leg. 
 

Results 

From the indentation tests on the silicone model, we 

obtained that, when a pressure is applied internally, the 

measured peak force gets higher. 

 
Figure 3: Force-displacement curve, comparing pressures 

applied inside the silicone model of a leg. 
 

In our animal model, local muscle pressures reached 

values between 40 mmHg and 60 mmHg, which 

correlate with observed human physiology in ACS [3]. 

In our presentation we will share our static and dynamic 

indentation results on this model to demonstrate the 

sensitivity of our measurement techniques. 
 

Discussion 

Compartment syndrome is recognised as needing 

improved clinical management tools [4]. Our approach 

provides both a model that reflects physiological 

behaviour of ACS, and a method for in-situ non-

invasive assessment and monitoring.  
 

References 

1. Oyster N. et al., Muscle and Nerve, Vol. 51., 2015 

2. Uliasz A. et al., The American journal of emergency medicine, 
Vol. 21, pp. 143-145., 2003 

3. Torlincasi A. M. et al., Extremity. StatPearls. 2021  

4. Coe M. et al., Journal of the American Academy of Orthopaedic 
Surgeons., 2020 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

TISSUE INTERNAL STRAINS COMPUTED BY A FINITE ELEMENT 
MODEL OF THE HUMAN HEEL AND MEASURED FROM MR IMAGES  

Alessio Trebbi 1, Mathieu Bailet 2, Antoine Perrier 1,2,3 , Yohan Payan 1 

 
1. Univ. Grenoble Alpes, CNRS, UMR 5525, VetAgro Sup, Grenoble INP, TIMC, 38000 Grenoble, France; 2. 
TwInsight, France; 3. Groupe hospitalier Diaconesses Croix Saint-Simon, France 

 

Introduction 

Pressure ulcers are a severe disease mostly prevalent in 

patients that are bedridden or on wheelchair bound. 

These wounds can start developing in the deep layers of 

the skin of specific parts of the body, mostly on heels or 

sacrum, making them hard to detect in their early stages. 

It is recognized that prevention could be possible with 

the implementation of patient-specific Finite Element 

(FE) models to calculate dangerous levels of strains in 

the deep tissues that could trigger a pressure ulcer [1]. 

Validation of such FE models is a complex task. The 

current implemented techniques are limited as they 

consider only external displacements and pressures, or 

cadaveric samples [2]. In this work, we propose an in 

vivo technique for evaluating the simulations provided 

by an FE model of the human heel. This solution is 

based on the 3D non-rigid registration between two 

Magnetic Resonance (MR) images (one with heel at rest 

and the other one after applying a surface load below the 

heel) that is used to estimate tissue in vivo internal 

strains. 

 

Methods 

A Magnetic Resonance-compatible device has been 

designed to apply external loads on the heel while 

acquiring 3D MR images [3] (Figure 1). Using non-rigid 

registration techniques, the deformation field between 

the undeformed and deformed configuration is 

computed. From the obtained deformation map the 

Green-Lagrange strain filed is subsequently calculated. 

On the other hand, the segmentation from the unloaded 

MR image allowed to generate an ANSYS FE model of 

the heel. The MR load experiment was then simulated to 

compare the shear strain results between the FE method 

and the image registration (Figure 2). 

 

Results 

The MR-compatible device permitted to obtain good 

quality images allowing for a reliable image registration. 

The strain distribution, calculated respectively with 3D 

image registration and FE, resemble the expected results 

showing the highest strains around the bony prominence 

of the calcaneus (Figure 2). 

 

 

Figure 1: (a) MR image of the heel at rest. (b) MR image 

of the loaded heel.  

 

 
Figure 2: Comparison of tissue shear strains. (a) Green 

Lagrange strains map estimated from the displacement 

field computed in the image registration [2]. (b) Hencky 

shear strains computed by ANSYS. 

 

Discussion 

The implemented technique adds a useful tool for better 

understanding the propagation of strains in heel deep 

tissues that could generate pressure ulcers. Strain 

estimations through 3D image registration offers a 

promising technique for evaluating FE models for 

biomechanical applications. Further investigation is 

required towards identifying optimal material 

parameters to be implemented in the FE model. This 

would allow to find a stronger match in terms of  

magnitude and location of computed strains with both 

techniques. 
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Introduction 

A variety of constitutive models have been developed 

for soft tissue mechanics, however there is no 

established criterion to select a suitable model for a 

specific application. Although the model that best fits 

the experimental data can be regarded as the most 

suitable model, this often can be insufficient given the 

inter-sample variability of experimental observations. 

Herein we present a Bayesian approach to calculate the 

relative probabilities of constitutive models based on 

biaxial mechanical testing of tissue samples.  

 

Methods 

46 samples of porcine aortic valve tissue were tested 

using a biaxial stretching setup. For each sample, seven 

ratios of stresses along and perpendicular to the fiber 

direction were applied. Each resulting curve was 

regressed to smooth and interpolate the data using a one-

dimensional function. Principal component analysis was 

used to calculate the dominant modes in the 

experimental data and thereby construct a statistical 

model of the data. Prior probabilities of the models were 

considered equal, and the those of the model parameters 

were considered uniformly distributed around the 

classical best fit. Finally, the probability of eight 

constitutive models were calculated given the 

experimental data using Bayes' rule via Monte Carlo 

integration. 

 

 
Figure 1: The probabilities of models using the second 

prior choice versus number of modes $M$ for (a) all, (b) 

LCC, (c) RCC, and (d) NCC. 

 

Results 

The interpolation and smoothing gave a robust statistical 

model with ten dominant modes. Monte-Carlo 

integrations converged for all the simulations. The 

calculated probabilities showed the Holzapfel model [1] 

originally developed for arteries was the most probable 

model for the aortic valve data, closely followed by the 

Lee-Sacks model [2] (Fig. 1a). When the samples were 

grouped into different cusp types, Holzapfel model 

remained the most probable for the left- and right-

coronary cusps (Fig. 1b,c). However, the Lee--Sacks 

model had the highest probability for the non-coronary 

cusps (Fig. 1d). The difference in the cusps was found 

to be associated with the second PCA mode; the second 

mode amplitudes of non-coronary and right-coronary 

cusps were found to be significantly different (Fig. 2). 

 

 
 

Figure 2: Statistical tests between the second PCA mode 

amplitudes of different cusp types showed a significant 

difference in the second principal mode between NCC 

and RCC 
 

Discussion 

The results show that the PCA-based statistical model 

can capture a significant variation in the mechanical 

properties of soft tissues. The presented framework is 

objective, applicable to any tissue type, and has the 

potential to provide a rational way of making 

simulations population-based. 
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Introduction 

Articular cartilage is a highly specialized tissue, whose 

degradation plays a crucial role in the development of 

joint diseases. Detecting structural alterations, and 

accurately assessing the corresponding changes in 

mechanical behavior, would aid to better understand the 

subtle pathological processes occurring in the early 

stage of osteoarthritis (OA), then leading to macroscopic 

alteration of tissue morphology in late OA [1]. Mobile 

single-sided Nuclear Magnetic Resonance (NMR) 

instruments were reported to allow accurate assessment 

of parameters related to the cartilage microstructure [2]. 

The experimental approach to carry out NMR 

evaluation on cartilage has not yet been defined, 

considering possible tissue degradation during 

measurement. Furter, from the mechanical perspective, 

the effect of indentation parameters on the cartilage 

response has not yet been investigated [3]. The aim of 

this study is twofold: i) to optimize a single-sided NMR 

approach capable of quantitatively evaluate cartilage 

structure; ii) to implement reliable methods able to 

mitigate inaccuracies during indentation of cartilage 

tissue. 

 

Methods 

Osteochondral specimens were extracted from bovine 

knees articular surface. Twenty cores (∅ = 10mm, h = 

10mm) were analyzed by NMR single-sided device 

(MOUSE PM10, Magritek) to monitor T1, T2, M0 and D 

while maintaining cartilage tissue at room temperature 

for 10 hours. CPMG, Saturation Recovery and 

Stimulated Spin-Echo were performed on 3 setups (S1, 

S2, S3). Sample in glass tube + sponge imbibed in PBS 

solution (S1); + a layer of PTFE for sealing (S2); for S3 

the core was immersed in PBS. Once evaluated the best 

setup, an automatized procedure (AP) to determine 

NMR parameters of cartilage layers (superficial, middle, 

deep) was established minimizing the acquisition time. 

Six rectangular samples (about 30mm x 22mm x 10mm) 

were indented aiming to determine cartilage 

instantaneous elastic response (E0). Since cartilage 

response is strain and strain-rate dependent, specimens 

were indented by reproducing in vivo conditions, i.e. 

15% nominal deformation, 0.15s-1 strain rate. This 

approach requires a priori the measurement of cartilage 

thickness, estimated by evaluating nearby locations. 

Tests were performed by spherical indenters of different 

size, up to 8mm diameter. Aiming to determine the 

estimates accuracy, cartilage thickness was accurately 

measured after indentation testing.  

Results and discussion 

A decrease of all the NMR parameters was observed 

during degradation. The highest was for S1 (Fig. 1 for 

M0 and T2). S2 and S3 had the best performance for 

preserving the parameters with S3 ahead. Considering 

absolute values of D, S3 showed an increase of ~26% 

vs. S1 and S2. S3 minimized the dehydration of the core 

but significantly influenced D values due to interactions 

of PBS with the NMR signal. The results allowed to 

optimize the AP by choosing S2 and the total duration 

(< 4 h). Preliminary analyses with AP indicated 

significant differences (p<0.05) of all the NMR 

parameters among different layers. Estimating a priori 

the cartilage thickness through the proposed method 

allowed to obtain measures close to the real values 

(median of the estimate error 0.6%, 25th percentile -

5.1%, 75th percentile 7.0%). Keeping constant nominal 

strain and strain-rate, cartilage E0 seems to depend on 

indenter diameter, at least up to 5 mm. 
 

 

 
 

Fig. 1: Percentage decrease of a) Signal Intensity (M0) 

and b) T2 parameter for the 3 Setups (CPMG). 

Computed linear decrease rates are reported in insets. 
 

Conclusions 

This work lays solid foundations in determining NMR 

and mechanical peculiarities related to cartilage 

chemical-physical and structural features. Future 

developments will concern the assessment of 

correlations between NMR parameters and tissue 

mechanics, thus to apply such integrated framework in 

evaluating cartilage changes throughout OA.  
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Introduction 
Human Fascia Lata is a connective tissue also known 
as aponeurotic fascia. The biomechanics is influenced 
by its arrangement in several layers (usually 2÷3) 
separated by loose connective tissue. In each layer, 
most of collagen fibers run parallel in a distinct 
direction (inter-layers angle: 75°÷80°), mirroring the 
fascia's ability to adapt and withstand specific tensile 
loads [1]. Despite the structural importance of Fascia 
Lata as key connective tissue in both musculoskeletal 
dysfunctions and tissue engineering, an experimental 
protocol free from biases (that alter tissue properties, 
misleading results interpretation) is still a challenge. 
For this reason we investigate this open theme as the 
main purpose of this research work. 

Methods 
Fascia Lata was harvested and stored (-80°C) from four 
fresh-frozen donors, according to Body Donation 
Program of the Institute of Anatomy of the University 
of Padua [2]. After thawing, samples were cut into 
strips and mounted on Mechanical Tester (Model 
Mach-1, ©Biomomentum Inc.). Specimen’s cross-
sectional area was calculated on the average thickness 
value acquired with a manual caliper, meanwhile inter-
layers angles with image processing. Multiple samples 
were cut, oriented and loaded during testing according 
to the directions of the collagen fibers for each 
individual layer (principal and transverse). The sample 
size for each configuration was defined based on the 
availability of native tissue (for each subject). Samples 
were kept moist during testing, pipetting them with 
phosphate buffered saline solution, and their 
temperature was monitored with an infrared scan prior 
to testing. Ten preconditioning cycles were performed 
before stress relaxation and failure protocols. Results 
have been analyzed with MATLAB [3]. Statistical 
analyses were performed for the different groups of 
specimens (subjects/layers/directions), also correlating 
the results with inter-layers angles. 

Results 
Experimental outcomes show a time-dependent (e.g. 
Figure 1a, b) and anisotropic behavior (e.g. Figure 1c). 

Discussion 
The proof of specific tissue anisotropy (between 
subjects/layers/directions), in term of ultimate strength/
Young’s Modulus and viscoelastic behavior, is a key 
information for a wide range of clinical applications. It 
could help in guiding surgeons during graft preparation 
and positioning; clinicians in risk assessment after 
surgery; physiotherapists during musculoskeletal 

rehabilitation (manual therapy); engineers in modeling 
in-silico tests towards a personalized medicine. 

Figure 1: Stress-Relaxation (a) obtained as response of 
applied Strain-time history (b); Failure curves (c). 
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Introduction 

Adequate reperfusion is still not achieved in 41% of 

endovascular thrombectomy (EVT) procedures [1]. 

These procedures are significantly influenced by the 

behaviour of the occluding thrombus [2], which is 

exposed to multi-axial loading during retrieval [2]. 

Unconfined compression is commonly used to 

determine thrombus stiffness. However, difficulties in 

specimen handling have led to a shortage of data on 

thrombi in tension. Composition alone cannot explain 

the observed compressive stiffness variation for 

retrieved thrombi [3]. Data suggests that a mechanical 

variation exists between comparable thrombi from 

different donors [4]. Here, we report on the tensile and 

compressive properties of comparable thrombus 

analogues produced from the blood of human donors.  

 

Methods 

Thrombus analogues were prepared from the blood of 6 

healthy human donors (3 males). Platelet-rich plasma 

(PRP), platelet-poor plasma (PPP), whole blood (WB) 

clots and clots with a range of red blood cell (RBC) 

volumes (0%, 5%, 10%, 20%, 40%, 60% and 80%) were 

produced. Uniaxial tensile stretching was conducted 

until failure. Compression was conducted until 80% 

strain. A high-strain stiffness value was acquired by 

applying a linear fit to the final 10% of the stress-strain 

data. Scanning Electron Microscopy (SEM) was 

performed to examine the thrombi microstructure. 

 

Results 

A marked strain-stiffening compressive response is 

observed for all compositions, in contrast to the 

approximately linear nominal stress-strain profiles 

under tension (Fig.A). There are overlapping behaviours 

for thrombi of different compositions from different 

donors (Fig.B). Thrombus tensile stiffness values 

generally decrease for each increasing RBC volume 

(Fig.C). In contrast, compressive stiffness increases 

from 0% to 10% RBC volume, followed by a decrease 

in stiffness with subsequent RBC volumes (Fig.D). 

SEM analysis reveals network pores within the PRP 

fibrin network (Fig.E). RBCs are tightly packed within 

the 5% RBC network (Fig.F). The network becomes 

looser again for a 60% RBC sample (Fig.G). High-strain 

tensile and compressive stiffness values exhibited 49% 

and 30% variance, respectively.  

 

 
Figure 1: Nominal stress-strain (A) midlines and (B) 

range per composition. (C) Tensile and (D) compressive 

high-strain stiffness values per RBC volume. SEM of (E) 

PRP, (F) 5% and (G) 60% RBC volume clots. 

 

Discussion 

This is the first investigation of the stiffness properties 

of thrombus analogues made from the blood of healthy 

human donors in a range of compositions under both 

tensile and compressive loading. There is a pronounced 

asymmetry in the tension-compression nominal stress-

strain profiles of in vitro healthy human thrombi. 

Accordingly, different material models are required to 

adequately capture the thrombus response to EVT. 

There is significant variation present in the stiffness of 

whole blood clots derived from different healthy human 

donors. Future studies should assess the utility of this 

mechanical variation in the prediction of EVT success 

in patients undergoing AIS treatment.  
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Introduction 

Mechanical properties of the extracellular matrix (ECM) 

play a significant role in regulating cancer cell activities 

[1]. In breast cancer, ECM stiffening promotes tumour 

progression and metastasis formation, including bone 

metastasis. In thyroid cancer, an increase or a decrease 

in the elastic properties was found depending on the 

histological type [2], suggesting that different cancer 

cell types likely respond differently depending on their 

microenvironment. Atomic force microscopy (AFM) 

has the potential to elucidate the mechanical signature 

of breast cancerous tissue at the tissue scale [3]. The aim 

of this study was to characterise the viscoelastic 

properties of different types of human tumour tissue that 

frequently metastasize to the bone using AFM and to 

correlate them with tissue composition. 

 

Material and methods 

Human breast (n=6), kidney (n=5), and thyroid (n=4) 

specimens containing normal and tumour tissue were 

collected post-surgery. From each specimen, one sample 

was used for histology (hematoxylin phloxine saffron 

staining) and one sample was used for AFM testing. 

Fresh frozen samples were immersed in PBS and AFM 

tests were performed using a Nanowizard3 AFM (JPK 

Instruments AG) equipped with an MLCT cantilever 

(Bruker) and a pyramidal tip. First, tapping mode 

topography was used to identify a region of interest with 

minimal slope. Second, 25 force-displacement curves 

were recorded over the region of interest, following a 

trapezoidal loading profile. Elastic modulus was 

identified from the force-indention curve using the 

Hertz-Sneddon model [4]. Elastic fraction, defined as 

the ratio between the equilibrium and instantaneous 

moduli, was identified from the indentation-time curve 

using the standard linear solid model [5]. It varies 

between 0 (viscous) and 1 (elastic). 

 

Results and discussion 

The change in the mechanical properties of tumour 

tissue was highly dependent on the composition and 

structure of the tissue. Breast tumour samples, which 

were composed of dense fibrous tissue, displayed an 

increased elastic modulus compared to their normal 

counterpart. The elastic properties of kidney tumour 

samples were differently affected depending on their 

histological type (Fig 1). Clear cell renal cell carcinomas 

(RCC) displayed a high cellular density, which was 

associated with a decreased elastic modulus (Fig 1A, B). 

Papillary RCC displayed dense fibrous tissue, which 

was associated with an increased elastic modulus (Fig 

1A, C). One specimen was composed of densely cellular 

(clear cell RCC) and fibrous (sarcomatoid) regions, 

resulting in heterogeneous elastic properties (Fig 1A, 

D). Similarly, the elastic properties of thyroid tumour 

samples were differently affected depending on their 

histological type. Moreover, thyroid tumour samples 

showed a decreased elastic fraction, while no difference 

was observed for kidney and breast tissue. 

 

 
Figure 1: Elastic modulus (A) and histological sections 

(B, C, D) of kidney tumour specimens of different types. 

Bars show significant differences between normal and 

tumour samples (p<0.05). Scale bars: 60 µm. 

 

Results demonstrate that the mechanical properties of 

tumour tissues are differently affected depending on 

their type, suggesting a link between the mechanical 

properties and aggressiveness of the cancer. Future work 

will assess the relationship between the mechanical 

properties of tumour tissue and its metastatic potential. 
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Introduction 

Plantar tissue is the first part of the body that interacts 

with the ground during locomotion (Fig. 1a) [1]. It is a 

soft connective tissue composed by adipose tissue and 

skin. These tissues play a key role in distributing body 

weight and in adsorbing shock e.g. during static standing 

and gait cycle. Different factors, such as age, sex, body 

max index (BMI) or disease can affect plantar tissues 

configurations and their mechanical properties. One of 

such disease is diabetes, a systemic disorder that affects 

thousands of people worldwide and that can lead to 

severe complications [2]. In this context, the mechanical 

properties of plantar adipose tissues were investigated 

by means of a combined experimental and 

computational approach, accounting for the non-

homogeneous distribution.  

 

Materials and Methods 

Foot plantar tissues were collected from seven human 

donors, according to Body Donation Program of the 

Institute of Anatomy, Padova (M: 4, F: 3; mean age 

64±23 years) (Fig. 1a). Confined compression tests and 

unconfined compression tests were carried out using a 

multi-step procedure (Fig. 1b). After preconditioning, 

each step was composed of 15% strain at 3000%/s strain 

rate, and subsequent 300 s of resting to allow the almost 

complete development of relaxation phenomena.  

A three-dimensional finite element model of the foot, 

including bones, adipose tissues, skin, cartilage and 

ligaments (Fig. 1c), was realized with the finite element 

pre-processor Abaqus CAE 2019 (Dassault System). 

The plantar adipose tissues were described with a visco-

hyperelastic constitutive model [3] and the model 

parameters were identified considering the experimental 

data from the developed tests [4]. Static standing 

condition was simulated in order to identify the stress-

strain distribution on tissues.  

 

Results 

Experimental results showed differences in the 

mechanical behaviour between adipose samples taken 

from different plantar regions, e.g. higher stiffness in the 

metatarsal and lateral regions than in the anterior or 

posterior ones (Fig. 1d). Results also highlighted the 

non-linear stress-strain relationship and time depend 

effects that are typical of the visco-hyperelastic soft 

tissues behaviour (Fig.1e). Furthermore, computational 

results allowed to observe the stress and strain 

distribution, as well as the pressure field.  

 
Figure 1: (a) plantar tissues samples; (b) confined 

compression test (c) numerical model of foot; (d) 

equilibrium force-strain data (d) and normalized force-

time (e). 

 

Discussions 

While experimental tests have been useful to assess the 

mechanical properties of adipose tissues from different 

foot regions, the computational model provided 

information on mechanical behaviour of plantar tissues 

during functional loading conditions. Numerical model 

could also be a valuable tool to simulate different foot 

configurations, such as the interaction between foot and 

footwear or the comparison between the mechanical 

response of tissues in healthy and pathologic conditions. 

These insights could help in the design of specific 

insoles for diabetic patients to minimize pain caused by 

plantar ulcers.  
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Introduction 

Through years of evolution, biological soft fibrous 

tissues have developed remarkable functional 

properties, unique hierarchical architectures, and -most 

notably, an unparalleled and extremely efficient 

mechanical behavior. From a mechanical and material 

point of view, soft tissues are composite materials that 

are made from simple repeated building blocks (e.g., 

collagen, proteoglycans, and elastin) with diverse 

structural motifs. Although these structures have 

entirely different functions, they share a similar regime 

of large deformations and strain stiffening [1]. 
The unique properties of soft fibrous tissues stem from 

their structural complexity, which, unfortunately, also 

hinders our ability to generate adequate synthetic 

analogs, such that autografts remain the “gold standard” 

materials for soft-tissue repair and replacement. 

Whereas the structure-function relationship is well-

studied in natural hard materials, soft materials are not 

getting similar attention, despite their high prevalence in 

nature. Thus, reverse biomimetics of these materials and 

structural motifs in soft composites holds valuable 

insights that could be exploited to generate the next 

generation of biomaterials for soft tissue repair and 

replacement. 

 

Soft tissue biomimetics- Methodology 
and results 

Our research is focused on combined material 

fabrication, mechanical and structural characterization, 

and computational simulations to get a better 

understanding of the structure-function relationship in 

soft fibrous tissues by using biomimetic fiber-reinforced 

composites. 

We have recently developed new biomimetic material 

systems based on silk fibroin and collagen fibers 

reinforced hydrogels. These materials can be tailor-

designed to different soft tissue behaviors using 

biomimetic structural motifs such as weak interfaces, 

fiber crimping, and various fiber fractions and 

orientations. 

  

As in native tissues, our composites demonstrated 

hyperelastic, anisotropic, and asymmetric mechanical 

behavior, with toe, heel, and linear regions. These soft 

composites demonstrated similar large-deformation 

behavior to different tissue structures such as the 

annulus fibrosus in the intervertebral disc [2,3], small-

diameter blood vessels [4], and the knee meniscus [5].  

 

Moreover, dedicated 3D hyperelastic and heterogeneous 

finite-element models were constructed to model the 

mechanical behavior of the composite laminates under 

physiological conditions, and the composites’ 

mechanical compatibility with the native tissues was 

investigated. These models will be further used to tailor-

design the mechanical behavior of the composites to the 

physiological loading modes.  

 

Conclusions 

Mimicking the native structural mechanisms in simpler 

material systems can provide a better understanding of 

the soft-tissues structure-function relationship in very 

complex tissues. For example, the cumulative influence 

of controlled fiber crimping, orientation and fraction on 

the large deformation behavior. This would lead to the 

design of the next-generation materials with custom-

made mechanical behavior. These materials will 

revolutionize future soft-tissue repair and replacement 

applications by creating mechanically biocompatible 

native tissue behaviors. 
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Introduction
The esophagus is an organ present on most vertebrates,
whose primary function is the peristaltic transportation
of  previously  chewed  food-mass  (bolus)  from  the
pharynx into the stomach.
At  high  altitudes  –  above  2500  masl  –  animals  are
exposed  to  a  low  oxygen-pressure  environment-
induced  condition,  known  as  “hypobaric  hypoxia”.
Chronic  hypoxia  during  development  impairs  the
function  and  structure  of  several  organs  [1].  These
effects are in part mediated by oxidative stress, hence it
has been proposed that  an antioxidant treatment may
prevent  them [2].  However,  few is  known about  the
effects  of  high-altitude  hypoxia  on  the  esophagus
biomechanical characteristics. Therefore, the objective
of this work is to characterise the mechanical damage
of esophageal tissue, particularly exploring the effects
of  its  exposure to  chronic hypobaric hypoxia and an
antioxidant  treatment  with  melatonin,  on  its  passive
mechanical  properties.  Thus,  the  final  goal  is  to
provide the biomedical  area with reliable constitutive
models  aimed  at  improving  the  understanding  of  its
mechanical response.

Methods
All  procedures  were  approved  by  the  Bioethics
Committee of the Faculty of Medicine, University of
Chile (CBA 0761 FMUCH). Eight lambs – conceived,
gestated,  born  and  raised  at  Putre  Research  Station,
INCAS (3600  masl)  –  were  studied.  Neonates  were
randomly  separated  into  two  groups:  4  melatonin-
treated (1.0 mg kg-1d-1 of melatonin; vehicle: 0.5 ml
kg-1d-1 of ethanol 1.4%) and 4 controls (vehicle: 0.5
ml  kg-1d-1  of  ethanol  1.4%).  Once  euthanized,  two
rectangular samples were cut from the full esophageal
wall  (i.e.  comprising  the  mucosa,  submucosa  and
muscularis tunicae) of each subject, one with its main
axis oriented along the circumferential (θ) direction of
the organ and the other oriented along the longitudinal
(z)  direction (Fig.  1).  Samples  were  assessed for  in-
vitro displacement-controlled uniaxial  tensile tests, in
order to evaluate the passive mechanical properties of
esophageal tissue.

Constitutive modelling

The  mechanical  characterization  of  the  esophagus  is
based  upon  uniaxial  tensile-test  results  (Fig.  1).  A
damage model [3] is associated to the isochoric strain-
energy component of an anisotropic hyperelastic model
[4],  assuming  material  incompressibility  and
isothermal conditions.

Figure  1:  (Left)  Typical  uniaxial-tensile test  stress-
stretch elastic and inelastic curves. 
(Right)  Esophagus  scheme  with  longitudinal  (z)  and
circumferential (θ) sample orientations.

Results
The  passive  inelastic  mechanical  behaviour  of  the
esophageal  wall  was  group-wise  characterised.  The
analysis of stress-stretch curves allowed us to evaluate
differences  between  groups  of  lambs  and  possible
effects of the pharmacological treatment. Although it is
observed  that  melatonin  reduces  the  esophageal-wall
stiffness,  no  statistically-significant  differences  –  on
the uniaxial-stress median between groups – are found.
Results  further  show  a  delay  in  the  circumferential
damage  onset;  an  expected  mechanical-resistance
hierarchy due to the in-vivo physiological function of
the organ.

Conclusion
The  damage-based  characterization  proposed  is
adequate to describe the passive mechanical response
of chronic-hypoxic lamb esophageal tissue, providing
reliable parameters for its numerical simulation.
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Introduction 

The zonal differences of articular cartilage, i.e., the 
tissue property variation with the tissue depth, are well 
established [1]. Cartilage in the knee joint exhibits site-
specific gene expressions, or regional differences, in 
response to mechanical loadings [2], which cannot be 
explained by the zonal differences. Site-specific 
mechanical properties of the whole cartilage must be 
determined for this purpose. The site-specific properties 
are also required in the subject-specific finite element 
models [3], to better understand the contact mechanics, 
a necessary step to the knowledge of pathomechanics of 
the joint. The objective of the present study was to 
determine the regional differences in the mechanical 
properties of porcine knee cartilage using indentation 
maps and finite element modelling. 
 
Methods 

Fresh porcine cartilages from each knee joint were 
dissected into 4 cartilage-bone blocks to facilitate 
indentation tests on the Mach-1 tester (Biomomentum 
Inc): lateral and medial femoral specimens, and lateral 
and medial tibial specimens. Six complete sets, or 24 
specimens from 6 porcine stifle joints, were so far 
collected from which 22 specimens were successfully 
tested (more tests are being performed). A 2-mm 
spherical indenter was used to map the tissue response 
of each specimen with ~30 indentation sites. A 
relaxation testing of 100 seconds was measured at each 
site with 0.2mm-compression applied at 0.2 or 0.4 
mm/s. Cartilage thickness was then mapped with needle 
probing. K-means clustering algorithm in coupling with 
differential evolution was used to optimize the number 
of regions or clusters required to quantify the site-
specific tissue properties for each specimen, which was 
determined from the indentation data with the Elbow 
method after testing 2-8 clusters (Fig. 1). 
The average load response from the data points in each 
region was then curve-fit (Fig. 1) to extract the 
mechanical properties of cartilage using a finite element 
model of indentation in ABAQUS. A previously 
developed fibril-reinforced constitutive model was used 
for the simulation of the load response at the rather high 
compressive rates used in the tests. Mechanical 
properties of cartilage include the elastic modulus, Em, 
and Poisson’s ratio of the proteoglycan matrix, the 
nonlinear modulus of the collagen fibrillar matrix, 

f 0E E Eε ε= + , and tissue permeability k. Cartilage was 
modelled as orthotropic with x to be the primary fibre 
direction. 

Results 

Based on the results obtained so far, 4 distinct regions 
would best represent the site-specific tissue properties 
for the medial tibial cartilage, while 3 regions would be 
sufficient for the lateral tibial cartilage, lateral or medial 
femoral cartilage (Fig. 1). Therefore, 13 distinct regions 
in total are needed to fairly describe the variation of 
cartilage properties for the tibiofemoral joint. 
There was a good agreement between the relaxation data 
and the finite element results with an error < 10%. A 
variation in the range of 25-40% was seen when 
comparing the material properties extracted for different 
regions. For instance, the mechanical properties for 
lateral tibial cartilages were in the following range: Em 
= 0.06-0.33 MPa; E0x = 1.3-4.0 MPa; xEε  = 825-4200 
MPa; kx = 1.0-3.0×10-3 mm4/Ns. 
 
          mm    
          
             

 
 
 
 
 
 
 
 
 

                                                                   mm 
Figure 1: K-means clustering results for tibial cartilages 
 
Discussion 

The methodology developed in this study can be used to 
characterize the site-specific cartilage properties of 
human knee cartilages. Characterizing cartilages in the 
joint into several regions, rather than using continuous 
domains to define the differences in the tissue 
properties, will simplify lab tests and implementation of 
material properties in a finite element model of the joint. 
Only 13 sites need to be tested instead of over 100 
testing sites according to our preliminary analysis. The 
study may pave the way, e.g., for understanding site-
specific cartilage gene expressions and degenerations 
under in-vivo joint loadings [2]. 
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Introduction 

The nonlinear macroscopic mechanical properties of 

soft tissues such as tendons or arteries originate in 

physical mechanisms (such as fiber straightening, 

reorientation and elasticity) and mechanobiological 

effects (such as cell mechanosensing mediating tissue 

remodeling), which occur within the microstructure. 

The traditional hyperelastic approach, tracing back the 

tissue behavior to some initial configurations, cannot 

always reproduce the actual experimental observations 

[1]. All this motivates us to to develop detailed 

multiscale models of soft tissues within a continuum 

micromechanics framework [2]. 

 

Methods  

We represent the crimped collagen fibers through a 

number of straight fiber phases (labelled with 𝑓) with 

different orientations, being embedded into a matrix 

phase (labelled with 𝑚). The corresponding 

representative volume element (RVE) hosting these 

phases is subjected to “macroscopic” strain rates, which 

are downscaled to fiber and matrix strain rates on the 

one hand, and to fiber spins on the other hand. This gives 

quantitative access to the fiber decrimping (or 

straightening) phenomenon under non-affine conditions 

[2]. The microscopic stresses stem from a hypoelastic 

constitutive relation. Finally, the macroscopic stress is 

obtained as the volume average of the microscopic 

stresses. This framework is applied to the mechanical 

behavior of tendon and arterial tissues.  

Within both the tendon and the adventitial tissues (see 

Erreur ! Source du renvoi introuvable.), two scales 

are modeled so as to account for both the fiber 

decrimping (through the progressive fiber reorientation 

at the lowest scale) and bundle realignment (at the 

macroscopic scale); although tendinous bundles are 

parallel to the load direction in the initial state. 

 

Results  

We validated our models against different sets of 

experimental data, stemming from different tendon 

organs, porcine and human arterial tissues, by 

comparing their uniaxial tensile responses in different 

directions, see Figure 2. 

 

Discussion  

This modelling framework allows to capture different 

features of arterial mechanics such as the role of elastin 

in healthy and aged samples. Besides, our model reveals 

the mechanical cooperation of the tissue’s key 

microstructural components: while the fibers carry 

tensile forces, the matrices undergo hydrostatic 

pressure. Oscillating hydrostatic pressure has been 

shown to play a vital role in the mechanobiology of bone 

[3,4], and accordingly, our results on similar stress states 

in soft tissue matrices offer a totally new perspective on 

soft tissue remodeling. 

 

 
Figure 1: micromechanical representation of tendinous 

and adventitial tissues. 

 

 
Figure 2: Comparisons between model predictions 

(lines) and experimental observations (markers) for 

uniaxial stress-stretch response in the longitudinal (red) 

and circumferential (blue) directions for porcine 

adventitia (left), and aged human adventitia.(right). 
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Introduction 

Pelvic organ prolapse (POP) is a complex urogenital 

condition resulting from defects of the structures 

supporting the pelvic organs, such as fascia and 

ligaments 1. POP is most common after pelvic surgery, 

in elderly women with associated obesity or 

constipation, where increased intra-abdominal pressure 

(IAP) is frequent. POP affects 41-50% of women over 

the age of 40 2 and it is estimated that from 2010 to 2050, 

the total number of women undergoing surgery for POP 

will increase by 48.2%, with a re-operation rate of 30%. 

In women with severe POP, surgical therapy is adopted 

using vaginal meshes or native tissue. However, in 

2019, FDA ordered all manufacturers of surgical mesh 

used in transvaginal repair of anterior compartment 

prolapse to stop selling and distributing their products. 

Complications of transvaginal implant surgeries were 

associated with surgical technique itself, surgeon’s 

experience and the quality of the mesh. The recurrence 

of POP is common after implantation of a vaginal mesh 

implantation and may be related to a strong attachment 

point for mesh anchorage. On average, failure of mesh 

anchoring was observed in 38% of patients 1.8 years 

after mesh placement 3. 

This study aims to simulate reconstructive surgery to 

mimic the cardinal ligaments (CLs) and the suturing 

technique. For this purpose, the suturing technique with 

two different anchoring points (simple stitch - a set of 

four nodes and continuous stitch - a line of nodes) was 

simulated. 

 

Materials and Methods 

A computational model of the pelvic cavity was used 

(Figure 1 a)). Additionally, the model of the implant was 

built and included (based on literature specifications) to 

mimic the CLs (Figure 1b)) after their total rupture 

(100% impairment) and with 90% and 50% of 

impairment. Its mechanical properties were obtained 

through uniaxial tensile tests performed on a synthetic 

surgical implant (used for transvaginal POP repair). 
Also, different anchoring points (simple stitch and 

continuous stitch) were applied. 

 

Result 
The simple stitch causes a higher supero-inferior 

displacement of the vagina than the continuous suture 

for 50%, 90% impairment and complete rupture (Table 

1). The simple suture allows more freedom movement 

of the implant since it is only fixed in a set a loose point 

rather than a continuous suture. Figure 2 shows that the 

incorporation of the mesh implants allowed an 

approximation to the values for magnitude displacement 

of the healthy model. 

 

 

a) b) 
Figure 1. a) 3D computational model. (1) symphysis pubis, (2) 

bladder, (3) uterus, (4) rectum, (5) levator ani muscle, (6) 

pelvic fascia, (7) arcus tendineous fasciae pelvis. b) CLs 

implant. 

Variable 

Supero-inferior displacement of the 

vagina (mm) - CLs Implant 

Simple Continuous Variation (%) 

50% Impairment 6.74 6.21 8% 

90% Impairment  7.73 7.05 9% 

Total rupture 8.49 7.78 8% 

Table 1. Supero-inferior displacement of the vagina, during 

Valsalva maneuver, after implantation with different 

anchoring points (simple and continuous suture). 

 

Figure 2. Maximum 

displacement 

magnitude of the 

uterus for healthy 

model and after 

incorporation CLs 

implant with different 

anchoring points. 

Discussion 

Different anchoring points caused a variation of 

approximately 10% between simple stich and a 

continuous stich. The simple suture leads to a higher 

supero-inferior displacement of the vagina than the 

continuous suture. 
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Introduction 

A functional vasculature is essential to supply the cells 

with nutrients and oxygen. Angiogenesis is the primary 

process responsible for new blood vessels formation 

from pre-exist ones. This process is regulated by growth 

factor gradients, oxygen levels and mechanical forces. 

The modulation of angiogenesis due to growth factor 

gradients, namely by the vascular endothelial growth 

factor (VEGF), has already been extensively described 

[1]. However, blood vessels live in mechanically active 

environments, being exposed to stress and strain fields. 

Thus, to improve angiogenesis it is necessary to 

understand how the vasculature respond to mechanical 

stimulus. However, there are still scarce computational 

models capable to analyze the effect of mechanics in 

angiogenesis. Accordingly, in this work, the effect of 

compressive loading in angiogenesis was addressed, 

using a computational model. 

 

Methods 

In this work, the Radial Point Interpolation Method was 

combined with an elasticity formulation and with a 

capillary growth algorithm to simulate angiogenesis. 

The VEGF gradient regulates the endothelial cell 

migration, and the compressive loading affects the 

branching occurrence. With this approach, the effect of 

unloaded, 5%, 10% and 30% strain in angiogenesis were 

analyzed using different domains. The angiogenic 

response was evaluated by counting the number of 

branches and the total vessel length. Moreover, the 

numerical results were compared with experimental data 

available in the literature [2]. 

 

Results 

In all the performed simulations, it was demonstrated 

that the endothelial cells migrate from the parent vessel 

to the VEGF release region, following the VEGF 

gradient. Moreover, the density of capillaries increased 

in the simulations under 5%, 10% and 30% strain 

(Figure 1). Therefore, despite the different tested 

domains it was verified that, approximately, 5%, 10% 

and 30% strain increased the number of branches by 

68%, by 41% and by 56%, respectively. It was also 

verified that, approximately, 5%, 10% and 30% strain 

increased the total vessel length by 33%, by 23% and by 

29%, respectively. Additionally, the capillary network 

structure and morphology obtained in simulations 

resembles the one presented in experimental assays and 

the numerical results agree with the experimental ones, 

mainly the ones obtained for the number of branches.  

 

 
Figure 1: Final simulation results obtained for 

unloaded and under 5%, 10% and 30% strain loading, 

using a regular nodal discretization mesh. Images sized: 

5 × 5 mm2. 

 

Discussion 

In this study, it was demonstrated that computational 

models can be used to simulate the effect of compressive 

loading in angiogenesis. All the tested strain magnitudes 

promoted angiogenesis, being the 5% strain the most 

effective one. The capillary network obtained resembles 

the one presented in experimental assays and the 

obtained numerical results were identical to the 

experimental ones. Nevertheless, this study possesses 

some limitations since the viscoelastic properties of the 

tissue, the dynamic loading effect and the effect of the 

time variable were not considered. In the future, the 

development of more complex computational models 

and closer to reality as possible will be very useful to 

understand and to define the role of mechanics in 

angiogenesis, allowing to improve tissue 

vascularization. 
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Introduction 

Achilles tendons actively adapt to their in vivo loading 

environment. Their mechanical properties depend on a 

complex hierarchical design, with collagen being the 

smallest load-bearing unit. At the nanoscale, collagen 

molecules are organized into fibrils in a regular 

arrangement similar to crystalline materials and can thus 

be probed using diffraction techniques such as small-

angle X-ray scattering (SAXS). On the tissue scale, in 

vivo unloading result in a more disorganized structure, 

resulting in a less viscoelastic tendon [1]. However, it is 

not known how in vivo unloading affects the local 

collagen structural response to in situ loading. This 

study aims to characterize this effect in rat Achilles 

tendons.  

 

Methods 

Achilles tendons from female Sprague-Dawley rats (10-

12 weeks) were subjected to two different loading 

scenarios in vivo for 4 weeks [2]; 1) full loading by free 

cage activity (FL) and 2) unloading by Botox injections 

combined with cast immobilization (UL). The 

experiment was approved by the Regional Ethics 

Committee for animal experiments (Jordbruksverket, 

ID1424).  SAXS experiments were performed at cSAXS 

beamline (Swiss Light Source, PSI. Energy: 12.4keV, 

beam size: 150μm, exposure time: 50ms). The tendons 

were loaded in situ (5 mm/min) in ramp to failure (4 FL 

and 4 UL) or stress relaxation (6 FL and 4 UL) using a 

custom-made uniaxial tensile device [3] simultaneously 

as acquiring scattering patterns (q=0.05-1.45nm-1) from 

the centre of the tendon (Fig. 1.A). From the integrated 

intensity, collagen fibril strain and other collagen fibril 

structural parameters were extracted [1,4].  

 

Results 

UL tendons displaced more than FL tendons and carried 

less force at certain displacements (Fig 1.B). 

Additionally, the fibrils in ULs did not strain as much as 

fibrils in FLs (Fig 1.C). During the second step of stress 

relaxation, the fibril strains within the ULs remained 

lower than those of the FLs, despite that the force had 

reached similar magnitudes. With increasing forces, the 

fibrils within ULs became gradually more ordered. 

Additionally, two types of fibril organizations were 

found (Fig. 1.D); i) a single population of fibrils and ii) 

two subpopulations of fibrils with clearly distinct and 

separated orientations. In the second case, one of the 

fibril populations always stretched more than the other. 

The second fibril organization was observed in 4/8 ULs, 

but only in 1/10 FLs. 

 

Discussion 

In vivo unloading resulted in a delayed mechanical 

response at the collagen level. This delayed response 

seems to be attributed to a longer toe region as the tissue 

displaces more before it starts carrying load and enters 

the linear region. Unloading also altered the 

orientational organization of the fibrils. The two 

orientational populations together with the larger 

increase in intrafibrillar order suggests that the 

disorganization is present at larger length scales. 

Further, in vivo unloading altered the collagen fibril 

response, possibly by making them weaker or by 

altering the strain partitioning between hierarchical 

levels, ultimately resulting in the fibrils carrying less 

load. 
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Introduction 

Biomechanical in-vitro testing is critical for the 

evaluation of cervical disc replacement implants. In 

previous studies, tests were performed on cadaveric 

models to evaluate motion preservation after disc 

replacement [1]. However, variations in cadaveric 

models, test protocols, and surgical techniques for disc 

replacement produce inconsistent predictions of disc 

prosthesis performance. To the best of our knowledge, 

no study reported the intrinsic kinetic properties of a disc 

prosthesis, although it is essential to understand design-

specific behavior, independent of the contribution of the 

surrounding residual tissue structures. This study aimed 

to perform a kinematic test on disc prostheses to 

investigate the influence of load conditions on principal 

and non-principal stiffnesses. 

Methods 

Five generic zirconia-toughened alumina (ZTA) ball 

and socket samples were tested in a 6 DOF spine 

simulator (MTS-370.02 MN U.S.A). Forces and 

moments were recorded with a 6-component load cell 

(FT 15954, mini-45/SI-580-20). The samples were 

tested under displacement control at a rotation rate of 

1.2°/s in two sinusoidal motion modes: 1) flexion-

extension (FE) of 0-7.5°, 2) lateral bending (LB) of 0-

6°, synchronized with a dynamic compressive load (Fig. 

1a) in two conditions: 1) load range (-100, -50) N, 2) 

load range (-150, -50) N. Four cycles were considered 

as pre-conditioning and the fifth cycle was used for 

analysis. The combination of rotation and eccentric axial 

load (Fig. 1b) induces an antero-posterior (AP) load and 

a medio-lateral (ML) load in FE and LB, respectively. 

Two stiffness values were calculated, utilizing a linear 

least squares method: 1) the principal stiffness (Nm/°) 

which is identified in the moment-rotation curve and 2) 

the non-principal stiffness (N/°) which is derived from 

the AP and ML loads induced during FE and LB, 

respectively. The resultant values for stiffnesses were 

compared between loading conditions with a Wilcoxon 

signed-rank test, with a defined significance value (p ≤ 

0.05). 

 
Figure 1: a) Load (blue) and rotation (red) profiles defined for 

testing. Maximum load applied when the samples were fully 

flexed or extended. b) During rotation, eccentric axial load 

induced moments and shear loads. 

Results 

An increase in the range of dynamic load led to an 

increase in the nonlinear behavior, i.e., the hysteresis 

curve (Fig. 2a). Moreover, the principal and non-

principal stiffnesses obtained in the test with a dynamic 

load range of (-150, -50) N were higher than those 

obtained in the test with a dynamic load range of (-100, 

-50) N (Fig. 2b). 

 

 
Figure 2: a) Non-linear load-rotation curves in the load range 

of (-100, -50) N and (-150, -50) N. b) Comparison of the 

principal stiffness (Nm/°) for flexion, extension, right LB, and 

left LB between two different dynamic load conditions. 

Discussion 

The obtained stiffnesses for both conditions in the study 

were lower than those reported in the literature [2] due 

to the lack of ligaments and facet joints in our model. 

According to the study, it is recommended to consider 

the stiffness and loading conditions to evaluate the 

performance of disc prosthesis. 
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Introduction 

Spinal disorders have become a global healthcare 

concern. Spinal fusion is a successful treatment that 

aims to fuse adjacent vertebrae together through 

osseointegration to eliminate pain. However, the 

compromise is that the mobility of the treated spinal 

segments is reduced [1]. To overcome this, disc 

arthroplasty has been explored as a motion-preserving 

treatment. We present here a novel artificial disc system 

for clinical disc replacement. This artificial disc consists 

of a flexible hydrogel-based segment sandwiched 

between two titanium endplates for bone fixation, with 

a mechanical response similar to that of a natural 

intervertebral disc. 

 

Methods 

An artificial intervertebral disc was designed and 

fabricated, consisting of a stiff and tough hydrogel that 

is attached to a titanium endplate via chemical anchors. 

The tough hydrogel was a polyvinyl 

alcohol/polyacrylamide (PVA/PAAm) dual network 

hydrogel system. The titanium endplates were 

functionalized by grafting silane 3-

(Trimethoxysilyl)propyl methacrylate (TMSPMA) to 

the surface. The grafted TMSPMA has methacrylate 

terminal groups that can copolymerize with acrylate 

groups in AAm under a free radical polymerization 

process, generating chemically anchored long-chain 

polymer networks onto the solid surfaces [2]. The 

mechanical properties of the disc were comprehensively 

evaluated, including compressive, tensile tests and 

torsion tests. 

 

Results 

The artificial intervertebral discs could be successfully 

fabricated by the method we proposed. The PVA/PAAm 

composite gel core was observed to form a tough and 

stiff dual cross-linked network. The connection between 

the titanium plate and the PVA/PAAm gel was strong.  

The implant with a diameter of 30 mm and a height of 

10 mm could withstand over 100 N of compressive and 

tensile load. We observed a large hysteresis loop in the 

first cycle because of the water contained inside the 

implant, but the force-displacement curves were similar 

in the following cycles. For the axial torsional loading, 

the artificial disc could withstand a torque of ~0.5 Nm 

with a magnitude of torsion up to 6 degrees.  

 

Discussion 
Natural intervertebral disc has six degrees of freedom. 

The results showed that the artificial intervertebral discs 

in our study have the potential to restore a dynamic 

physiological motion due to the hydrogel-based 

movable segments. However, the stiffness of the 

artificial disc was around 150 N/mm, which is still lower 

than that of human cervical spinal segments (492 ± 472 

N/mm [3]) and lumbar segments (847 ± 39 N/mm [4]). 

Moving forward, we aim to improve the mechanical 

properties of the artificial intervertebral disc by tailoring 

the cross-linking parameters of the tough and stiff gel 

and adding reinforcing structures. Overall, the 

combination of titanium endplates and tough and stiff 

hydrogels, along with an easy method of fabrication, 

enables the further development of novel and advanced 

materials for intervertebral disc replacement 

applications. 

 

 
Figure 1: (A) Fabrication of the artificial disc implant; 

(B) Force-displacement curve under compression-

tension for 5 cycles (0.1 Hz); (C) Torque-angle curve 

under axial torsion for 5 cycles (0.1 Hz). 
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Introduction 

State-of-the-art modelling of the intervertebral disc 

(IVD) considers the poroelastic nature of IVD tissues 

and the pre-stresses within them [1]. However, these 

current multiphasic models have been limited to average 

IVD geometries. In addition to anatomical variation 

among healthy IVDs, disc degeneration is associated 

with systematic changes in geometry, including 

reduction in disc height, endplate flattening, and 

irregular IVD thickness, suggesting a need for image-

based methods of extracting geometry for the purpose of 

estimating patient-specific IVD mechanics.  

The goal of this study is two-fold: a) Develop an image-

based finite element (FE) approach for multiphasic 

modelling of the IVD across degeneration grades; b) 

Investigate the effect of geometry on the IVD deflection 

and pressure distributions during axial compression.     

Methods 

Image-based geometries of 17 IVDs were extracted 

from CT scans (resolution 0.39x0.39x0.675 mm) and 

discretized with hexahedral elements using an 

automated meshing approach (Figure 1) and applied to 

an established IVD FE model, which includes tissue 

properties for mild degeneration of Pfirrmann grade 2 

(PF2) [1,2]. IVD degeneration was evaluated from MRI 

according to the Pfirrmann grade (PF) classifying 

5,4,4,1, and 3 IVDs into PF1-5, respectively. A mesh 

convergence study was conducted on 3 IVD geometries 

with PF grades of 1, 3, and 5. The IVD height (hIVD) was 

calculate as the median thickness across all nodes on the 

IVD interfaces. FeBio3.4 was used to solve the FE 

models. Force-displacement curves for models with PF 

2-3 subjected to axial compression were compared to 

experimental data [5]. The influence of the hIVD on the 

maximal axial displacement (dmax) was evaluated based 

on the coeffect of determination.  

 
Figure 1: Schematic of the procedures for extracting 

and discretizing the IVD geometry from CT scans  

Results 

The mesh convergence analysis resulted in a difference 

of < 2% for dmax and the maximum axial pressure for a 

mesh with 1.5mm element size in the axial plane vs. 

1.0mm element size, as well as a mesh with 8 layers 

thorough the IVD thickness compared to 10 layers. All 

results are reported for IVDs meshed with an element 

size of 1 mm and with 10 layers through the IVD.  

The force-displacement curves in axial compression for 

simulations of IVDs with PF2-3 (Figure 2A) were 

within the experimental corridor except for one model. 

dmax was strongly correlate to hIVD (R2=0.95) (Figure 

2B). The axial pressure through the IVD was 

comparatively homogeneous for IVDs with PF1-4, 

whereas for IVDs with PF5, high pressures were found 

in areas with low thickness (Figure3).   

 
Figure 2: A) axial compression response (PF 2-3) 

comparing FE to ex vivo B) dmax vs. hIVD. 

 
Figure 3: IVD thickness (top) and axial pressure 

(bottom) for an IVD with PF3 (left) and PF5 (right).  

Conclusions 

The image-based FE models of moderately degenerated 

IVDs (PF2-3) displayed axial compressive responses 

consistent with experimental data. Across all grades, 

dmax was highly correlated with hIVD, suggesting that 

IVD stiffness is relatively insensitive to the image-based 

geometry. However, the local thickness distribution for 

thin IVDs appeared to drive pressure distribution, 

indicating a need for accurate geometric representation 

when studying the effects of local, intra-IVD stresses on 

cellular responses, tissue degeneration, and vertebral 

loading. Future comparisons against ex vivo data 

spanning PF1-5 are needed for further validation. 
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Introduction 

Recent achievements in the oncological field have 

increased life expectancy. Consequently, the incidence 

of bone metastases has incremented as well. The spine 

is the most frequent site of bone metastasis. The 

evaluation of the residual bone competence in metastatic 

patients is still an open challenge, often leading to 

unnecessary surgery on subjects already debilitated by 

the treatment of primary tumour. Finite element (FE) 

models generated from diagnostic images of the patient 

could help clinicians to make the most suitable decision 

[1]. However, these tools need to be validated against 

experimental data. The aim of this work is the validation 

of a recently developed FE framework through the 

comparison between full-field numerical displacements 

on the vertebral surface and experimental displacements 

measured using Digital Image Correlation (DIC) [2] on 

multiple specimens with metastasis. 

 

Materials and Methods 

Two thoracolumbar four-vertebrae human spine 

segments with mixed metastasis (metastatic, control and 

two adjacent vertebrae) were obtained from an ethically 

approved donation program. Quantitative computed 

tomography (qCT) images were acquired (voxel 0.24 x 

0.24 x 1 mm3). Compression-flexion tests were 

performed loading each segment in elastic regime. A 4-

camera state-of-art DIC (GOM Aramis 12M) was used 

to measure the displacement field on the vertebral body 

surfaces [3]. To track the displacement of the specimen 

extremities, markers were glued on the two pots used to 

constrain the specimen. FE models were generated from 

qCT images and using a 10-node tetrahedral mesh. 

Material properties of the bone were mapped on each 

element (Bonemat, Istituto Ortopedico Rizzoli) using a 

density-elasticity equation [4]. Intervertebral discs 

(IVDs) were modelled with Poisson’s ratio of 0.1 and 

elasticity modulus calibrated for the specified loading 

condition so that the global stiffness of the spine FE 

model matched the experimentally measured one. The 

boundary conditions replicated the experimental test: 

the lower vertebra was fixed, while the rigid-body 

motion of the superior pot was transferred at the upper 

vertebra using a remote displacement approach. Rigid 

registrations were performed using a feature-based 

registration algorithm (Mimics, Materialise NV) to align 

the DIC data to the FE models. The models were solved 

(APDL, Ansys) and the FE-predicted displacements of 

the vertebral surface were compared to the full-field 

DIC-measured experimental displacements for the 

metastatic and control vertebral bodies of each 

specimen. 

 

Results 

The elastic moduli of the discs were in the range 1.9-6.2 

MPa. The average registration error was less than 0.5 

mm. FE-predicted displacements showed good 

agreement compared to DIC results in elastic regime 

(Fig. 1), with RMSE=0.03-0.12 mm (%RMSE <8%).  

 
Fig.1: Local comparison between DIC-measured and 

FE-predicted displacements for 2 specimens. 

 

Discussion 

The results obtained demonstrated the possibility to 

apply the recently developed validation framework to 

different specimens. Compared to other similar 

validation studies [5], the presence of the IVDs was 

considered to better simulate the bone mechanical 

response in vivo. These promising achievements 

encourage the use of the proposed modelling approach 

in future works to assess strain-based prediction errors, 

of fundamental importance in clinical applications.   
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Introduction 
Hydrogels are playing an increasingly important role in 
the development of regenerative approaches for the 
intervertebral disc (IVD) [1,2]. Since there is limited 
availability of native human discs for research and often 
animal models do not mimic human disc degeneration, 
testing the biomechanical performance of a hydrogel 
after implantation remains difficult. The objective of the 
present study was to adapt and optimize an in vitro organ 
culture model of bovine tail discs for biomechanical 
testing. Discs were artificially degenerated with 
different enzymes. The distribution and biomechanical 
effects of a hydrogel after injection were investigated. 
 
Methods 
In total, three groups of motion segments (CY3/4, 
n=6/group) were prepared from 18 fresh bovine tails and 
embedded in PMMA. Each group was injected with 
5 U/ml chondroitinase ABC (ChABC), 65 U/ml papain 
or PBS (sham control), and cultured for 7 days (6% O2, 
37°C). After culture, complex loading was applied to 
diminish the swelling of the discs. Then, as much as 
possible of a radiopaque albumin/hyaluronan hydrogel 
(Albugel) was injected and the injected volume 
documented. After injection, specimens were either 
analyzed by µCT or transversally dissected for 
macroscopic views and histology. Before and after 
enzyme treatment, after complex loading, and after 
injection, the range of motion (ROM) and disc height 
were determined. Statistics: Mann-Whitney-U, 
Friedman, two-stage step-up [3] (p≤0.05). 
 
Results 
At day 7, all specimens digested with papain developed 
a cavity in the nucleus, whereas the specimens from all 
other groups seemed macroscopically intact. After 
incubation and subsequent loading, the disc height 
significantly decreased in all groups. The strongest 
decrease was observed for the papain, followed by 
ChABC (p≤0.009, Fig. 1A). After loading, the ROM 
increased for all groups, reaching for ChABC and 
papain up to 78% (p≤0.026). Significantly more 
hydrogel could be injected into ChABC- and papain-
digested discs than into controls with no enzymatic 
treatment (p=0.002). µCT reconstructions and 
dissections of the IVDs showed one large sphere for 
papain and a more inhomogeneous fluffy-cloud-like 
distribution of the Albugel in ChABC-digested 
specimens (Fig. 1 B/C). The injection of Albugel 
restored the initial disc height in all digested groups, and 

also increased the height of non-treated discs (p≤0.015). 
For ChABC and papain, the ROM decreased to the 
intact state (90% and 101%, respectively, p≤0.037) and 
for the non-treated group to 65% (p=0.004). 
 

Figure 1: A) Disc height change normalized to the intact 
condition B) Exemplary discs at day 7 after Albugel 
injection for ChABC and papain group. C) Micro-CTs 
depicting Albugel distribution after injection into 
digested IVDs (examples either with ChABC or papain). 
 
Discussions 
The ROM increase and loss of disc height, as well as 
cavity formation in the papain-treated group indicate a 
similar behavior as described for human discs with 
cavities, e.g., due to disc herniation or nucleotomy [4] 
This allows the targeted simulation of such pathologies. 
ChABC more closely mimics human degeneration 
occurring without cavities. But the used ChABC 
concentration leads to similar changes of ROM and disc 
height as papain, indicating that ChABC digestion is 
also suitable to simulate progressed degeneration. Both 
ChABC and papain allow standardized hydrogel 
injections and testing. But differences in the hydrogel 
distribution could also be noticed. We hypothesize that 
the specific digestion of glycosaminoglycans by 
ChABC may lead to different structural defects than 
papain. These results have improved our overall 
understanding of the biomechanical effects of IVD 
tissue digestion with ChABC and papain, and indicate 
that hydrogels can be investigated with both models 
depending on the research question. 
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Introduction 

Spine trauma of the thoracolumbar junction represent 

60-65% of thoracolumbar spine fractures [1]. A great 

restoration of the angulations according to the operated 

location makes it possible to limit many complications 

[2]. For each spinal fracture needing posterior reduction 

and fixation, the question of instrumentation arises 

(choice of screw type, rod materiel and rod angulation). 

In the last decade, we assisted at an increase of number 

and type of implants available. Moreover, the 

importance of restoring spinal sagittal balance (inter 

vertebral angulation) after spinal fracture was 

demonstrated. In spite of numerous stabilization 

solutions, the effect of posterior instrumentation on the 

inter vertebral angulation remains to be defined. The 

factors influencing the link between rod angulation and 

inter vertebral angulation has been studied on lateral 

view X-rays: it has been demonstrated that some factors 

are due to screw positioning and some depends on the 

specificity of the implant used without specifying [3]. 

The objective of this work was to study the effects of rod 

angulation and of the use poly axial or Oak screws (Safe 

Orthopaedics®, France) on intervertebral angulation 

during fracture reduction. Oak screw offers the 

advantage to be poly axial with its head which becomes 

orthogonal to the thread during the locking of the rod. 

Methods 

Experiments were performed on 9 fresh anatomic spine 

segments centered on L1 (T11-L3, from the anatomical 

laboratory of University of Poitiers). A compressive 

fracture was produced on L1 using a dynamic loading 

system to obtain a kyphotic reducible traumatic 

deformation [4]. Five specimens were instrumented on 

T12 and L2 with mono axial screws; four with Oak 

screws. The screw positioning was verified on CT, then 

the rods were inserted first straight, then bended with 25 

degrees of lordosis. Kinematical fields of each structure 

(bone and instrumentation) were measured during 

reduction procedure (insertion and fixation of the rods) 

by 3D mark tracking technique [5].  

Results 

Figure 1 shows evolution of reduction angle according 

to the type of implant for bended rods. In the latter case, 

the use of Oak screws allowed a mean reduction of 10° 

[5°- 16°] whereas the use of poly axial screws only 

permitted a mean reduction of 3° [0°- 6°]. Those last 

results with poly axial screws and bended rod were 

similar to the result of the group with Oak screws and 

straight rods with 3° of reduction [1°- 6°]. At last the 

group with poly axial screw and straight rod had the 

worst capacity of reduction with a mean of 2° of 

reduction [1°- 4°]. The CT analysis allowed observation 

of the screws positioning and the analysis of the 

uniformity of penetration and the parallelism to the 

endplates explained the difference between the rod 

angulation and the inter vertebral angulation. 

 
Figure 1: Evolution of reduction angle of the fractured 

vertebra for (a) Oak screws and (b) poly axial screws. 

Discussion 

This biomechanical study using mark tracking analysis 

highlights the effectiveness of Oak screws compared to 

poly axial screws on fracture reduction regardless of the 

rod angulation. It also reinforces the importance of the 

screw positioning to manage a good match between the 

planned and the effective post-operative inter vertebral 

angulations. Indeed, positioning the screw parallel to the 

vertebral plate and evenly penetrated with the use of Oak 

screw would lead to perfect match. Further experiments 

by imposing physiological loadings on spine segments 

have to be performed to evaluate stabilization provided 

by each solution. 

This study has provided some insight into the effects of 

some specificities of therapeutic possibilities offered to 

the surgeon to envisage optimal planning and 

management. 
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Introduction 

Spinal stability plays a crucial role in the success of the 

surgical treatment of lumbar vertebral metastasis. The 

recent introduction of carbon radiotransparent material 

has opened debates about new stabilization strategies 

[1]: the present study intends to compare experimentally 

the efficacy of long vs short posterior pedicle screw 

fixations by analysing the stiffness of the lumbar 

segment under small displacements. 

 

Methods 

This experimental study was conducted on a Sawbones 

biomimetic lumbar construct including T12 and S1 

(SKU340). Experimental loading protocol consisted of 

anterior, posterior, and lateral bending [2] as well as 

clockwise and anti-clockwise torque (rotation-control at 

0.5°/s up to 3°). Vertebral displacements were measured 

through multi-camera marker tracking system (Figure 

1). Orthopaedic surgeons replicated five stabilization 

configurations using carbon rods and pedicle screws 

from CarboFix Orthopedics Ltd: a long stabilization 

(LS) involving two spinal levels above and below the 

lesion level, a short stabilization without (SS) and with 

(SS-T) a transversal connector, SS and SS-T with the 

mobilization of one L2 pedicle screw (SSm, SS-Tm). 

 
Figure 1: Experimental set up. On the left, the LS with 

the osteolytic lesion and the posterior decompression. 

The evaluation of the stiffness in antero-posterior, 

lateral bendings, and torsion, recurred respectively to 

the lordosis angle, α, to the angle L1-L5 on the coronal 

plane, ϑ, and to the axial rotation of the most cranial 

vertebra. Measures refer to the initial spine stance. 

 

Results 

Figure 1 shows how each stabilization makes the 

angular motion differ compared to the intact construct 

for each kind of bending. Given a load of 3 Nm, the 

maximum reduction of angular motion reaches the 73 % 

with LS against the 43 % with SS-T. As concerns the 

transversal connector, its introduction slightly deviates 

the SS response; however, its presence limits the loose 

of rigidity in case of mobilisation (i.e., from the 21 % 

(SS) to the 8 % (SS-T) in lateral bending). 

 
Figure 2: Ratio of α and ϑ of each stabilization with the 

analogous intact construct values, αi and ϑi, at 3 Nm. 

Torsional stiffness at 1.5 Nm is reported in Table 1. As 

shown, only LS and SS-T deviate less than the 10% from 

the intact configuration on both sides. Finally, the one-

way ANOVA on torsional stiffness suggests a non-

significant difference between SS-Tm and SS. 

 Intact LS SS SS-T SSm SS-Tm 

Torsion Nm/° Percentage change 

Resected 

side 

2.24 

(a) 

+7.9% 

(b) 

-9.9% 

(c) 

+0.7% 

(a) 

-17.5% 

(d) 

-10.4% 

(c) 

Intact 

side 

2.23 

(A) 

+0.7% 

(A) 

-14.3% 

(B) 

-4.4% 

(C) 

-25.0% 

(D) 

-14.2% 

(B) 

Table 1: Stiffness of each stabilization with respect to 

the intact lumbar construct, at 1.5 Nm. Labels indicate 

statistical significance among the resulting stiffnesses.  

 

Discussion 

The kinetic response in the range of neutral posture is 

correlated to spinal stability [3]. Within the limits of this 

study (so far only one replica has been processed for 

bending results), the findings confirm LS as the stiffest 

configuration, while SSs as an intermediate possible 

strategy. The transversal connector in short stabilization 

is shown to be a conservative surgical solution reducing 

the stability loss in case of mobilization, which is a 

central issue in metastatic postoperative complications. 
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Introduction 
Spine bone metastases alter the microstructure of bone 
tissue introducing denser (blastic metastasis) and/or soft 
(lytic) tissue, affecting the load bearing capacity of the 
bone.  The complex mechanical behavior of metastatic 
vertebrae has been explored experimentally, evaluating 
the strain field [1], and with finite element (FE) models 
evaluating the stiffness and failure load [2].  
Micro-FE models can provide a detailed biomechanical 
characterization of the trabeculae, within and around the 
metastatic tissue [3], highlighting weaker regions and 
the redistribution of strains. However, it is unknow how 
accurately micro-FE models can predict the deformation 
of the human vertebral metastatic tissue.   
Our aim was to validate the displacement field predicted 
by micro-FE models against Digital Volume Correlation 
(DVC) measurements in human metastatic vertebrae. 
 

Material and methods 
Five spine segments, each including a metastatic and a 
radiologically healthy (control) vertebra in the middle, 
were tested.  The specimens were prepared removing the 
posterior arches and embedding the two adjacent 
vertebrae in bone cement to fit a custom loading jig 
equipped with a 10kN load cell. Each spine segment was 
scanned in a micro-computed tomography (VivaCT80, 
isotropic voxel size = 39µm) unloaded and after 
applying a compressive load within the elastic regime 
[1]. A global DVC approach (BoneDVC) was used to 
evaluate the displacement field inside the vertebral body 
with a measurement spatial resolution of 1.95mm.  This 
is expected to yield an uncertainty on the measured 
displacements of 1.2-8.3 µm, in all directions [3]. 
Linear elastic hexahedral micro-FE models of the 
metastatic and control vertebrae were generated from 
the unloaded scans after image binarization [4].  Elastic 
modulus of 12GPa and Poisson Ratio of 0.3 were 
assigned to the bone elements, regardless the tissue type 
(metastatic/control). Displacement boundary conditions 
were applied on the top and bottom nodes of the 
vertebrae interpolating those measured by the DVC.  
The micro-FE displacements were calculated (ANSYS, 
APDL) at the location of the DVC nodes in the 75% 
central portions of the vertebra, and compared to the 
DVC values.  
 

Results 
Displacements measured by the DVC ranged from 15 to 
550 µm. In particular, the displacements measured in the 
metastatic vertebrae were larger than those in the control 
vertebrae. 

Correlation between measured (DVC) and predicted 
(microFE) displacements showed a fair-to-excellent 
agreement (Table 1), both for metastatic (0.74<R2<0.88, 
fig. 1) and control vertebrae (0.51<R2<0.90).  
Significantly different correlations were observed 
between the metastatic and the control vertebrae (z test, 
p<0.001).   

Table 1: Correlation coefficients for metastatic and control 
vertebrae in the antero-posterior (AP), right-left (RL), and 
cranio-caudal (CC) directions. 
 

Discussion 
The linear micro-FE models predicted well the 
experimental displacements in the control as well as in 
the metastatic vertebrae, despite the presence of blastic 
and lytic lesions (Fig. 1).  Better correlations were 
observed when the vertebrae were subjected to larger 
displacements, which typically occurred in the vertebrae 
with lesions. More investigations will be done to 
understand the optimal material properties to assign to 
the healthy and metastatic bone tissue in the models. 
 

 

Fig. 1: Cross section of a metastatic (lytic vertebra), 
displacements, in CC direction, measured by DVC and 
predicted by micro-FE. 
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µCT DVC micro-FE Displ z
(mm)

0.03
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0
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-0.03

Type of 
Vertebra 

Direction Displ range 
[µm] 

R2 RMSE  [µm] 

Metastatic AP 191 0.84 5.85 
RL 133 0.74 6.05 
CC  252 0.88 5.79 

Control AP 80 0.60 15.87 
RL 49 0.51 9.65 
CC 109 0.90 6.99 
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Introduction 

Proximal Junctional Failure (PJF) is post-operative 

mechanical complication observed in at least 8.7% of 

sagittal imbalance surgery [1]. Since lumbar osteotomy 

induces 34.8% [2] of post-op complications in elderly 

patients, it’s not optimal to recorrect lumbar curvature 

for the patients who suffers PJF at T10. Hence, a 

suboptimal decision is to extend the hardware from T10 

to T3, even with a severe Global Alignment and 

Proportion (GAP) score [3]. High GAP score may 

conduct PJF, but hardware density (HD) may help to 

stabilize the biomechanical loads at adjacent Upper 

Instrumented Vertebra (UIV). Hence, the aim of this 

study is to explore effect of HD to avoid T3 PJF with 

severe GAP score. A patient-specific finite element (FE) 

model with iliac/T3 fixations was generated thanks to 

Statistical Shape Modelling (SSM) and mesh morphing 

techniques. We analysed the intervertebral disc (IVD) 

fibre strains at UIV+1, for different HD. Trade-off 

between fibre strain and screw pull-out force indicated 

possible best configurations to avoid PJF at T3. 

Methods 

In this study, 42 pre-operated patients were selected. 

Inclusion criteria: age 50-75, Pelvic inclination > 20°, 

SVA > 5cm, PJF post-op complications [4]. Pipeline of 

modelling and FE steps are introduced in Fig.1. 

 
Fig.1. Geometrical and FE Modelling pipeline 

3D thoracolumbar surfaces were obtained using 

sterEOS software. Then, to train SSM, Principal 

Component Analysis allowed to learn the main modes 

of shape variation. A patient (76 y.o.) with T10 PJF and 

further hardware extension to T3 with GAP11, was 

selected (Fig.2). 

 
Fig.2. T3PJF patient (76 y.o.) 

A 3D geometry model of this patient was recreated by 

activating different modes of the SSM. Structured FE 

meshes, including the ligaments, were morphed to the 

mesh of the recreated geometry (Thin Plate Splines for 

vertebras, and Coherent Point Drift for IVD [5]). Tissue 

models and boundary conditions are summarised in 

Table1. 

Material properties 

Intervertebral disc Vertebras Ligaments 

Anisotropic 

hyperelastic model [6] 

Linear 

elastic [7] 

Hypoelastic 

model [8] 

Boundary Conditions Eccentric load in vertebra center; Sacrum is fixed 

Table1: Material properties and boundary conditions 

Fibre strain in the UIV/UIV+1 IVD was calculated in 

different HD scenarios, and optimal trade-offs between 

fibre strain and screw pull-out force were analysed. 

Results and discussion 

Fibre strain values at UIV/UIV+1 were compared to 

control values [9]. Results showed that HD reduction 

from 5 to 4, 3 and 2 vertebrae led respectively to 41%, 

58%, 70% fibre strain reductions (Fig.3). 

 
Fig.3. Maximum principal fibre strain at T3/T2 for 7 scenarios 

However, HD reduction increased the screw pull-out 

forces at the UIV (e.g., +34% for the 3rd scenario). While 

the forces appear to be well below the threshold force of 

healthy bone, the 2nd and 3rd scenarios seemed at risk in 

presence of osteoporotic bone. In such a case, only the 

HD reduction of the 1st scenario could be acceptable. 

 
Fig.4. Pull-out Force (N) on UIV screw for 7 scenarios 

This study showed that HD reduction reduces the 

chronic load of upper IVD and might help to decrease 

the risk of PJK in case of suboptimal surgical decision. 

Bone quality must be considered, though, and muscle 

effects should be investigated in the future. 
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Introduction 
Despite improvements in alignment and pain, the 
invasiveness and inherently spine-immobilizing 
character of spinal fusion surgery for progressive adult 
spinal deformity (ASD) have a large impact on post-
operative functional abilities [1]. Moreover, quality of 
life in post-surgical patients with ASD showed to be 
lower compared to other chronic disorders such as heart 
failure or diabetes [1]. Although decreased spinal 
mobility is obvious after spinal fusion, little is known on 
the changes in lower limb kinematics during activities 
of daily life. Therefore, in this study we investigated the 
impact of multi-level fusion on lower limb kinematics 
during sit-to-stand-to-sit. 

Methods 
Spinal and lower limb 
kinematics during sit-to-
stand and stand-to-sit 
were measured on 10 
patients with ASD (Age: 
63.0y ± 6.7; BMI: 
24.4kg/m2 ± 4.7; Gender: 
7F/3M) in the motion lab 
pre- and 6 months post-
operatively. Surgery 
consisted of multi-level 
spinal fusion (> 4 levels) with iliac fixation. To measure 
lumbar lordosis and thoracic kyphosis, a novel method 
(Fig. 1) was used, able to measure dynamic spinal 
alignment using spinal skin markers with the possibility 
to correct marker positions to the true anatomical 
vertebral body positions [2]. Three-dimensional 
coordinates for these corrections were obtained from 
standing x-rays after biplanar imaging with the markers 
attached to the spine (Fig. 1a). Lower limb kinematics 
of pelvis, hip, knee and ankle were obtained using the 
plug-in-gait marker model. Patients were instructed to 
stand up from a chair and after three seconds return to 
sitting without hand support. A Wilcoxon signed-rank 
test was used to compare pre- and post-operative range 
of motion (ROM). 

Results 
Post-operatively, ROM decreased for lumbar lordosis 
and increased for the knee angle during sit-to-stand. 
During stand-to-sit, both thoracic kyphosis and lumbar 
lordosis ROM decreased, while knee and ankle ROM 
increased after fusion surgery. Exact values can be 
found in table 1. Figure 2 provides kinematic curves for 
sagittal knee and ankle angles pre- and post-operatively. 

Discussion 
As expected, spinal ROM in terms of thoracic kyphosis 
and lumbar lordosis during sit-to-stand and stand-to-sit 
decreased after multi-level spinal fusion surgery. This 
decrease in spinal mobility was compensated by 
increased lower limb range of motion, mainly at knee 
and ankle levels. Increased lower limb ROM can be 
partially explained by increased knee extension and 
ankle dorsiflexion during stance. However, also during 
the middle third of the motion, knee and ankle angles 
were systematically larger in the post-operative group 
(red curves in Fig. 2). Although these post-operative 
changes in movement strategy are essential to complete 
the task and consequently preserve functionality, they 
might have important clinical implications. Firstly, 
increased knee flexion, which has been associated with 
increased knee loading [3], potentially results in 
secondary lower limb pathology in the longer term. 
Secondly, decreased spinal ROM possibly limits the 
necessary forward propulsion needed to stand up, as 
well as decreases body stability during sitting down by 
limiting the ability to bring the mass of the trunk over 
the knees [4]. Therefore, post-operative rehabilitation 
including lower limb strengthening seems warranted to 
optimize post-operative functionality and consequently 
requires further research. 
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Introduction 

Lumbar spine diseases treatments selection still a 

process without consensus that requires understanding 

the biomechanical behavior of vertebrae in interaction 

with fixation techniques [1]. Employing Finite Element 

Method (FEM) as modeling and analysis source is a way 

for this purpose of development of knowledge to make 

decisions. Nevertheless, FEM is well known by its 

dependence on mesh and geometry, and suppose 

defining the approach for optimal results (Avoid 

overestimated values) considering available resources, 

whether simplifying the geometry or constraint method 

[2]. The aim of this study is to evaluate two constraint 

approaches for screw fixation in lumbar spine by FEM. 
 

Methods 

A L5 vertebral body (VB) fixed with screws model was 

used for two constraint conditions: a) VB perforated and 

screws tie to the inner hole surface (Model A), and b) 

full/intact VB and screw embedded in the vertebra 

(Model B). The L5 VB 3D models for each condition 

was obtained as full shape, using Scalismo Lab (by 

University of Basel), and perforated using the screws 

shape as boolean tools in Solidworks (Dassault 

Systèmes). The screws were 3D as simplified cylinder 

with length of 50 mm, and 5 mm of diameter with 40° 

between shafts (see Figure 1). VB and screw were 

modelled as linear elastic, isotropic cortical bone and 

TI-6Al-4V with 0.3 Poisson’s Ratio, 12 GPa and 110 

GPa Young’s modulus, respectively [3,4]. 3-Matic 

software (Materialise Research license) was used for 

both L5 VB for both models were meshed with 

tetrahedral elements (C3D10) and the screws with 

hexahedral elements (C3D8R). For model A, Tie 

constraint was defined between inner hole surface of VB 

and the external surface of the screw. The simulation 

consisted in the application of a compression of 1.1 MPa 

at the bottom of the VB and the upper surface of the VB 

and the screw heads were fixed. The stresses fields were 

evaluated at the screws using software Abaqus 6.12. 

 
Figure 1: Geometry and Boundary conditions for both 

tie and Embedded region models. 

Results 

The Von Mises stress field of a probe screw were 

obtained for both Model A and B, and are presented in 

figure 2. Model A converge at 0.05 mm element size 

with 2.57x10^6 elements (3,67% Rel. error) reporting 

0,51124 MPa at the center of the left screw tip. 

Separately, Model B converge at 0,12 mm with 

4,81x10^5 elements (0,306% Rel. error) reporting 

4,54697 MPa. Model A takes 6 times the B (CPU time). 

 
Figure 2: Von Mises Stress distribution at convergence 

for left screw in Tie and ER cases. 

Discussion 

At convergence state with finer screw element sizes, tie 

approach provides results over the screws with a lower 

order of magnitude (10^-1MPa) than embedded 

constraint that converge at coarser sizes. It seems 

through the stress field obtained in screws-vertebra 

fixation zone that both methods provide similar global 

results for the vertebra, but different local results for 

screws. Tie approach includes the local effect over the 

vertebra but not over the entire screw surface, probably 

due to inherent dissimilar orphan meshes interaction. 

This work provides a recommendation to model screw-

vertebra fixation considering the importance of avoid 

overestimated values through tie and embedded 

methods, due to the surface conditions of each method, 

meshing implications and CPU time issues to consider. 
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Introduction 

Adolescent Idiopathic Scoliosis (AIS) is a growth defect 

of the spine that primarily occurs in pre-pubertal 

children and is surgically treated when a curve exceeds 

50°. Presently, surgical outcomes are evaluated through 

2D static radiographs, clinical examination and 

questionnaires. Although, the functional outcome (e.g. 

the gait performance) plays an important role in the 

patient’s evaluation of treatment success, no accurate, 

evidence-based predictions regarding the early recovery 

of this functional outcome can be provided by the 

surgeon. Indeed, postoperative gait analysis of AIS 

patients has thus far only been documented 1-2 year 

postoperative at the earliest [1, 2]. Consequently, no 

information on the preceding recovery of gait in AIS 

patients exist, which prevents the understanding of early 

recovery or compensation mechanisms, e.g. in terms of 

trunk and shoulder motion, as well as its possible 

implications for enhanced rehabilitation. Therefore, the 

present study aimed to investigate the early gait 

recovery in terms of shoulder and pelvis motion after 

spinal fusion surgery in AIS patients. 

 

Methods 

Nineteen AIS patients (Age: 17.3 ± 4.0; Gender: 15 

Female and 4 Male) scheduled for spinal fusion surgery 

underwent an instrumented gait analysis protocol using 

a validated spinal deformity-specific marker protocol 

[3], both preoperatively (Pre-op) and postoperatively 

(Post-1Week and Post-3Months). At all timepoints, 

patients walked on an instrumented, split-belt treadmill 

(Motek, Amsterdam, NL) at 0.75m/s and 1.25m/s 

walking speeds (not possible at Post-1Week) recorded 

using a 10-camera motion capture system (VICON 

Motion systems, Oxford, UK). Based hereon, range of 

motion (RoM) of the shoulder and pelvis angle in the 

frontal and transverse plane was determined. A one-way 

ANOVA, followed by Bonferroni post-hoc testing 

(p<0.05), was performed to identify differences between 

timepoints.  

 

Results 

When walking at 0.75m/s, the RoM of both the shoulder 

and pelvis angles in the transverse plane significantly 

(p<0.05) decreased at Post-1W compared to Pre-op and 

significantly (p<0.05) increased back to preoperative 

levels at Post-3M (Table 1). When walking at 1.25m/s, 

the significant (p<0.05) reduction in shoulder angle 

RoM persisted at Post-3M in both the transverse and 

frontal plane (Table 1). 

 

 

RoM Pre-Op Post-1W Post-3M 

Speed: 0.75 m/s    

Frontal plane 

  Shoulder [°]  

 

4.9±1.4 

 

4.7 ± 1.2 

 

4.3 ± 1.0 

  Pelvis [°]  7.8±1.8 6.7 ± 2.0 7.6 ± 2.1 

Transverse plane 

  Shoulder [°] * 

 

13.3±3.6 a 

 

10.1 ± 3.1b 

 

12.9 ± 2.7 

  Pelvis [°] * 11.9±3.0 9.6 ± 3.0 11.8 ± 2.5 

Speed: 1.25 m/s    

Frontal plane 

  Shoulder [°] * 

 

5.7 ± 1.9 

  

4.4 ± 0.8 

  Pelvis [°] 10.0 ± 2.4  9.6 ± 2.0 

Transverse plane 

  Shoulder [°] * 

 

15.0 ± 3.4 

  

12.2 ± 2.9 

  Pelvis [°] 12.7 ± 3.1  12.1 ± 2.6 

Table 1. Overview of the range of motion (ROM) of the 

pelvis and shoulder angle in the transverse and frontal 

plane when walking (at 0.75m/s and 1.25m/s) at the 

different timepoints.  

* Statistically significant (p<0.05) Timepoint effect 
a Different (p<0.05) compared to Post-1Week  
b Different (p<0.05) compared to Post-3M 

 

Discussion 

The present study is the first study to investigate the 

early gait recovery in terms of shoulder and pelvis 

motion after spinal fusion surgery in AIS patients. At 1 

week postoperative, AIS patients walked with a reduced 

RoM of the shoulder and pelvis, which increased back 

to preoperative levels at 3 months after surgery. 

However, this recovery in shoulder angle was not 

present at 3 months postoperatively when higher 

walking speeds were imposed. This is assumed to be due 

to increased motor task demands. These findings 

suggest that early postoperative dynamic assessments 

could provide new insights in patient-specific and task-

dependent recovery. This novel information could serve 

as a basis for patient-specific early rehabilitation 

protocols. 
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Introduction 

Synchronous and multiaxial deformation exhibited by 

Annulus fibrosus (AF) is contributed by its hierarchical 

and specialized fibre-reinforced laminated structure – 

consisting of collagen fibers embedded in a 

proteoglycan (Aggrecan and Hyaluronan) matrix. 

Biochemically, AF fibrillar collagen comprises type I 

and type II collagen molecules following a radial 

interchanging distribution. In addition, the non-fibrillar 

proteoglycan component consists of primarily 

hyaluronan and aggrecan [1,2]   

This work presents a molecular dynamics-finite element 

(MD-FEM) based multiscale analysis to understand how 

molecular-scale mechanical response of collagen (type I 

and type II), hyaluronan and collagen-hyaluronan 

chemo-mechanical interplay governs the tissue-scale 

mechanical response of AF. 

Methodology and Framework 

In this work, multiscale analysis of collagen-hyaluronan 

interfaces in AF is performed by developing the 

atomistic models of collagen-hyaluronan interface 

system from collagen and hyaluronan molecules for four 

regions in AF – Outer Lamellae (OL), Outer Middle 

Lamellae (OM), Inner Middle Lamellae (IM) and Inner 

Lamellae (IL). The details of collagen type II and water 

content for four regions are shown in Table 1.  

Table 1: Regions of AF simulated 

Location Type II % Water % 
Outer (OL) 0 65 

Outer Mid (OM) 25 68.3 

Inner Mid (IM) 50 71.6 

Inner (IL) 75 75 

 

 

Figure 1: Atomistic Model of collagen-hyaluronan 

interface with the atomistic model of collagen and 

hyaluronan components. 

Development of atomistic models of collagen molecular 

segments, collagen microfibril and hyaluronan is 

presented in author’s previous works [3–5]. Atomistic 

models of collagen-hyaluronan interfaces are developed 

using the atomistic models of collagen microfibrils and 

hyaluronan molecule (Figure 1). Tensile tests on 

atomistic models of collagen molecules, collagen 

microfibrils and hyaluronan, and shear tests on atomistic 

models of the collagen-hyaluronan interface are 

conducted using the quasistatic methodology developed 

in previous works [3–5] to derive their molecular 

mechanical behaviour.   

Results and Analyses 

Results show that intramolecular hydrophobic and 

attractive forces lead to type I collagen molecular 

segments exhibiting stiffer tensile chararacteristics 

compared to type II [4]. Thus, presence of softer type II 

collagen softens the collagen microfibrils moving from 

OL to IL (Figure 2) but softening of microfibrils is 

largely contributed by increase in water concentration. 

In-silico MD Analysis of Axial Shear show that moving 

from OA to OM, results in weakening of the interface. 

This is due to weakening of electrostatic interactions and 

weaker water bridges formed between type II 

component of collagen and hyaluronan (Figure 2).  

 
Figure 2: Molecular Mechanical Response of (a) 

collagen microfibrils in axial tension, and (b) collagen-

hyaluronan interface in Axial Shear. 

 

Discussion and Conclusions 

The outer AF primarily controls the spinal range of 

motion. Hence, presence of type I collagen and stiffer 

interface formed between type I collagen and 

hyaluronan imparts the necessary stiffness for 

maintaining spinal range of motion within physiological 

limits.  
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Introduction 

The intervertebral joint (IVJ) stiffness plays a crucial 

role in spinal multibody models (MBM) [1]. MBM have 

often simplified the joint (formed of multiple soft 

tissues) to lumped-parameter models [1, 2], where IVJ 

stiffness values are often tuned solely so predicted 

motions fall within reported ranges [1, 3]. While 

specimen specific MBMs tuned to specific ex vivo 

experiments exist [2], they are less common. In either 

case, lumped parameters need to be specific to the 

loading scenario due to their high non-linearity and 

motion dependency [2]. Therefore, this study aimed to 

establish a method to determine specimen specific 

linearized lumped parameters for the IVJ. 

 

Methods 

A specimen specific MBM was built off CT data using 

Slicer3D, NMSBuilder 2.0, and OpenSim 4.2 (Figure 1), 

and used to simulate an ex vivo experiment on a L1-L4 

human cadaver spine segment [4]. Ex vivo, flexion-

compression was induced by applying a force with a ball 

joint anteriorly offset from the specimen. A 4-camera 

digital-image correlation system (Aramis, GOM) 

tracked the surface motion throughout the load cycle [4].  

Figure 1:  OpenSim model of the inferior pot, L3, L2 and 

superior pot with the IVJ axes and the enabled DoFs.  

 

The model IVJ poses were based on the ISB 

recommendations [5]. Transformation matrices were 

applied to the joints and vertebrae to correct for changes 

of the relative pose of the vertebrae between the CT scan 

and the testing machine. The IVJs were assigned six 

degrees of freedom (DoF). A linear spring-damper 

element was implemented in each DoF. The inferior pot 

(and embedded L4) was completely constrained, the 

experimental load was applied to the superior pot (and 

embedded L1) at the actuator location. A quasi-static, 

forward dynamics simulation was run with the OpenSim 

API to predict the kinematics of the vertebrae. An 

interior-point optimization algorithm (Matlab 2020b) 

minimized the difference between experimental and 

predicted vertebral motion by tuning the flexion, axial, 

and posterior-anterior (PA) stiffnesses. 

 

Results 

The tuned stiffness, and experimental and predicted 

motions are reported (Table 1). Employing specimen 

specific tuned stiffnesses, the mean percentage error of 

the predicted motion was 10% in flexion, 32% in axial 

compression, and 13% in PA shear. 

DoF 
Experimental 

Motion 

Predicted 

Motion 

Tuned 

Stiffness 

Flexion 
L2 

L3 

1.46° 

2.25° 

1.63° 

2.05° 

18Nm/ 

rad 

Axial 

Comp. 

L2 

L3 

0.22mm 

0.40mm 

0.31mm 

0.31mm 

210N/ 

mm 

PA shear L2 0.29mm 0.25mm 25N/mm 

Table 1: The tuned stiffness and the difference between 

experimental and predicted motion in flexion, axial 

compression, and posterior-anterior shear.  

 

Discussion 

We proposed a method to define a specimen specific 

lumped-parameter IVJ stiffness combining ex vivo 

experimental data and in silico simulations. 

Discrepancies between the experiment and model were 

of the same order of magnitude as the measurement 

uncertainty. The methodology requires a specimen 

specific geometry, sufficient data to determine the three-

dimensional (3D) experimental vertebra poses, the 3D 

loading point position relative to a vertebra, and their 

motion throughout the load cycle. To tune properties in 

a DoF the cost function must be sensitive to that DoF; 

hence tuning properties in all six DoF would require 

multiple loading conditions. The proposed method may 

improve the definition of IVJ stiffness values in MBMs. 

Future research will apply this method to longer spine 

segments and multiple loading conditions. Further 

development should consider damping properties, spinal 

level dependency, and IVJ non-linearity. 

 

References 
1. Senteler et al, CMBBE, 19:5, 538-548, 2016. 

2. Silvestros et al, PLoS ONE 14:5, e0216663, 2019. 

3. Wang et al, J Biomech, 98, 109437, 2020. 

4. Palanca et al, Bone, 151, 116028, 2021. 

5. Wu et al, J Biomech, 35:4, 543-548, 2002. 

      
           

      
        

           
       

        
         

         
               

           
           



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

THE EFFECT OF INTERVERTEBRAL DISC DEGENERATION ON THE 
FLEXIBILITY OF THE THORACIC SPINE: AN IN VITRO STUDY 

Christian Liebsch (1), Hans-Joachim Wilke (1) 
 

1. Institute of Orthopaedic Research and Biomechanics, Ulm University, Germany 
 

Introduction 
Intervertebral disc degeneration usually represents the 
result of natural ageing processes in the human body, 
affecting both the morphological and biomechanical 
properties of the spine. The effect of degenerative 
changes of the intervertebral disc on the range of motion 
was predominantly investigated for the lumbar spine in 
the past, generally exhibiting a reduction in flexibility in 
flexion/extension and lateral bending as well as a slight 
increase in axial rotation with increasing degeneration 
grade [1]. In the thoracic spine, however, solely an 
influence of disc degeneration on the kinematics was 
shown so far [2]. The purpose of this study therefore was 
to investigate the effect of different degeneration grades 
on the range of motion of the thoracic spine. 
 
Methods 
95 human thoracic spinal motion segments (min. n = 4 
per level from T1-T2 to T11-T12) from 33 donors (15 
female / 18 male, mean age 56 years, age range 37-80 
years) were loaded with pure moments of 5 Nm in 
flexion/extension, lateral bending, and axial rotation in 
order to determine the range of motion and the neutral 
zone. Degeneration grades of all single intervertebral 
discs were assessed using a recently developed and 
validated grading scheme for the radiographic 
determination of thoracic intervertebral disc degen-
eration [3] (0 = no, 1 = mild, 2 = moderate, 3 = severe 
degeneration). Statistically significant differences were 
evaluated using the Kruskal-Wallis test with Dunn-
Bonferroni post-hoc correction together with the Mann-
Whitney-U test, each with a significance level of 0.05. 
 
Results 
The investigated specimens exhibited degeneration 
grades between 0 and 2 (Fig. 1). In all six motion direc-
tions, the range of motion significantly decreased for 
grade 1 as well as grade 2 compared with grade 0, 
respectively. The strongest decrease was found in ex-
tension comparing grade 2 with grade 0 (-42%, Fig. 2). 
No significant differences were detected between grades 
1 and 2 in all motion directions. Neutral zone was 
significantly reduced for grade 1 compared with grade 0 
in flexion, extension, and lateral bending, as well as for 
grade 2 in extension, where the strongest decrease of the 
neutral zone was found (-47%). Donor age did not 
significantly affect the range of motion (p > 0.05), 
whereas the range of motion was significantly reduced 
in specimens from male donors (p < 0.05), since the 
mean degeneration grade was significantly increased in 
male donors compared with the female ones (p < 0.05). 
 

 
  

 
  

Figure 1: Exemplary lateral radiographs of different 
thoracic intervertebral disc degeneration grades. 
 

 
 Box-and-whisker plots illustrating the effect 

of degeneration grade on Range of Motion (ROM) of the 
thoracic spine in extension direction. Statistically sig-
nificant differences (p < 0.05) are depicted by asterisks. 
 
Discussion 
The results of this study revealed that already mild 
intervertebral disc degeneration reduces the range of 
motion of the thoracic spine, whereas progressing 
degeneration does not further affect its flexibility. The 
effect of grade 3 could not be evaluated in this study due 
to the lack of appropriate specimens, while a further, 
strong decrease of the range of motion can be assumed, 
since severely degenerated discs do usually not exhibit 
flexible structures. Differences regarding the effect of 
disc degeneration compared with the lumbar spine, 
especially in axial rotation, might be explained by 
morphological differences between thoracic and lumbar 
intervertebral discs or the additional stabilizing effect of 
the rib cage. 
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Introduction 

Adolescent idiopathic scoliosis (AIS) is a deformity of 

the spine which is characterized by a deviation of the 

spinal line in the patient’s frontal plane and an axial 

rotation of the scoliotic curve. This deviation resembles 

a buckling of the spinal column. Spine slenderness 

represents the potential instability of the spine to 

buckling under compressive loads, and it was previously 

shown that AIS patients have more slender spines than 

non-scoliotic subjects [1-2]. However, it is not clear at 

what stage of the progression this difference appeared. 

We hypothesized that an early appearance of 

slenderness could signify a higher risk of progression, 

and therefore it could be an indication for early 

treatment. The aim of this study was to compare 

slenderness between stable and progressive patients, as 

well as with asymptomatic controls. 

 

Methods 

In total, 138 patients and 93 non-scoliotic subjects were 

included. Patients were included at their first exam for 

AIS (Cobb angle: [10- 25°]) and they were followed up 

until skeletal maturity without progression (stable 

patients) or until progression and prescription of brace 

(progressive patients). All subjects underwent standing 

biplanar radiography at inclusion and 3D reconstruction 

of the spine. Vertebral slenderness ratio was computed 

automatically from the 3D model of each vertebra as 𝑟 =

𝐻√𝐴 𝐼⁄ , where H is the vertebra body height, A is the 

average area of the two endplates, and I is the average 

of the smallest second moment of area of each endplate. 

Disc slenderness ratio was computed from the endplates 

of the two adjacent vertebrae. Results are reported as 

median [1st, 3rd quartile]. 

 

Results 

Vertebral slenderness ratio in AIS patients varied 

between 2.9 [2.7; 3.0] (T9) and 3.4 [3.2; 3.6] (T1), while 

disc slenderness ranged from 0.6 [0.6; 0.7] at T6-T7 to 

1.2 [1.1; 1.3] at L4-L5. Slenderness ratio increased with 

age at all vertebral levels (Figure 1, p < 0.001), while 

disc slenderness tended to decrease with age and Cobb 

angle, but only in a few vertebral levels. Slenderness 

was similar between progressive and stable patients at 

all levels (p > 0.05), and also between patients and non-

scoliotic subjects (p > 0.05).  

 

 
Figure 1: Slenderness ratio at vertebral levels by age. 

 

Discussion 

The main hypothesis of this study was not corroborated 

by the results, which suggest that slenderness is not an 

early sign of progression. Nevertheless, this observation 

gives an insight into the development of the pathology: 

while slenderness does not initiate the scoliotic 

deformity, it still increases during the later progression.  

To our knowledge, this is the first study to analyze spine 

slenderness in mild AIS, in standing position, and to 

relate it to the natural history of the patient. Further 

studies should analyze the relationship between the 

progression of the deformity and that of slenderness, but 

also if slenderness is related to the axial plane of the 

deformity, and in particular on the vertebral axial 

rotation and the torque [3]. 
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Introduction 

Ball kick in Soccer is an essential, common, and distinctive 

part of a soccer player’s performance. An analysis of injury 

risk while playing soccer indicated that kicking accounted for 

51% of potential actions that could lead to injury. [1] 

Therefore it is highly important to develop methodological 

techniques that allow researchers to investigate the kinematics 

and of soccer kicks adequately. 

When compared to other highly dynamic tasks, there is a 

notable scarcity in full utilization of 3D motion capture 

systems to analyse soccer kicks. This can be attributed to  the 

difficulty in stimulating a football kick realistically inside a 

laboratory setting, while having cameras safely yet accurately 

cover all angles. Therefore in this study we aimed to 

investigate the inter-session and inter-observer reliability of a 

novel protocol that utilized an indoor stationary kick tool. 

Methods 

5 Subjects were recruited, all with a background of playing 

football at least twice a month. (Age = 25.1 ± 2.8 years, height 

= 178.6 ± 2.30 cm, weight = 72.0 ± 3.94 kg, BMI = 22.6 ± 

0.73 kg/m²)).  The motion analysis session was captured at 

240hz capture frame rate using a 12–infrared camera system 

(Vicon MX-13).  This was combined with a commercial  

training tool (kick  it, USA) that has been additionally 

customized in order to be stable during powerful kick action. 

A previously validated reflective marker protocol for the 

lower limb was used.[2] 

 

Fig. 1: Image (a) shows the customized kick it indoor kicking tool. Image (b) A subject 

in the cocking phase of the kick mid-trial. 

The marker placement protocol was conducted by a total of 

three observers, one principal observer (PO) and two other 

observers (SO). Each subject performed three measurement 

trials on the same day: one conducted by the PO and one 

undertaken by each SO. In each trial the subjects were asked 

to perform an 5 instep kick with their dominant kicking leg.  

Resulting data was exported to Visual3D software (C-motion, 

USA) for analysis of total range of motion(ROM) and peak 

joint angles of pelvis and hip in all movement planes.  

Inter-observer and inter-trial analysis was assessed by 

interclass correlation coefficients (ICC) calculated using a  

two-way mixed effect model with absolute agreement. 

Standard error of measurement (SEM) and minimal detectable 

change (MDC) were also calculated for all parameters. 

 

Fig. 2: the top three graphs represent the total ROM of the hip during one kick cycle , 

while the below three graphs represent it for the pelvic ROM.  

Results and Discussion 

The protocol revealed excellent inter-observer reliability for 

both hip and pelvic total ROM data (ICC = 0.92 - 0.98, SEM 

= 2.04 - 8.01, MDC90 = 6.30 - 16.70), except for total sagittal 

and transverse hip ROM. Total transverse hip ROM 

demonstrated good inter-observer reliability (ICC = 0.78, 

SEM = 6.43, MDC90 = 6.39), while inter-observer reliability 

of total sagittal hip ROM was poor (ICC = 0.32, SEM = 14.26, 

MDC90 = 8.07). Furthermore, hip angular displacement data 

revealed excellent inter-trial reliability for peak hip flexion 

(ICC = 0.96, SEM = 4.06, MDC90 = 9.47), adduction (ICC = 

0.97, SEM = 6.58, MDC90 = 17.73) and external rotation (ICC 

= 0.98, SEM = 6.28, 𝑀𝐷𝐶90 = 20.72). For the remaining peak 

values of the hip, the motion capture protocol demonstrated 

good intertrial reliability (ICC = 0.84 - 0.87, SEM = 5.76 - 

14.84, MDC90 = 7.19 - 17.31). In addition, excellent intertrial 

reliability was found for peak anterior pelvic tilt (ICC = 0.97, 

SEM = 3.31, MDC90 = 8.91) and peak internal pelvic rotation 

(ICC = 0.97, SEM = 7.24, MDC90 = 19.50), while good 

intertrial reliability was found for the remaining peak angular 

displacement values of the pelvis (ICC = 0.80 - 0.89, SEM = 

5.24 - 8.72, MDC90 = 5.93 - 9.10). 

Conclusion 

The results for both the inter-trial and inter-observer measures  

are encouraging for the use of such set up in indoor 3D motion 

analysis of highly dynamic soccer kicks. However the 

incorporation of a target-component could further improve 

reliability measures for hip sagittal ROM.  
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Introduction 

Dancing is an increasingly popular competitive and 

recreational sport with high injury potential: In a study 

among dancers competing at international level, 69 % 

reported injuries within 12 months [1]. The most 

common sites of injuries and pain are the neck, lower 

back and lower extremities [1,2]. The majority of 

dancers do not include any supplementary training apart 

of dancing [2]. Latin American Dancing is usually 

practiced in high-heeled shoes and with a specific 

technique. In order to gain insights for injury prevention, 

the influence of two important factors - footwear and 

level of proficiency - on joint kinematics and loading in 

the lower extremities was investigated on the example 

of basic Rumba dance steps. We hypothesized to find 

higher joint loadings in the lower extremities with 

higher level of proficiency. 

 

Materials and Methods 

Participants were female dancers from Viennese 

competitive dancing clubs of either the lowest (D-class, 

N=8) or one of the two highest (A/S-class, N=6) 

performance classes of the Austrian competition system. 

A 3D motion capture system (Vicon, Oxford, UK) was 

used to collect marker trajectories of the lower 

extremities, ground reaction forces and 

electromyography data. Basic Rumba dance steps were 

collected barefoot (BF) and with two different dance 

shoes (latin shoes (LS), with approx. 6.5 cm, and 

training shoes (TS) with approx. 4 cm heel height). 

Based on the experimentally collected data, 

musculoskeletal simulations were perfomed in 

OpenSim to calculate joint angles and joint contact 

forces (JCF) in hip, knee and ankle joints. The range of 

motion (ROM), mean joint angles and peak resultant 

JCF during the stance phase of the movement were then 

compared using mixed factorial analysis of variance 

(ANOVA) and Bonferroni-adjusted post-hoc analysis. 

 

Results 

ANOVA revealed several significant main effects of 

both shoe height and performance class on joint angles 

and JCF. One of the most interesting results were the 

effects of performance class in the movement of a 

checked forward walk and will therefore be discussed in 

detail in this abstract. 

Mean joint angles over the stance phase were 

significantly higher in pelvis list (p = .004, MDiff = 

8.347°, 95%-CI [3.341, 13.354]) and outward hip 

rotation (p = .003, MDiff = 17.768°, 95%-CI [7.818, 

27.718]) for A/S-class compared to D-class when 

dancing with LS (Figure 1). Furthermore, dancers of 

A/S-class experienced higher peak hip JCF compared to 

D-class when wearing LS (p = .002, MDiff = 5.927 

[xBW], 95%-CI [2.714, 9.14]). 

 

 
Figure 1: Joint angles (left) and JCF (right) in the left 

leg over % of stance phase, mean (solid line) ± one 

standard deviation (shadowed) for A/S-class (blue) and 

D-class (red) in LS, horizontal lines denote means over 

the stance phase for joint angles and maxima for JCF 

 

Discussion 

In agreement with our hypothesis, we found increased 

JCF in dancers with a higher level of proficiency 

compared to novice dancers. The higher peak JCF were 

likely caused by the increased mean joint angles used by 

professional dancers. This more-pronounced movement 

pattern might be used by referees to judge the esthetics 

of the dance movements. 

The JCF from our dance simulations were higher 

compared to JCF experienced during normal walking 

[3,4]. Considering that professional dancers train several 

hours per day, the increased JCF and musculoskeletal 

loading in general might be the reason for dance-related 

injuries.  

In conclusion, we quantified joint kinematics and joint 

loading during dancing. Our findings can be used to 

design dance-specific supplementary training programs 

or dance shoes with the aim to prevent injuries in the 

long run. 
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Background 
Fast bowlers in cricket are required to generate high ball 
release speeds, reaching up to 45 m s-1, to minimize the 
available response time of the batsman. To generate 
such ball speeds, fast bowlers must coordinate the body 
segments in an approximate proximal to distal sequence 
to achieve certain body postures at critical points in time 
[1]. One such critical time is when maximum braking 
ground reaction forces are applied at the centre of 
pressure of the front foot. Coaches generally 
recommend a fully extended front leg at this instant in 
order to maximize the use of the ground reaction braking 
forces [2], which propel the upper body segments as 
they rotate about the front hip joint [3]. However, in this 
study we posit that the V-spine angle is a functional 
variable that quantifies one of the key postural 
configurations in fast bowling that is more strongly 
linked to the ground reaction braking forces. The V-
spine angle is calculated about the flexion-extension 
axis of the joint coordinate system. (Figure 1). We 
hypothesise that the more obtuse V-spine angles are 
correlated with the braking component of ground 
reaction forces to enhance the transfer of momentum 
from the run-up to the upper body segments. 
 
Methods 
Fifteen young fast bowlers (17.1 ± 1.4 years) were 
recruited from Cricket NSW. A Cortex Motion Analysis 
System (Version 1.0, Motion Analysis Corporation Ltd., 
USA) was used to capture the three-dimensional (3D) 
motion (200Hz) and force plate (1000 Hz) data from 6 
bowling trials. Each bowler was instructed to bowl at 
maximum effort and pitch the ball within a ‘good length’ 
area demarcated by two white lines, 13 m and 19 m from 
the stumps at the bowler’s end. The kinematic data were 
smoothed at a cut-off frequency of 15 Hz using a fourth-
order Butterworth filter before being used as input to a 
3-D full body model of the human body using Visual3D 
software (Version 6, C-Motion, Germantown, MD).     
An X-Y-Z Cardan sequence of  rotation  was  used  to  
express  the  V-spine angle (lumbar spine segment 
relative to front shank) in relation to the flexion-
extension joint coordinate axes. Other variables 
calculated were the front shank angle with respect to 
global sagittal plane (front shank angle GL), front knee 
flexion-extension angle, the ratio of braking to vertical 
ground forces (GRF ratio), and the ball speed. IBM 
SPSS (Version 26.0) was used to calculate Pearson 
product-moment correlations between V-spine flexion 
angle and front shank angle, knee extension angle and 
GRF ratio, and front shank angle and GRF ratio – all 
calculated at the instant of maximum braking ground 
reaction force on the front foot. 

Results 
A strong significant relationship was shown between the 
V-spine and the GRF ratio (r = 0.631, p < 0.001), 
whereas the correlation between front knee extension 
angle and GRF ratio was not significant (p = 0.184). V-
spine angle was strongly correlated with the front shank 
angle GL (r = 0.800, p < 0.001). In turn, the front shank 
angle was strongly correlated with the GRF ratio (r = 
0.722, p < 0.005). V-spine angle was not significantly 
correlated with ball speed. 
 

 
 
Figure 1: A V-spine flexion angle is calculated between 
lumbar spine and front shank about the flexion-
extension axis of the joint coordinate system. 
 
Discussion 
The preliminary data suggests that the V-spine angle is 
a good predictor of ground reaction braking forces in 
bowling. Coaches who subscribe to the method of 
increasing braking forces during delivery stride may 
observe the obtuseness of the V-spine angle in bowlers 
at the time of maximum GRF. However, it is premature 
at this stage to advocate this as a universal coaching 
measure. Ball speed was not significantly correlated 
with V-spine angle, but the small size of the sample, and 
the variance in ball speeds may have reduced the power 
of this statistic. More research on the V-spine angle 
using larger samples is strongly recommended. 
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Introduction  
 

Asphericity of the femoral head/neck junction, i.e. cam 

morphology, is a common imaging finding in active 

individuals [1]. During activities involving repetitive 

hip flexion and high impact loading, like sprinting, cam 

morphology can lead to hip pain and femoroacetabular 

impingement syndrome (FAIS) [1]. However, it is 

unclear why many athletes with cam morphology 

remain asymptomatic despite frequent participation in 

high impact activities [2]. This study aimed to compare 

the magnitude of hip contact force (HCF) during 

sprinting between individuals with FAIS, asymptomatic 

cam morphology (CAM), and healthy controls without 

symptoms or cam morphology (control). Since the 

anterior region of the acetabular cartilage is most often 

damaged in individuals with FAIS [5], a secondary aim 

of this study was to determine the phase of the gait cycle 

with the largest anteriorly directed HCF. 

 

Methods  
 

Participants (n=47) were divided into three groups 

(FAIS, n=14; CAM, n=15; control, n=17) based on hip 

symptoms, clinical presentation, and alpha angle (FAIS 

and CAM groups >55º; control group <55º). Three-

dimensional motion capture, ground reaction forces, and 

electromyograms (EMG) from 12 lower limb muscles 

were recorded during two 10-metre overground sprints. 

Hip angles, hip moments, and moment arms from 40 

muscle-tendon units (MTU) were estimated using 

linearly scaled musculoskeletal models in OpenSim [3]. 

A calibrated EMG-assisted neuromusculoskeletal 

model [4] was used to simulate musculotendon 

dynamics and estimate individual MTU forces which 

were used to calculate HCF in OpenSim. The resultant 

and component HCF magnitudes (normalised to body 

weight, BW) were compared between groups using 

statistical parametric mapping. Time-variant HCF were 

compared between groups using a independent sample 

t-tests via statistical parametric mapping (p<0.05). 

 

Results  
 

There were no between-group differences in running 

speed (5.6-5.8 m/s). No significant differences in 

resultant and component (inferior-superior, anterior-

posterior, and medio-lateral) HCF were observed 

between FAIS and CAM (mean difference [95% CI] = 

0.55BW [-0.71 to 1.82]) or FAIS and control (0.05BW 

[-1.10 to 1.19]) groups at any phase of the gait cycle 

(Figure 1). The largest anteriorly directed HCF were 

observed during early swing (mean [95%CI]; 

FAIS=10.8 BW [10.1 to 11.6]; CAM = 11.5 BW [8.9 to 

14.2]; control = 10.0 BW [8.5 to 11.5]). 

 

 
Figure 1: Ensemble averages (±95% confidence 

intervals) of hip contact force components during a 10-

metre sprint for individuals with femoroacetabular 

impingement syndrome (FAIS, solid), asymptomatic 

cam morphology (CAM, dashed), and asymptomatic 

individuals without cam morphology (control, dotted). 

Vertical dotted line represents foot contact. 

 

Discussion 

 

Individuals with FAIS sprint with similar HCF 

compared to asymptomatic individuals with and without 

cam morphology. The largest magnitude of anteriorly 

directed HCF during sprinting occurs during early swing 

which could represent a potential mechanism for the 

development cartilage damage in individuals with FAIS. 

These results may help explain why sprinting is more 

often reported as painful compared with submaximal 

running, a task where peak HCF are posteriorly oriented 

[6] 
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Introduction 

Limiting motion around the string release instant is 

decisive for performance in archery [1]. Indeed, the 

string release changes the {archer + bow} system 

dynamics maintained during the aiming phase, to propel 

the arrow towards the target. Not taking these dynamics 

into account may compromise the archer’s postural 

stability and consecutively reduce his/her performance. 

For efficient upright balance control associated with 

voluntarily initiated movements, humans integrate the 

consequences of the forces they will create into the 

motor command to ensure postural stability [2]. When 

the movement initiation instant is predictable, humans 

can time coordinated motor sequences, called 

Anticipatory Postural Adjustments (APA), to limit the 

mechanical consequences of the forthcoming movement 

on balance [3]. Particularly, the mechanical 

consequences of these muscles contractions can be 

observed through the displacement of the center of 

pressure (COP) that occurs before movement onset.  

Elite archers are likely to have mastered the mechanical 

perturbation consecutive to string release. Hence, we 

hypothesized that their APA would be finely 

coordinated with string release, to limit detrimental 

effects on postural stability and maximize performance. 
 

Material and Methods 

Standing on two force plates (Kistler) sampled at 1000 

Hz, 6 French international level archers (3M, 3F) shot 

18 arrows, at the 70m Olympic distance in an indoor 

range. The score of each arrow was collected. 

A high-speed camera (Photron), synchronized with the 

force plates, captured each shot at 1000 fps, and was 

used to identify two instants: the clicker falling time 

(CFT) and the clicker reaction time (CRT). The CRT is 

the onset of the string release. The archers’ reaction time 

was the duration between CFT and CRT.  

Postural stability was characterized using the COP 

trajectory in the mediolateral (ML), i.e. the shooting, 

direction. On each trial, we observed a backward COP 

movement, starting after CFT (Fig. 1). The onset of the 

COP backward movement (t0), its maximal backward 

amplitude (𝐶𝑂𝑃𝐴) and peak velocity (𝐶𝑂𝑃𝑣) were 

computed. If t0 preceded CRT, an early postural 

strategy was identified, whereas if it occurred after CRT, 

a late postural strategy was identified. For comparison, 

COP trajectories were normalized by the archers’ 

reaction time. Scores, 𝐶𝑂𝑃𝐴 and 𝐶𝑂𝑃𝑣 were compared 

between early and late strategies using a Welch’s t-test, 

with p < 0,05 for significance. 
 

Results and Discussion 

The mean reaction time was 146 ± 11 ms after CFT, 

which is consistent with previous studies [4]. 

All archers used both strategies, but they mainly used 

the early one (73 ± 8% of their shots). The average t0 

for the early strategy was 16 ± 23 ms after CFT, while it 

was 11 ± 14 ms after CRT for the late strategy. Such 

short duration between t0 and CFT or CRT, alongside 

their low variability, suggest that elite level archers 

anticipate the forthcoming perturbation and are able to 

finely coordinate the display of their APA with these 

two specific instants during a shot. 
 

 
Figure 1: COP in the ML axis.  
 

No statistical differences were found between the two 

strategies for 𝐶𝑂𝑃𝐴 and 𝐶𝑂𝑃𝑣 (Tab. 1). These results 

indicate that both strategies were identical from a 

biomechanical standpoint, but only displayed at two 

different moments in time. Additionally, despite slightly 

higher scores for the early shots, no performance 

difference was found between the two strategies. Thus, 

having a later APA does not seem to negatively affect 

scores in elite level archers. 
 
 

 early late p 

scores   9,2 ± 0,8   9,0 ± 0,9 0,17 

𝐶𝑂𝑃𝐴 (mm) 21 ± 7 20 ± 9 0,54 

𝐶𝑂𝑃𝑣 (mm/s) 205 ± 85 209 ± 92 0,60 

Table 1: Compared indicators between strategies  
 

Conclusion 

Our findings suggest that elite level archers have 

automatized the perturbation caused by the string 

release and minimize its consequences on postural 

stability using a postural strategy finely coordinated 

with either the clicker falling time or the string release, 

with no differences in performance. 
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Introduction  
Improving joint stabilization during high-impact tasks 

plays a key factor to be accounted for in training 

programs that increase muscle coordination and 

strength. In addition to this, knowledge about how joint 

kinematics and muscle forces affect knee joint loading, 

whilst performing ballistic tasks remains scarce. The use 

of computational modeling allied with non-invasive 

experimental techniques to study injury mechanisms is 

an advantageous approach. To this end, the main 

purpose of this study is the identification of the main 

muscle contributors to the bone-on-bone forces exerted 

at the knee joint whilst performing a maximal forward 

braking and backward acceleration in elite athletes. 

 

Methods 

Fourteen elite male team-sports injury-free athletes 

participated in this study (age: 22 ± 4 years, height: 185 

± 4 cm, weight: 77 ± 11 kg). Kinematic and kinetic data 

were collected using 8 infrared cameras (Qualisys) 

working at a frequency of 300Hz and 2 force plates 

(Kistler). Muscle and joint contact forces were attained 

through OpenSim [1]. The musculoskeletal model was 

manually scaled to match each subject’s anthropometry. 

A residual reduction algorithm (RRA) step was used to 

minimize errors related to kinematic inconsistencies and 

modelling assumptions. Muscle forces were estimated 

using a Computed Muscle Control (CMC) optimization 

technique. The forces obtained from CMC and the 

adjusted kinematics from RRA were used for this 

analysis. Muscle contributions to the bone-on-bone 

forces were estimated based on [2]. 

 

Results 

The main muscle contributions in relation to the knee 

bone-on-bone forces are given in Figure 1. Results for 

this task contain the contact phase and can be divided 

into two distinct stages: a braking stage, where the body 

decelerates by dissipating energy, and a backward 

acceleration phase, where a change in direction occurs. 

 
Figure 1: Main muscle contributions to knee bone-on-

bone forces along all three direction, during both the 

deceleration and backward acceleration phases of this 

task. 

 

Discussion 

As expected from this task, the joint reaction forces at 

the knee are the highest along the A/P direction, being 

applied anteriorly on the tibia. These forces along the 

fore – aft direction recorded at the knee, are related to 

the fact that the muscles that exerted the most force in 

this task, vasti, are inserted in this joint. In addition to 

this, the hamstrings act as a minor contributor to the 

anterior bone-on-bone forces. Compressive forces along 

the vertical directions are applied at the knee joint. Once 

again, compressive force contributions by the vasti are 

also predominant. Slight contributions by the soleus are 

also of note. Along the mediolateral direction, at the 

knee joint, the medial bone – on – bone forces are key 

to the realization of the task, as they help maintaining 

the knee in a neutral position. Along this direction, the 

vasti are the main contributors. The results of this work 

present a preventive approach to understand the injury 

mechanisms of knee injuries during deceleration tasks. 
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Introduction 

In multi-segment movements the relationship between 

the external applied force and the velocity of the whole 

body or limbs (F-v) has often been shown to be quasi-

linear [1].  Bobbert [2] attributed the quasi-linearity of 

the observed F-v relationship between applied force and 

instantaneous endpoint velocity at a fixed point (80% of 

leg length) in a simulated leg press task to the effects of 

segmental dynamics since the underlying torque-

velocity (T-v) relationship remained convex.  In other 

tasks where linearity of the F-v relationship has been 

observed, such as loaded squat jumps [3] the force used 

to establish the F-v relationship was not the load carried 

by the athlete, but the normal reaction force at the feet, 

which represents the force necessary to match the 

applied load, plus the force required to overcome the 

system inertia.  Furthermore, the calculated force and 

velocity values were not measured at a particular instant 

but time-averaged over the push-off phase.  Hence, the 

aim of this study was to simulate loaded squat jumps 

with a two-segment torque-driven computer model, 

sequentially adding torque-angle (TAV), and activation 

rate (Act) components to the torque-angular velocity 

(TAV) component of the torque generators to establish 

how each of these factors affect the shape of the time-

averaged F-v relationship. 

 

Methods 

A two-segment rigid body planar computer model was 

constructed in Simscape Multibody (R2021a, 

Mathworks, MA, USA) to simulate a weighted squat 

jump.  The two segments represented the shanks, and the 

thighs, with the mass of the combined head, arms, and 

trunk (HAT) plus additional mass representing a 

weighted barbell added as a point mass at the hip.  The 

hip joint was constrained to move vertically, directly 

above a fixed ankle joint, resulting in only one degree of 

freedom in the model, the knee joint angle.  The model 

was actuated by a torque generator at the knee joint 

representing the knee joint musculature.  Model 

parameters were taken from Allen et al. [4].  Three 

versions of the torque generator were used: the first 

(Model 1) had only a TAV component; the second 

(Model 2) had TAV and TA; and the third (Model 3) had 

TAV, TA, and Act.  Simulations began with an initial knee 

angle of 90° and ended when the ground reaction force 

(GRF) decayed to zero.  Initial activation levels in 

Model 3 were chosen to ensure a static starting position.  

Simulations were run with additional masses ranging 

from 0 kg to 160 kg (the maximum mass at which all 

models were able to complete the movement) at 10 kg 

intervals.  The vertical velocity of the system centre of 

mass (CoM) and the vertical GRF were time-averaged 

over the simulation and least squares 2nd order 

polynomial regression lines were fit to the data to obtain 

force-velocity (F-v) relationships. 

 

Results 

The F-v relationship was convex when the torque 

generator contained only a TAV component, the addition 

of a TA component resulted in a less convex F-v 

relationship, and the addition of the Act component 

resulted in a slightly concave F-v relationship 

(Figure 1).  

 

 
Figure 1: Force-velocity relationships for the three 

models with associated regression lines. 

 

Discussion 

The F-v relationship observed when the torque 

generator contained only a TAV component was convex 

but less so than the underlying T-v relationship, because 

of the dynamics of the system [2].  The addition of a TA 

component resulted in a less convex relationship due to 

a reduction in convexity in the T-v relationship.  Lastly, 

the addition of Act component resulted in a slightly 

concave F-v relationship due to the resulting quasi-

linearity of the underlying T-v relationship.  It can be 

concluded that, in addition to the system dynamics, the 

torque-angle relationship and activation rate contributed 

to a reduction in the convexity of the T-v relationship 

and therefore are likely to contribute to the quasi-

linearity of the F-v relationship observed in loaded squat 

jumps in vivo [3]. 
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Introduction 

Many non-contact ACL injuries occur during sports 

movements in response to an external, unanticipated 

stimulus [1]. Physical fatigue may also affect lower limb 

mechanics related to non-contact ACL injuries [2]. 

Additionally, lower cognitive ability has been 

demonstrated to be a risk factor for ACL injury during 

unanticipated movements [3]. However, no study has 

been conducted to understand the potential relationship 

between fatigue-induced changes in knee mechanics and 

cognitive function. Therefore, this study aimed to 

analyze how the changes between baseline and post-

fatigue cognitive performance relate to fatigue-induced 

knee mechanics during unanticipated landing. 

 

Methods 

Twenty-two athletes (22±3 years; 69±12 kg; 176±11 

cm; 8F/14M) completed four computer-based cognitive 

tests in a randomized order, targeting reaction time (RT) 

and attentional control (AC). After performing maximal 

vertical jumps (MVJ) taken as reference, they performed 

a jump-land-jump task from a 30-cm box, recorded with 

a marker-based motion capture system [4]. After 

contacting force plates, participants jumped in a 

secondary direction (straight-up, 45° to dominant or 

non-dominant side) based on unanticipated visual cues. 

Then, participants completed rounds of a fatigue 

protocol including countermovement jumps (CMJ), 

step-ups, squats, and a 5-10-5 agility drill, until CMJ 

height decreased below 85% of MVJ height [5]. 

Afterward, they repeated the jump-land-jump task and 

the four cognitive tests. Only straight-up trials were 

included in this analysis. Peak knee flexion (pKFA) and 

abduction (pKAbA) angles and peak external knee 

abduction moment (pKAbM) were computed for the 

dominant limb within 50 ms after initial contact and are 

all presented as positive. pKAbM was normalized to 

participant height and weight, and then transformed 

using natural logarithms, ln(pKAbM). Averaged RT and 

AC test performance scores provided baseline and post-

fatigue composite scores for each domain. Paired t-tests 

tested for differences between baseline and post-fatigue 

values for RT and AC. Change scores (Δ) were 

computed for the biomechanical and cognitive variables 

as the difference between the post-fatigue and the 

baseline values. ΔAC and ΔRT were entered as 

candidate continuous predictors for ΔpKFA, ΔpKAbA, 

and Δln(pKAbM) in three stepwise regression models, 

and standardized regression coefficients (βstd) were 

computed. Significance was set to α=0.05 for all 

statistical tests. 

Results 

Post-fatigue RT scores increased (p<0.001, 323 ms vs. 

339 ms) and AC decreased (p<0.001, 96.4% vs. 93.2%) 

compared to baseline values. Stepwise regression for 

ΔpKAbA revealed a significant relationship with ΔAC 

(p=0.037, βstd=0.826; Figure 1). Standardized model 

residuals identified an influential point for ΔpKAbA 

(>4°), and regression analysis was repeated with 

omitting this point. The follow-up analysis confirmed 

the relationship with ΔAC (p=0.003, βstd=1.015) and 

suggested an association with ΔRT (p=0.038, 

βstd=0.658). ΔpKFA and Δln(pKAbM) yielded no 

significant interactions with cognitive change scores. 

Figure 1: regression analysis between ΔpKAbA and 

ΔAC. The influential point is highlighted in red. 

 

Discussion 

The cognitive performance declined for RT and AC 

after the fatigue protocol, supporting a plausible effect 

of physical fatigue on cognitive function. ΔpKAbA 

significantly correlated with ΔAC, with a worsened 

post-fatigue AC corresponding to smaller fatigue-

induced knee abduction angles. Individuals who 

maintained a similar AC performance after the fatigue 

protocol also showed riskier knee mechanics when 

fatigued. Additionally, after removing the influential 

point, ΔRT revealed a relationship: a worse cognitive 

performance (higher reaction time increases) resulted in 

increased knee abduction angles after the fatigue 

protocol. The present results demonstrate that cognitive 

function may mediate fatigue-related changes in 

established biomechanical risk factors for ACL injury. 
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Introduction 
Sustained isometric strength of the forearm muscles is 
determinant of success in climbing [1], therefore, 
training protocols involving arm lock-off in hangings 
are frequently practiced to enhance this capacity [2, 3]. 
Finger tendons kinetics have been previously estimated, 
however, the transmission of moments and forces across 
the arm is still unknown. Considering that 14% and 30% 
of climbers have already been affected by elbow 
injuries, depending on the climbing modality and level 
of experience/performance [4], understanding the 
biomechanics of specific exercises applied in climbing 
training programs could contribute to improve the 
quality of protocols and mitigate sources of injuries. 
Thus, the present study aimed to describe upper limb 
joint moments and muscle activations involved in 
isometric finger hangs with 3 different elbow flexion 
angles. 
 
Methods 
Four experienced climbers were recruited (28±4.6 
years; 175±10.6 cm height; 71±10.6 kg weight, 16.5±4 
IRCRA scale) to perform 5 seconds –finger hang in 20 
mm-depth hold, open crimp, in 3 different conditions: 
elbows flexed at 90°, 135° and 180° (fully extended). 
Electromyography (EMG) of the superficial finger 
flexor muscles were recorded with a wireless EMG 
system (Cometa, Milan, Italy). Additionally, upper body 
kinematics were captured with a 3D motion system 
(Vicon, Oxford, UK). We scaled the ARMS model [5], 
which is an upper limb musculoskeletal model, to the 
anthropometry of each participant based on the surface 
markers. Afterwards, we calculated joint kinematics and 
joint moments using OpenSim [6]. EMG data was band-
pass filtered, demeaned, rectified, low-pass filtered and 
amplitude-normalized to maximum voluntary 
contraction trials. Peak elbow and shoulder joint 
moments, and peak EMG signals were compared 
between the three conditions. 
 
Results 
The joint moments (mean± std, Nm/kg) in the elbow and 
in the shoulder were higher when climbers perform 
finger hangs with the elbow flexed at 90º (2.3±0.6 for 
elbow flexion, 1.1±0.7 for shoulder elevation, 1.1±1.6 
for shoulder rotation) and 135º (1.4±1, -0.1±0.7, 
0.5±1.1), respectively, compared to its full (180º) 
extension (-0.1±1.3, 0.2±1.2, 0.4±0.5). Muscle 
activations (%MVC) of the finger flexors did not differ 

between the three different conditions (1±0.6, 1.1±0.8, 
1.1±0.6 for 90º, 135º and 180º, respectively). 
 
Discussion 
Our study showed that increasing elbow flexion in the 
performance of finger isometric hangs does not increase 
the muscle activation of the finger flexors. Additionally, 
flexed elbow positions during fingers hangings 
increased the joint moments at the elbow and shoulder 
joints, which, at long term, can be a source of pain 
and/or injury for climbers. Our results add information 
on previous reports about particularities of developing 
finger force capacity for climbers [7], which have 
described that finger force capacities decrease when 
elicited during more complex upper body movements. 
 

 
Figure 1: Elbow (a), shoulder (c and d) joint moments 
(Nm/kg), and EMG (% of MVC) of the fingers flexor 
during isometric open crimp finger hangings with 
elbows at 3 positions: flexed at 90º, 135º and fully 
extended (180º). 
 
Although the present results are initial, therefore, 
exploratory, they indicate important and applicable 
information for training guidelines. Isometric finger 
hangings with straight arms are efficient for training 
finger flexor force capacities and concomitantly less 
stressful for the elbow and shoulder joints. 
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Tracking player positions has increasingly become 

popular in game sports for tactical analyses and training 

load regulations. Although local positioning systems 

(LPS) were reported to be superior to GPS and video-

based systems [1], data differentiated in the time-

domain (i.e., speed and acceleration) were reviewed 

critically [2]. The objective was to assess the accuracy 

of a new LPS for speed and acceleration in dynamic 

movements, common to game sports. 

 

Time-series and peak speed, acceleration, and 

deceleration were compared between concurrently 

collected data via LPS (50 Hz) and Vicon (100 Hz) data 

during 10 repetitions of linear, curved, triangle, and 

shuttle running in low and high intensity (n=80). Data 

processing followed the developer guidelines, filtering 

after residual analyses, and synchronization via time-

shift until the minimum error was reached [3]. 

Concordance correlation coefficients (CCC), percentage 

root mean square errors (RMSE), Bland-Altman plots, 

and analyses of variances were provided. 

 

CCC were 0.893 (time-series speed), 0.816 (time-series 

acceleration), 0.923 (peak speed), 0.486 (peak 

acceleration), and 0.731 (peak deceleration). RMSE 

were larger in time-series acceleration (14.4±3.8%) than 

speed (12.0±5.8%) (η2=0.472, p<0.001) and larger in 

peak acceleration (28.0±14.3%) and deceleration 

(25.1±14.9%) than in speed (7.3±6.1%) (η2=0.091, 

p<0.01). RMSE were also larger in high intensity 

compared with low intensity for time-series speed and 

acceleration as well as peak acceleration and 

deceleration (0.064≤η2≤0.475, p<0.05), but not 

significantly for peak speed (η2=0.029, p=0.149). 

Bland-Altman plots including 95% limits of agreement 

and Spearman correlation results for trendlines were 

depicted in Figure 1. 

 

Strong concordance and smaller errors in time-series 

speed and acceleration as well as peak speed suggested 

that the tested LPS can be used for applications when 

entire time-series data are required (e.g., for energy 

expenditure estimation via acceleration) [4] and when 

peak speed serves as a performance identifier (e.g., for 

determination of intensity zones) [5]. In consideration of 

previous studies [2], the current accuracy of both time-

differentiated time-series was very promising. However, 

serious deficits were found in peak acceleration and 

deceleration, comparable with previous findings [6]. 

The data suggested a lacking ability of the LPS to detect 

these peaks accurately with increasing magnitude of the 

true values. Acceleration data should be used with 

caution if peak values play a crucial role in the intended 

analyses (e.g., determining performance via peak 

values). Corroborated by others [7], this should be 

considered especially for very dynamic movements as 

errors increased in high intensity. 

 

Figure and Tables 

 
Figure 1: Bland-Altman plots of differences in peak 

speed, acceleration, and deceleration between LPS and 

Vicon including 95% limits of agreement (95% LoA) 

and Spearman correlation (r) for trendlines; derived 

from [8]. 
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Introduction 
In 10-ball billiards [1], the break is the first stroke, 
which is usually executed very powerfully with the aim 
of sinking a ball, as this allows to continue playing by 
executing the following shot also. Like any other stroke, 
it can be divided in time by the timing of the back 
reversal, the impact and the front reversal. We 
hypothesized that with hard breaks there is a tendency 
towards a sequence of movements characterized by a 
kinematic chain of joints involved.  
 
Methods 
22 elite players played series of two different breaks 
(one from the middle, one from the left wing using two 
different cues (breaker) and house cue) targeting at 
maximum velocity [2]. 3D-kinematics were obtained 
using a Vicon motion analysis system comprising 8 
cameras (6pc. MX13, 2pc. MX40) operating at 250 Hz. 
24 markers were attached to each player applying an 
adapted upper body model (modified golem) in order to 
reconstruct angular motions in shoulder, elbow and 
wrist joints (cf. Figure 1) and to determine stroke 
parameters velocity of the cue at impact, cue elevation 
angle and height of impact point. An uniaxial 
accelerometer (8772A10, Kistler) was mounted on the 
cap of the cue in order to capture longitudinal 
acceleration at 5kHz. In particular, time courses of 
angular velocities were determined. From the local 
maximum values of the angular velocities and the 
respective timing typical motion patterns were identified 
and contrasted with the cue velocities at impact. 
 

 
 
Figure 1: Shoulder, elbow and wrist joint at instant of 
back reversal.  
 
Results 
No significant differences were found for cue impact 
velocity or acceleration (Table 1) with regard to cue type 
and position.  
At all trials, the instant of maximum cue velocity 
coincided with the impact event. Moreover, positive 

acceleration of the cues until the impact could be 
observed (Table 1).  
 

  BM BL HM HL 
  v mean 6,275 6,165 6,063 6,177 

std.dev. 0,359 0,423 0,307 0,323 
a mean 4,141 3,955 3,656 3,918 

std.dev. 2,119 2,147 1,853 2,309 
Table 1: Cue velocity v [m/s] and acceleration a [m/s2] 
at impact for shots with breaker (B) and house cue (H) 
from the middle (M) and left wing (L) position. 
 
Time course analysis of the angular velocities in the 
investigated joints (cf. Table 2 for selected values) 
revealed a variety of individual shot techniques 
including features for the identification and 
classification of movement patterns (i.e. timing 
sequence of local maxima/minima, joint contribution, 
backswing characteristics).  
 

 Wrist 
abduction 

Elbow 
flexion 

Shoulder 
flexion 

mean 50,843 34,890 431,431 
std.dev. 77,683 180,617 183,092 

Table 2: Angular velocities[°/s] at impact for shots with 
breaker cue (B) from the middle.  
 
Shots with highest velocities showed one local 
maximum of the angular velocity in the elbow joint just 
before and one after the impact, maximum angular 
abduction velocity in the wrist joint just before, at or 
immediately after impact and highest angular flexion 
velocity in the shoulder joint just before or at impact. 
 
Discussion 
Even at elite level there seems to be a high degree of 
individualization of the movement patterns for 
performing the break. This confirms observations made 
in the analysis of other elementary shot techniques [2-
4]. Particular movement patterns, which can be 
categorized by making use of certain kinematic features, 
may result in high cue velocities at impact. Successful 
shooting strategies might thereby be identified, even 
though individual differences need to be considered.  
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Introduction 

While friction performance has been of main interest in 

the safety footwear industry for a long time, the recent 

emergence of trail running has required sports footwear 

manufacturers to design shoes with adapted grip 

performance.  

Physics-based computational models of shoe-floor 

friction have already been developed [1], however, very 

few have addressed trail shoe friction in wet conditions. 

The objective of this study was to develop a tool which 

could predict friction performance of trail running shoes 

on wet hard surfaces. 

 

Methods 

As previously correlated to user field tests in an internal 

study, the standardized SATRA test [2] on a wet quarry 

tile was used to obtain experimental measurements of 

the coefficient of friction (COF) of the shoes. Four lug 

configurations were tested with two different rubbers 

(Figure 1). 

 

  
Figure 1: Different lug and rubber configurations tested 

both experimentally and with simulation 

 

The roughness profiles and material properties of the 

two rubbers and quarry tile surface were used to create 

a microscopic-scale finite element (FE) model. The 

output of this model was the COF as a function of 

pressure for each of the two rubbers, which was then 

used to define a contact friction in a macroscopic-scale 

FE model. This macroscopic model simulated the 

experimental conditions of the SATRA test. Seven 

simulations were run, and the results were then 

compared to the experimental SATRA COF values. 

 

Results 

The simulated COF values were compared to the 

experimental SATRA COF values to evaluate the 

validity of the model. As shown in Figure 2, the 

simulated and experimental COF values were 

significantly linearly correlated (p < 0.05, R² = 0.792). 

 

 
Figure 2: Simulated COF vs. experimental COF 

 

Discussions 

Similarly to Moghaddam et al.’s multiscale model for 

safety footwear [1], a multiscale FE model of grip 

performance of trail shoes was developed for wet 

conditions. The significant correlation between 

simulated and experimental data showed that the model 

can be used to predict the effect of lug configuration and 

material properties on grip performance.  

The effects of adhesion and hydrodynamic pressures 

were considered as negligible in this model. Modelling 

water interaction with the outsole could allow for 

enhanced predictions. Additionally, pressure paper was 

used to compare the experimental contact area with the 

simulated contact area of each shoe, and a few 

discrepancies were observed. A minimization of the 

differences between real sole prototypes and idealized 

CAD sole shapes might improve the correlation further. 
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Introduction 

The collective tactical behavior in futsal can be 

successfully captured by metrics based on positional 

data, one of which is the space control of each player 

[1]. The classic approach to space control involves the 

computation of Voronoi diagrams. It can be viewed as 

assigning dominance over a given location on the pitch 

to the player who could reach that location first. The 

assumptions in players’ movement models should 

carefully consider the dynamical characteristics of 

players (human) displacement during their performance 

in a match. Previous studies have proposed and reported 

approaches to determine dominant regions in team 

sports [2], as well as the dynamics in the interaction of 

such areas, in particular phases of a game [3]. However, 

there is still a gap in the understanding of how these 

models of players’ motion affect the analysis of 

variables related to space control. The present work 

aims to verify how a linear and non-linear measure of 

space control are affected by four different players’ 

motion models. 

 

Methods 

Position and acceleration data of players during one 

official futsal match was obtained using the WIMU® 

system (RealTrackSystems, Almería, Spain), at 30 and 

100 Hz, respectively. The raw position data was re-

sampled and smoothed using the LOESS method, while 

the acceleration was filtered using a 4th order 

Butterworth low-pass with a cut-off frequency of 6 Hz. 

These procedures were defined by spectral and residual 

analysis. Four motion models for the calculation of 

space control were tested, assuming: (a) constant and 

equal velocity between players, set as the mean velocity 

mathematically derived from players position in the 

match, referring to classic Voronoi diagrams; (b) 

constant and equal mean team acceleration; (c) constant 

acceleration, but determined as the maximal individual 

value found for each player during the match; and (d) 

constant acceleration, but determined as the mean 

individual value for each player during the match. These 

models were calculated using dedicated codes 

developed in Python, solving the respective equations of 

motion and numerically computing the controlled space 

as area integrals. The mean space control and the 

Approximate Entropy (ApEn) were then computed for 

every player and compared across the four models using 

boxplots. 

 

Results 

When controlled space (m²) is averaged per player over 

the duration of the game, there is no significant 

difference between the four motion models (median 

[C.I.] = 73.54m² [70.08 – 77.00] for (a), 74.83 [72.18 – 

77.48] for (b), 72.71 [68.70 – 76.73] for (c), and 74.04 

[69.96 – 78.11] for (d), respectively). The estimated 

medians for the ApEn are (a) 0.027 [0.024 - 0.031], (b) 

0.039 [0.036 – 0.043], (c) 0.036 [0.033 – 0.039] and (d) 

0.047 [0.042 – 0.052], and they differ across models, as 

shown in Figure 1.  

 
Figure 1: Comparison of players’ individual mean and 
Approximate Entropy (ApEn) of the space control over 
the duration of the game, across the four underlying 
models of motion (a) to (d). (*) significantly different 
from (c). (**) significantly different from (a). 
 

Discussion 

When the amount of space control is averaged, the mean 

and its variability are the same, independent on the 

model of player motion applied. 

In contrast, ApEn, as a measure of variability of the 

pattern underlying space control over time, showed to 

be sensitive to the different assumptions in the motion 

model, thus, picking up situational effects. Compared to 

the classic Voronoi approach, the use of proper 

acceleration data yields higher values of ApEn. Also, 

ApEn seems to be influenced by how acceleration is 

used to model players’ motion, as the model with 

individualized values showed a different distribution 

compared to the others. This indicates the impacts of the 

methods for obtaining players’ kinematics on the 

estimation of collective behavior parameters. Thus, 

further studies can rely on the present results to guide 

future analysis. 
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Introduction 

Single leg hop (SLH) for distance as part of performance 

test batteries in athletes are relevant for knee injury risk 

[1] and used to assess return to sports readiness after 

injury and/or surgery [2] where a limb symmetry index 

(=SLH distance injured/uninjured*100) higher than 

90% has been recommended [2]. However, factors 

influencing SLH distance in healthy recreational 

athletes of various ages are unknown. We assessed 

whether maximal SLH distance can be predicted by sex, 

age and isokinetic peak torque, in recreational athlete 

participants. 

 

Methods 

36 female (age, 36.6 ± 12.0 years; age range, 19-59 

years, body mass index (BMI), 22.7 ± 3.3 kg/m2) and 29 

male (age, 33.7 ± 8.9 years; age range, 21-53 years; BMI 

23.9 ± 3.5 kg/m2) healthy volunteers without previous 

lower extremity and back injuries were included (Figure 

1). All participants had a maximum of 6 trials per side 

to reach their best SLH distance. Trials were excluded if 

the participant lost balance or had to readjust their foot 

after landing. Isokinetic knee extensor and flexor muscle 

strength was tested at 60°/s using a dynamometer 

(Biodex System 4 Pro: Biodex Medical Systems, 

Shirley, NY, USA) in two series of 4 extension-flexion 

repetitions. For the left side the maximal SLH distance 

and the predictor variables sex, age and the maximal 

peak torque in extension or flexion normalized to body 

mass were included in a multiple linear regression 

model in RStudio (R Core Team (2020); p<0.05). 

 

Results 

Knee extension and flexion peak torque decreased for 

every year of age by 0.013 Nm/kg and 0.007 Nm/kg, 

respectively (p=0.005 and p=0.048). Peak torque was 

0.49 Nm/kg (p<0.001) and 0.31 Nm/kg (p<0.001) lower 

in females than in males for extension and flexion, 

respectively. Higher relative extension peak torque 

increased maximal SLH distance by 23.5 cm per 

1Nm/kg (p<0.001, Figure 2), and every year of age 

reduced SLH distance by 1.0 cm (p<0.001) and being 

female by 21.0 cm (p=0.001; adjusted R2: 0.578). 

Higher relative flexion peak torque increased maximal 

SLH distance by 29.4 cm per 1 Nm/kg (p<0.001), and 

every year of age reduced SLH distance by 1.1 cm 

(p<0.001) and being female by 23.6 cm (p<0.001; 

adjusted R2: 0.577). All results were confirmed when 

calculated for the right side. 

 
Figure 1: Histogram of age distribution for male and female 

participants. 

 
Figure 2: Dot plot with regression line ± SD (grey area) of 

single leg hop distance and knee extension peak torque for 

male (red) and female (blue) participants. 

Discussion 

These results confirmed our hypothesis that sex, age and 

isokinetic peak torque were predictors of SLH distance 

in recreational athletes aged 20 to 55 years. By adding 

peak extension or flexion torque to the regression 

analysis, the amount of explained variability of SLH 

distance increased to 57%. Interestingly not only 

extension but also flexion torque was a predictor of SLH 

distance confirming previous reports of a greater 

positive correlation between hamstring than quadriceps 

isokinetic strength [3]. Other factors not considered 

here, such as balance, muscle fiber content or flexibility, 

may explain the remaining variability in SLH distance. 

Our findings highlight the importance of a high relative 

muscle strength to maintain or regain function with 

aging or after knee injury. 
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Introduction 

In various motor skills in sports, such as throwing, 

kicking, and hitting, accurately controlling a ball to a 

target position is one of the important skills. The final 

arrival position of the ball is approximately determined 

by its physical state at the release or impact. In high-

speed baseball pitching, reducing the variability of the 

ball’s release angle is particularly necessary to reduce 

the variability of pitch location (Kusafuka et al., 2021). 

While previous studies have suggested hand and finger 

movements are important for accurate throwing (e.g., 

Hore et al., 1995), the body movements should be 

performed to achieve this are still unknown. Therefore, 

we focused on the positional relationship between the 

ball and the fingers, which is considered to be closely 

related to the ball movement and analyzed the process 

of determining release angle to clarify the characteristics 

of the body movements for the accurate pitching. 

 

Methods 

Two high-speed cameras (960 fps) were used to capture 

the pitching motions of 14 skilled pitchers (sex: male; 

age: 20.7 ± 1.9 years; height: 177.0 ± 5.6 cm; weight: 

76.5 ± 7.7 kg; 13 right-handed and 1 left-handed), and 

the 3D positions of the joints of wrist, index finger, 

middle finger, and the ball during each pitching of 30 

fast balls were obtained using an automatic image 

recognition technique based on deep learning 

(DeepLabCut). Therefore, no markers were placed on 

the body. Pitchers were instructed to aim at the catcher's 

mitt and throw as fast and accurately as possible. 

Speed was defined as the magnitude of velocity vector 

at the ball release. The release angle was given by the 

elevation angle θ1 (−90◦ to 90◦) and the azimuth angle 

θ2 (−90◦ to 90◦) of velocity in polar coordinates. 

 

Results 

The time series changes in fingertip positions of index 

finger and middle finger relative to the ball were 

compared among the pitchers. The results showed that 

the pitchers whose fingertips of middle fingers were in 

contact with the lower part of the ball about 20-30ms 

before the release showed less SD of release angle. 

Figure 1 shows the time series of average fingertip 

positions of the index (blue) and middle (red) finger 

relative to the ball in a coronal plane for typical pitchers, 

and Figure 2a shows the correlation coefficients 

between average vertical position of middle finger at 

each time and SD of θ1, and their p-values. This trend 

was also true for SD of θ2 (Figure 2b). On the other hand, 

there were correlations between SD of vertical position 

of middle finger at the earlier and shorter time periods 

and SD of θ1 or θ2. 

 

 
Figure 1: The time series of fingertip positions of the 

index and middle finger relative to the ball.  

 

 
Figure 2: The correlation between average vertical 

position of middle finger and SD of release angle.  

 

Discussion 

It is suggested that the pitching style in which the 

fingertips were in contact with the bottom of the ball was 

able to control the release angle better because the force 

required to rotation of the ball, which doesn't have much 

relation on the release angle, was smaller. A previous 

research has shown that some of the best performing 

pitchers in throwing had highly robust hand trajectories 

that compensated for variability in release timing (Nasu 

et al., 2014). The result of this study indicates that the 

skilled person can achieve a robust movement against 

spatial as well as temporal variability. 
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Introduction 

Research regarding running biomechanics is growing, 

but some limitations on data acquisition have been 

slowing down the development of new computational 

models and their applications. Stereography has been 

the main technique to collect human body kinematics, 

with alternatives such as marker-less methodologies 

being equally valid. The same does not apply to ground 

reaction forces (GRF) measurements. The gold standard 

techniques for this field include the use of force 

platforms and both instrumented walkways and 

treadmills. These approaches are not portable, and are 

usually expensive and restricted to the laboratorial 

setting [1]. Accordingly, research has been done to 

search for alternatives. Considering a biomechanical 

model of the human body, computational studies have 

estimated GRF from running using only kinematic data, 

but the foot has been mainly limited to a single rigid 

body [2]. The influence of the addition of degrees of 

freedom to the foot in the study of GRF in running has 

still to be investigated. This work proposes an upgrade 

to the existing computational procedure used to estimate 

GRFs, joint reaction forces and muscular activations 

during running, while considering a 3-rigid body foot 

structure.  

 

Methods 

A full-body musculoskeletal model composed of 17 

rigid bodies was developed for analyzing the 

biomechanics of running. The arms, forearms, head and 

trunk, pelvis, femora, tibiae, tali, calcanea, and toes were 

constrained by spherical and revolute joints, totaling 25 

dof. The muscle system included 80 muscle-tendon 

units with their contraction dynamics represented by a 

Hill-type muscle model [3]. Kinematic data, required for 

the application of the developed biomechanical model 

in inverse dynamics, were acquired at the Laboratory of 

Biomechanics of Lisbon using 14 infrared cameras 

working at 200 Hz. One male subject, with no history of 

musculoskeletal disorders, ran at a self-selected speed 

over floor mounted force platforms. Markers were 

placed according to the ISB recommendations [4] and 

were used to drive the musculoskeletal model.  

To estimate GRFs and the internal forces of the 

biomechanical system, an optimization routine was 

developed. The GRFs, their application points, and joint 

reaction forces were design variables. The optimization 

problem was formulated as the minimization of the 

residual forces and moments that drive the 

biomechanical model (applied at the pelvis), subjected 

to the fulfilment of the equations of motion, and of 

bound constraints that limited the magnitude and 

timings of application of the GRFs and the position of 

the center of pressure. As a first approach, contact 

detection to time the application of the GRFs was done 

by evaluating the distance from the calcanea and toes’ 

center of mass to the ground. To validate the proposed 

methodology, the estimated GRFs were compared with 

the measured force plate data.  

 

Results 

Preliminary results, depicted in Figure 1, show that the 

proposed methodology was able to estimate GRFs that 

were consistent with the data from the force plates. The 

joint reaction forces and joint torques estimated through 

inverse dynamics were also consistent with the 

literature. 

 
Figure 1: Vertical ground reaction forces in multiples of 

bodyweight for one running cycle measured by the force 

plates and estimated by the optimization process. 

 

Discussion 

The proposed method is expected to be a valid 

alternative to the use of force plates in laboratorial 

settings, allowing for a higher flexibility of GRFs 

acquisition while still maintaining high accuracy. This 

implementation is not without limitations, namely the 

algorithm of contact detection, which considers contact 

only after a certain user-defined threshold. 
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Introduction 

The balancing ability allows us to keep our body in a 

static position or maintain during locomotion. 

Synchronized skaters’ performance emphasizes 

maintaining the group’s precise formation and timing 

and includes artistic components such as long-lasting 

spins and lifting elements. It requires exceptional 

balance training and advanced balancing skills [1].  

Principal component analysis (PCA) is a well-

established method of studying coordination in clinical 

biomechanics [2]. In biomechanical interpretation, the 

most important principal components (PCs) can be 

regarded as the dominant synergies of the complex 

motion. Applied on joint angular time series, this 

provides a means to analyze the importance of 

individual joints to the whole of motion [3]. 

The main goal of the present study was to examine the 

balancing strategy of synchronized skaters compared to 

an age-matched control group under dynamic 

circumstances with the help of PCA. 

 

Methods 

Twelve female members of the Hungarian Synchronized 

Ice Skating Team (59.2±5.9 kg, 166.3±4.4 cm) and 

twelve healthy female age-matched non-skaters as 

control (61.1±5.5 kg, 171.3±3.5 cm) participated in the 

study. Balancing ability was examined with dynamic 

balancing test when subjects are imposed some external 

perturbations in mediolateral plane. An optical-based 

motion capture system (OptiTrack, NaturalPoint, 

Corvallis, OR, USA) was used to record the subject’s 

movements (fs=100 Hz). Three sets of sudden 

provocation tests were carried out in bipedal stance, then 

in single-leg stances for both legs. A rotational fatigue 

session was inserted between the perturbation tests 

using a so-called spin-trainer device (EDEA, Milan, 

Italy). Participants had to perform ten complete rotations 

in quick succession, standing with their preferred leg on 

the spin-trainer. Immediately after the spins, the 

perturbation tests were repeated. PCA was applied to the 

3D marker coordinates of the anatomical landmarks 

(n=39 markers). Our goal with the analysis was to 

identify the first dominant principal movement and the 

less significant (compensatory) principal movements 

during the balancing test. The PCA was performed with 

the PMAnalyzer software in Matlab [4]. 

 

Results and Discussion 

As a result of the PCA of the single-leg stances, at least 

85% of the total variance was explained by the first five 

PCs. The first PC was the same for both groups and both 

stances (rotation of the whole body around the standing 

leg’s hip joint). The relative variance of PC1 was 

examined with Wilcoxon’s signed-rank test to compare 

the relative variances of the pre-tests with post-test trials 

(𝛼 = 0.05). In the case of the control group, PC1’s 

relative variance increased (Fig. 1) after the fatigue 

sessions significantly (p = 0.0137). Regarding the 

compensatory principal movements (PC2-PC5), the 

skater group often used the upper body and arms to 

fulfill the balancing test. On the other hand, the control 

group applied movements with larger amplitudes with 

their torso and the elevated legs instead of compensating 

with the arms. 

 

 
Figure 1: The relative variance of PC1 broken down 

into the three test sessions. 

 

Considering the success rate of the perturbation tests, 

skaters were more successful in most of the cases (avg 

skater: 94%; avg control: 91%). Together with the PCA 

results, skaters’ strategies that require more 

compensatory movement have proven to be more 

effective. In general, there are only a few periodic 

movements among the principal movements (PM1 is 

seemingly periodic), and there might be some simpler 

two-phase movements. As a further perspective of the 

presented method would be a detailed investigation of 

the PCs’ time trial. 

 

References 
1. Alpini, D. et al, J Sport Sci for Health, 3(1): 11-17, 2008. 

2. Brandon, S. C. E. et al, Journal of Electromyography and 

Kinesiology, 23(6):1304-1310, 2013. 

3. Federolf, P., J of Biom, 49(3): 364-370, 2016. 

4. Haid, T. H. et al, Frontiers in Neuroinformatics, 13:24, 

2019. 

 

Acknowledgements 
This research was funded by grant [Grant No. OTKA 

K135042] from the Hungarian Scientific Research Fund. The 

authors would like to thank the Hungarian National Team of 

Synchronized Skating for their participation. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

COMPOSITE METHACRYLOYL GELATIN-BASED HYDROGELS FOR 
BONE TISSUE ENGINEERING APPLICATIONS   

Gianluca Ciardelli (1), Rossella Laurano (1), Roberta Pappalardo (1),  
Valeria Chiono (1), Monica Boffito (1) 

 
1. Politecnico di Torino, Department of Mechanical and Aerospace Engineering, Turin, Italy 

 
Introduction 
Bone tissue engineering (BTE) aims at developing 
innovative approaches able to induce and drive the 
repair and regeneration of damaged bone tissue. In this 
context, the design of composite hydrogels resembling 
the composition of the native bone could represent a 
promising alternative [1]. Moreover, providing these 
hydrogels with the capability to cross-link at different 
levels of organization (e.g., physical and chemical cross-
linking potential) can allow the formulations to be 
initially processed in mild conditions and then further 
stabilized through additional chemical cross-linking. 
Moving from these premises, in this contribution we 
report the design of new thermo-sensitive and photo-
curable hydrogels based on methacryloyl gelatin 
(GelMA). Moreover, mimicking the composite nature of 
the native bone tissue, rod-like nanohydroxyapatite 
(nHA) was also added to the formulations as bone 
mineral counterpart. Finally, formulation potentialities 
as bioinks in the BTE field were assessed through the 
3D-bioprinting of multi-layered structures. 
 
Methods 
GelMAs were synthesized by reacting gelatin (type A 
from porcine skin) with methacrylic anhydride (MA, 
0.1-1 ml/ggelatin) [2]. GelMAs were characterized by 
infrared (IR) and proton nuclear magnetic resonance (1H 
NMR) spectroscopies, and the Ninhydrin assay. 
Thermo- and photo-sensitive hydrogels were designed 
by solubilizing GelMA (5-15% w/V) in Dulbecco’s 
Phosphate Buffered Saline containing the photoinitiator 
phenyl-2,4,6-trimethylbenzoylphosphinate (LAP, 0.05-
0.5% w/V). nHA was added to GelMA solutions to 
design composite formulations. Rheological and photo-
rheological (365 nm, 10 mW/cm2) analyses were 
performed to assess the contribution of GelMA DoM 
and the concentration of hydrogel constituents to the 
overall mechanical properties. Cytocompatibility was 
assessed according to the ISO 10993-5, meanwhile 
hydrogel potential as cell carriers was preliminary tested 
with NIH-3T3 murine fibroblasts. Lastly, hydrogel 
suitability for 3D bioprinting was assessed by extruding 
differently-shaped structures. 
 
Results 
GelMAs with DoM within the range 50-100% were 
successfully synthesized by tuning the amount of added 
MA. GelMAs retained the typical upper critical solution 
temperature (UCST) behavior of gelatin, with slight 
changes (around 2-3°C) in the gel-to-sol transition 
temperatures of their aqueous solutions. GelMA DoM 

and content within the hydrogel, and LAP concentration 
were demonstrated to allow the tuning of formulation 
mechanical properties. In detail, with increasing LAP 
content, the rate of storage modulus (G’) increase during 
light irradiation as well as the measured G’ at the end of 
the photo-curing (G’final). With increasing GelMA 
concentration, G’final increased: a G’final three-fold 
increase was observed with increasing GelMA from 10 
to 15% w/V concentration (from 15-20 to 50-60 kPa). 
Finally, higher G’final were achieved with increasing 
GelMA DoM: at 5% w/V concentration, a G’final growth 
from 1.4 to 3 kPa was registered with increasing DoM 
from 60 to 100%. nHA addition did not alter hydrogel 
thermo-responsiveness with similar gelation onset 
temperatures and kinetics. Differently, nHA effectively 
worked as a network reinforcement phase, resulting in 
improved mechanical properties in GelMA/nHA 
formulations compared to GelMA as such. The 
formulations were cytocompatible according to the ISO 
10993-5 and exhibited proper rheological properties to 
avoid cell sedimentation. Moreover, the photo-curing 
process did not induce any cell death and the resulting 
gel network provided a suitable environment for cell 
spreading and proliferation up to 7 days. Lastly, the 
hydrogels showed good printability and were 
successfully bioprinted into multi-layered structures. 
 
Discussion 
Thermo- and photo-sensitive hydrogels hold a great 
promise in the biomedical field. Such formulations can 
be initially handled and processed under mild conditions 
by exploiting their physical nature and then further 
stabilized through light irradiation. GelMA can be 
exploited as constituent of hydrogels with many degrees 
of versatility. Moreover, nHA addition provides an 
additional tuning of hydrogel properties and allows a 
better mimesis of the native bone composition. Overall, 
the designed formulations exhibit promising features for 
application in the BTE field, as constituents of both bone 
tissue substitutes and in vitro models.  
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Introduction 
In vitro bone models could facilitate the investigation of 

human bone remodeling, potentially reducing animal 

experiments. Physiological bone remodeling involves 

balanced formation and resorption. A shift in this 

balance is often a hallmark for bone pathologies like 

osteoporosis [1]. Osteoblast-osteoclast co-cultures are 

mostly used to mimic this process in vitro. However, 

culture conditions used for these co-cultures vary 

between studies and are often optimized for only one 

cell-type [2]. This could lead to unequal stimulation of 

osteoblasts and osteoclasts which might cause an 

unhealthy formation-resorption balance. Therefore, we 

aimed at screening the influence of commonly used 

culture conditions on formation and resorption in an in 

vitro bone remodeling model, using a design of 

experiments approach. 

 

Methods 
A resolution III fractional factorial design was created 

for investigating the main effects of the factors on in 

vitro remodeling. The factors were base medium, 

mesenchymal stromal cell (MSC):monocyte (MC) 

seeding ratio, mechanical stimulation, human platelet 

lysate (hPL) concentration, osteogenic supplements, 

osteoclast supplements, and Vitamin D3. Each factor 

had 2 levels: low or high stimulation, resulting in a total 

of 8 runs (R, Table 1). A negative control was added, in 

which there was low stimulation for each factor (R9), a 

positive control with high stimulation for all factors was 

part of the design (R7). Experiments were performed 

using mineralized silk fibroin scaffolds on which human 

MSCs and MCs were seeded and cultured for 28 days in 

the conditions according to the experimental design 

(N=4). To track remodeling, µCT scans were acquired 

on day 2 (baseline), 7, 14, 21, and 28 and registered to 

baseline scans. Resorbed and newly formed mineralized 

volumes were quantified and used to determine the main 

effect of each factor on these outcomes.  

Table 1: Investigated factors and their 2 levels. 

 
Results and Discussion 
Initial results showed that in constructs cultured with 

high stimulation for all factors (R7), most mineralization 

but least resorption was present (Figure 1A+B). The 

main effect plots revealed that a low hPL concentration 

of 5%, a low concentration of osteogenic supplements, 

and no vitamin D3 tended to support resorption, while 

mechanical loading seemed to improve mineralization 

without influencing resorption (Figure 1C). Histological 

analysis is needed to study cell differentiation and tissue 

maturation in the co-culture models. 

Figure 1: Cumulative resorbed mineralized volume (A) 

and formed mineralized volume (B) since day 2 obtained 

by µCT scan registration. Data of day 28 were used for 

the main effect plots (C).  
 

Conclusion 
Here, we screened for the influence of commonly used 

culture conditions on formation and resorption in an in 

vitro bone remodeling model. Thus far, R1 seems to be 

most beneficial for balanced resorption and formation. 

These results could help to improve culture conditions 

of in vitro bone remodeling models, towards a more 

physiological and controlled balance between formation 

and resorption. 
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Introduction 

In bone tissue engineering research, physical stimuli, 

such as fluid flow-induced shear stress or 

electromagnetic field, have been shown to be crucial in 

vitro for stimulating proliferation and differentiation of 

osteoblasts and for promoting bone mineralization [1,2]. 

However, many mechanotransduction pathways remain 

unknown leading to empirical treatments, as it is for 

pulsed electromagnetic field (PEMF) stimulation 

applied in clinical practice for boosting bone healing [3]. 
For unravelling the genetic pathways driving bone 

healing in vivo, the in vitro modelling and analysis of 3D 

bone tissue models exposed to controlled physical 

stimuli would be essential. Inspired by this scenario, we 

developed an automated parallel bioreactor platform 

that allows combining uni/bi-directional perfusion and 

PEMF stimulation for investigating the biological 

response of 3D bone tissue models to defined physical 

stimuli. 

 

Methods 

The automated parallel bioreactor platform, to be 

incubated, is composed of: 1) three culture chambers 

(CC, Fig. 1A); 2) a controlled perfusion unit; 3) a PEMF 

stimulator. Each 3D-printed CC (priming volume = 2.5 

ml, Dental SG resin, FormLabs) consists of two 

screwable cylindrical parts and allows housing scaffolds 

press-fit in tailored silicone holders for direct perfusion. 

Each CC is part of a closed-loop perfusion circuit, based 

on a multichannel peristaltic pump controlled by an 

Arduino-equipped control box, which enables setting 

uni/bi-directional flow (0.006-24 ml/min). A 

commercial device provides PEMF stimulation (1.5 mT, 

75 Hz). The optimization of the CC design was 

supported by fluid dynamics and electromagnetic field 

simulations (COMSOL Multiphysics). As preliminary 

biological tests, human mesenchymal stem cells were 

seeded into commercial porous scaffolds (BioOSS, 

Geistlich Biomaterials) and, after 48 h of static culture, 

the constructs were transferred into the CCs and exposed 

to uni- or bi-directional flow (0.3 ml/min) without 

PEMF stimulation for additional 3 or 6 days (Fig. 1B). 

Control constructs were statically cultured. The release 

of the early osteogenic marker alkaline phosphatase 

(ALP) was assessed at day 3 and 6, and the extracellular 

matrix deposition was verified by histology at day 6.  

 

Results 

Computational simulations demonstrated that the CC 

design promotes the development of a symmetric flow 

profile while minimizing recirculation/stagnation zones; 

moreover, the construct is exposed to a uniform 

magnetic field (1.5 mT, Fig. 1C). Preliminary biological 

tests demonstrated that uni- and bi-directional perfusion 

modes boosted ALP release (+20%) and cell infiltration 

with respect to static control. Bi-directional perfusion 

even increased matrix protein deposition. 

 
Figure 1: A) Bioreactor CC; B) Parallel bioreactor 

platform setup; C) Contour plot of the magnetic field. 

 

Discussion 

The proposed bioreactor platform allows parallelizing 

the culture, providing uni/bi-directional perfusion 

without user intervention, and combining perfusion and 

PEMF stimulation, representing a powerful tool for 

investigating in vitro the biological response of 3D bone 

tissue models to defined physical stimuli. Biological 

tests adopting 3D-printed biomimetic scaffolds 

resembling the microarchitecture of trabecular bone and 

imposing perfusion and PEMF stimulation are ongoing. 
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Introduction 

Osteogenesis imperfecta (OI) is a rare heterogeneous 

genetic disease characterized by bone fragility. Due to a 

wide spectrum of symptoms and severity, the 

availability of suitable treatments and understanding of 

disease pathomechanisms are limited. A cure for OI that 

specifically targets the individual’s bone phenotype 

reducing the risk of bone fractures does not yet exist. To 

facilitate research into rare disease mechanisms and 

personalized treatments, bone organoids using patient-

derived cells are an emerging new technology. Previous 

studies showed tissue mineral density as an indicator for 

the stiffness of organoids. In this study, we analyzed 

global and regional mineralization of patient derived OI 

bone organoids to gain new insights into the disease. 

 

Methods 

Osteoblasts were isolated from a healthy 15-year-old 

male and a 3-year-old OI female homozygous for an 

FKBP10 pathogenic variant. 3D-bioprinted graphene 

oxide-incorporated cell-laden scaffolds were cultured 

over 56 days in compression bioreactors [1], monitored 

using weekly micro-CT and subjected to uniaxial cyclic 

compressive loading (5x/week, 5 min, 1% strain, 5Hz). 

Samples were then tested for compressive stiffness.   

Micro-CT images were gauss-filtered and divided into 

27 (3x3x3) subsets for regional analysis. Multiple 

thresholds (84, 100, 125, 150 mg/cm3) were applied to 

whole images and subsets, and tissue mineral density 

(TMD) and mineral volume fraction (MV/TV) were 

calculated. Density histograms of each subset were fit 

with two gaussian curves to differentiate between 

background and tissue [1]. 

 

Results 

The global analysis revealed significantly higher TMDs 

for multiple thresholds for OI organoids (Fig. 1 A). OI 

samples also showed higher percentage of highly 

mineralized tissue (Fig. 1 B). However, stiffness of the 

OI samples was not significantly higher compared to 

healthy organoids (Fig. 1 D). Visual inspection of 

micro-CT images (Fig. 1 C) indicated different regional 

mineralization. Regional analysis using gauss fitting 

revealed significantly higher mineral heterogeneity for 

OI organoids in top (healthy: σ=44.4; OI: σ=58.59), 

middle (healthy: σ=53.7; OI: σ=60.23) and bottom 

(healthy: σ=65.2; OI: σ=81.7) third. Multilevel- 

thresholding mostly confirmed higher TMD for the OI 

organoids. However, the top center subset showed lower 

MV/TV and similar TMD, while middle center subsets 

showed lower TMD, although not significant (Table 1).  

 
Fig. 1: A) TMD for multiple thresholds; B) Percentage 

of high-density tissue; C) OI and healthy organoid with 

different thresholds; D) Compressive stiffness 

 

Healthy OI 

mean stdev mean stdev 

center 

top 

MV/TV 0.33 0.10 0.28 0.10 

TMD 122.25 7.98 123.43 20.24 

center 

middle 

MV/TV 0.45 0.15 0.43 0.12 

TMD 149.01 24.18 132.84 18.46 

Table 1: Mineral volume fraction (MV/TV) and TMD 

(threshold 84mg/cm3) for top and middle center subsets 

Discussion & Conclusion 

We found significantly higher TMD in patient-derived 

OI bone organoids compared to healthy controls. 

However, the stiffness was not significantly increased. 

This could be due to greater mineral heterogeneity [2] 

as well as weaker structures in the organoid center in OI. 

These results reveal new insights into the mechanisms 

of OI and specifically the FKBP10 genetic form. Future 

steps include finite element analysis and in-depth 

analysis of the mineral structure. 
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Introduction 

When designing scaffolds for Bone Tissue Engineering 

(BTE) a fundamental aspect to consider is the Wall 

Shear Stress (WSS) that will affect the cells inside the 

scaffold, as different levels of WSS lead to different 

mechanical signals for the cells. This will cause 

differences to the cellular differentiation process [1]. 

WSS is affected by various factors, with the major ones 

being the scaffold geometry and the topology of the 

scaffold surfaces. Accordingly, this study is focused on 

analyzing the difference in average WSS, in various 

Triply Periodic Minimum Surfaces (TPMS) scaffolds, 

with either smoothed or non-smoothed wall surfaces. 

Additionally, this study also investigates the 

implementation of a simulated annealing optimization 

method to aid in the design of the scaffolds with a 

specific average WSS (between 0.1 and 10 mPa [2]).  

 

Methods 

For this study two different TPMS structures were used 

(Schwartz D (SD), Gyroid (SG)), each one with three 

different levels of porosity (60%, 70% and 80%), 

resulting in a total of six different scaffold geometries. 

For each original geometry, a hexahedral mesh of a 

single cubic unit was created, alongside an empty 

chamber before and after the scaffold to allow the fluid 

flow to stabilize (Fig. 1) [3]. Afterwards, a Laplacian 

smoothing step was applied to the inner surface of the 

scaffolds to obtain the smoothed scaffold geometries in 

an analogous tetrahedral mesh (Fig. 2). Both the original 

and smoothed designed were then studied using 

FLUENT® ANSYS® (Ansys Inc., Canonsburg, 

Pennsylvania, USA) to perform a Computational Fluid 

Dynamic (CFD) analysis to determine their average 

WSS. For the optimization component of this study, a 

simulated annealing optimization method was combined 

with the CFD analysis implemented on both the SD and 

SG geometries (by changing their size and porosity) in 

order to obtain the target average WSS of 5 mPa [3].  

 

 
Figure 1. SG70 scaffold without smoothing (original). 

 

Figure 2. SG70 scaffold with Laplacian smoothing of 

the inner surfaces (tetrahedral mesh). 

 

Results 

Comparing the average WSS of the original scaffold 

surface with the analogous smoothed surface, the 

smoothed scaffolds had an average WSS increase of 

26%, considering a minimum of 24.7% for the SG60 

scaffold and a maximum of 27.2% for SG80. The 

optimization algorithm was successfully able to 

generate a scaffold with the desired average WSS within 

the maximum allowed number of 100 iterations. 

 

Discussion 

The WSS outputs showed a significant difference 

between the original and the smoothed TPMS scaffolds, 

with the smoothed surfaces allowing for higher WSS as 

theoretically expected. This difference highlights how 

the original jagged surfaces are not the best option to 

computationally analyze the average WSS of scaffolds, 

seeing as the increase in surface area compared to the 

smooth scaffold results in a much lower WSS. 

Regarding the optimization method, the fact that the 

program was able to quickly reach the desired average 

WSS (5 mPa) highlights how optimization methods 

could be a valuable tool in scaffold design by allowing 

scaffolds to be designed with a specific fluidic property, 

such as its WSS and/or permeability. Future work will 

extend the use of optimization methods in other design 

aspects of scaffolds for BTE. 
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Introduction 

Articular cartilage is able to withstand the complex 

mechanical loading in joints due to its collagen fibers’ 

arrangement in the shape of arcades, known as 

Benninghoff’s arcades [1]. So, it is considered that this 

sophisticated fibrous architecture should be reproduced 

to some extent in engineered cartilage, using, in this 

instance, electrospinning. Despite the substantial 

progress made through the development of multi-

layered three-dimensional (3D) fibrous scaffolds with 

depth-dependent fiber alignments, these mainly result 

from the stacking of fibrous meshes with specific fiber 

alignments, raising concerns regarding the design 

reproducibility [2,3]. Recently, a novel 3D 

electrospinning platform was developed that allows the 

fabrication of reproducible 3D aligned matrices with 

certain patterns of fiber alignments in a continuous 

mode [4,5]. Additionally, this platform enables precise 

cell placement inside matrix layers, resulting in a 

uniform cell distribution across the 3D design [5]. In this 

regard, in this work, 3D electrospinning was performed 

using this platform to recreate the Benninghoff’s 

arcades in 3D fiber matrices laden with chondrocytes. 

 

 

Methods 

All experiments were performed in a patented 

electromechanically 3D electrospinning platform [4,5], 

where the fibers were produced and placed in a collector 

according to a programmed fiber alignment (Figure 1c). 

A polymeric blend of polycaprolactone (PCL) and 

Gelatin (GEL) in 2,2,2-trifluoroethanol mixed in a 

proportion of 6:4 was used to produce the scaffolds. An 

immortalized human chondrocyte cell line C28/I2 was 

incorporated within the fibrous layers of the 3D 

scaffolds using three approaches: pipetting or 

electrospraying the chondrocyte suspension or 

extruding a chondrocyte-laden agarose hydrogel. The 

resulting scaffolds were structural and biologically 

characterized after 21 days of culture. 

 

 

Results 

3D electrospun scaffolds were successfully fabricated in 

the automated platform, with an arcade-like pattern 

similar to the Benninghoff’s arcades, as depicted in the 

scanning electron microscopy (SEM) images (Figure 

1a) and the micro-computed tomography (μCT) 

reconstruction (Figure 1b).  

The in vitro studies revealed that a higher percentage of 

chondrocytes survived when they were embedded in an 

agarose hydrogel, where they retained a round 

morphology. The production of extracellular matrix 

elements was also significantly higher when agarose 

was used as a carrier. 

 

 
Figure 1: Resulting 3D scaffolds: SEM images (a), μCT 

reconstruction (b) and the programmed alignment (c). 

Scale bar: 500 µm. 

 

 

Discussion 

3D arcade-like fibrous scaffolds were successfully 

created using the 3D electrospinning platform in a 

reproducible way. Agarose-laden 3D scaffolds 

displayed the best in vitro results, with improved 

metabolic activity and extracellular matrix synthesis, 

which could be attributed to the 3D culture environment 

provided by this hydrogel, which mimics the 

physiological conditions found in native articular 

cartilage. 
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Introduction 

While future clinical practices recommend to preserve 
native tissues in the course of surgical management, 
total shoulder arthroplasty currently remains the gold 
standard method [1]. Furthermore, the increasing 

number of young patients emphasizes the need for 
durable implants promoting a good mobility.  
In that context, pyrocarbon interposition implant 
arthroplasty (PISA) appears as an interesting solution. 

Pyrocarbon has been shown to 
promote chondrocytes 

expression of cartilage-like 
tissues markers [2]. In addition, 
the spherical shape of such 
interposition implants (Figure 1)  
is known to be associated with 
high mobility at other 

anatomical locations [3]. When 
applied to shoulder, PISA shows 
controversial clinical results [4]. 

However, such procedure is quite new in the framework 
of shoulder surgery, and efforts have to be made in 
understanding the interactions between the native 

humeral bone tissues and the implant.  
Interestingly, some clinical observations have shown the 
formation of a new tissue between the implant and the 
humeral bone after a revision surgery. It is hypothesized 
that the biomechanical interactions between the humeral 
bone and the implant are at the origin of the formation 

of this new tissue through mechanotransduction [5].  

Clinical cases and neo-tissue analysis 

Cases 1 2 3 4 5 6 

Months of 

implantation 
5 6 6 20 25 60 

Reason for 

revision 
F S S F F / 

Bone binding ++ -- + + - ++ 

Table 1: 6 cases clinical data. --/-/+/++: 
not/loosely/slightly/firmly attached to humeral bone, 
respectively. F: Functional. S: Spacer. /: unknown. 
Six patients implanted through PISA and who 

underwent surgery revision in Lyon, Nice, and Marseille 
(France) were considered after obtaining their informed 
consent. The time between initial implantation and 
revision surgery, and the reason for revision surgery are 
given in Table 1. Functional reason for revision means 
that the patient felt pain and/or decreased mobility, 
whereas a spacer is a temporary implant used to reduce 

the joint infection before a more sustainable surgery. 
After the removal of the interposition implants, the 

surgeons have harvested the neo-formed tissues with 
more or less difficulty because of different binding 
degree with the humeral bone, as provided in Table 1.   
The neo-tissue samples were fixed, embedded in 

paraffin, and cut in sections. Sections were stained with 
Hematoxyline-Eosine-Safran (HES), Safranin O, or 
immunolabelled for collagen I and II, and aggrecans. 

Results and discussion 

The neo-formed tissue not 
bonded to bone (--) 
appeared as a fibrocellular 

tissue, with low presence 
of collagen II and 
aggrecan markers. Those 
loosely (-) and slightly (+) 
bonded to bone presented 
some characteristics 

markers of cartilage, such 
as the presence of 
glycosaminoglycans. Finally, firmly bonded neo-
formed tissues (++) presented cartilage-like 
characteristics, with a strong presence of collagen II and 
aggrecans. The interlock with bone can be seen in Figure 

2. It is worth noticed that the neo-tissue never adheres to 
the pyrocarbon surface, allowing for a gliding motion of 
the implant on the humeral bone cavity.  
Load transmission from the implant to the humeral bone 
differs depending on the binding degree of this neo-
tissue on bone. According to these observations and to 

bone mechanosensitivity, this strongly suggests that the 
way bone is mechanically loaded influences its further 
remodeling promoting the formation of this neo-tissue. 
The challenge is hence to understand how and why the 
bonds between bone and the tissue appear during the 
loading. As a perspective, investigations on the 

mechanotransduction of human chondrocytes cultured 
on pyrocarbon surfaces will be performed [5,6]. 
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Introduction 

Although it is well known that the 3D architecture of the 

physiological environment profoundly influences cell 

behaviour, to date, in-vitro models of the biological 

barriers are mainly based on flat, 2D systems [1, 2]. Self-

assembled spheroids and organoids are now emerging as 

powerful tools to replicate three-dimensional structures. 

However, the spontaneous formation of an internal 

lumen can be challenging and time-consuming.  

Here, we present an in-vitro/in-silico strategy (Fig. 1) to 

obtain cell-laden core-shell structures with predictable 

and controlled geometry.  

 
Figure 1: Workflow for generating in-silico/in-vitro 

models of biological barriers. 

Methods 

A COre-Shell Microbead Creator (COSMIC) was 

designed and fabricated using a commercial coaxial 

needle (16-26 Gauge) connected with two syringes, with 

pistons actuated by two stepper motors. The shell was 

composed of 2% w/v alginate and rat tail collagen (1 

mg/mL) in Fetal Bovine Serum. The core was made of 

1% w/v Pluorinc-127 and 1:100 w/w FITC-alginate 

(Creative PEGWorks). A 0.1 M calcium chloride 

(CaCl2) solution was placed under the needle to allow 

alginate crosslinking.  

An in-silico model of core-shell spheroid formation was 

implemented in Comsol Multiphysics 5.3a, solving the 

equations of the diluted species transport through porous 

media. CaCl2 ion diffusion is hindered by the forming 

crosslinked alginate structure, therefore an apparent 

diffusion coefficient was considered [3]. This enabled 

the quantification of crosslinked alginate thickness as a 

function of the extruded material and of the crosslinking 

time. 

Caco-2 cells were finally encapsulated in the shell (1.5 

million/mL).  Cell viability and permeability tests were 

performed using the Alamar Blue assay and quantifying 

the passage of FITC-dextran through the shell. All 

reagents were purchased from Sigma-Aldrich, unless 

otherwise specified.  

 

Results 
The in-silico model was able to simulate shell formation 

as a function of different crosslinking times (Fig. 2A): 

the best results were obtained in a range of 5 and 15 min. 

The predicted shell thickness was 0.3±0.2 mm (Fig. 2B, 

C), which also confirmed by the experimental results. 

 
Figure 2: A) Crosslinked alginate concentration along 

the z=0 line, as a function of different crosslinking 

times. Shell formation after B) 0 and C) 900 s. 

 

On the base of the in-silico results, the fabrication 

parameters were set as follows:  core extrusion speed 10 

μL/s, shell extrusion speed 20 μL/s, and crosslinking 

time 5 min (Fig. 3A).  

Cell testing confirmed the cytocompatibility of the 

encapsulation procedure (Fig 3D). After 14 days of 

culture, dextran diffusion through the shell was reduced 

by 43% thanks to the presence of the cells (Fig. 3 B, C). 

 
Figure 3: A) c10s20 core-shell bead; FITC-Dextran 

diffusion after 14 days of cell culture (B) compared to 

the alginate beads without cells (C) - 1.25X; D) Cell 

viability (different letters indicate significant 

differences, p < 0.05). 

Discussion  

The in-vitro/in-silico approach presented in this work 

represents a promising strategy for the fabrication of 

core-shell spheroids with defined geometry. In 

particular, the in-silico tool can be used to predict the 

effects of different core-shell material combinations, 

reducing experimental time and costs. Further 

improvements, which are currently on-going, include a 

multiphysics computational study to better model the 

core-shell interface during CaCl2 diffusion. Moreover, a 

more complex cell model with Caco-2 cells and 

intestinal fibroblasts will be implemented to improve the 

physiological relevance of the intestinal barrier model.  
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Introduction 
 

Spring ligament (SL) is a cartilaginous connective tissue 

located between the space of the calcaneus and the 

navicular bone, this arrangement makes its mainly 

function be a critical support of the medial arch of the 

foot and, simultaneously, a stabilizer of the ankle along 

with other ligaments. [1] Compromising this structure to 

severe injury has consequences such as plantar 

pronation and acquired flat foot deformity.  [2] The most 

used resource for the repair of this type of tissue are 

surgical procedures such as autografts, allografts, and 

arthrodesis, however, it has been shown that post-

surgery results do not correct all the desired post-

surgical movements and factors such as forefoot 

abduction [3,1,4] All these deficiencies have aroused 

interest in exploring the area focused on tissue 

engineering as an alternative solution, providing a 

complete regeneration or replacement of tissue, 

recovering its properties and natural architecture.  [5,6]  

 

Methods 

Two solutions were prepared, 50:50 PCL-type II 

collagen at 20% w/v and 65:35 PCL-gelatin at 20%w/v, 

both solutions were dissolved in acetic acid and 

electrospun separated at 10kV, using a double disk 

collector, and a flow rate of 2.5mL/h. Both materials 

were characterized by uniaxial tensile test. PCL-gelatin 

was crosslinked using glutaraldehyde and analyzed by 

FTIR and SEM images. Mechanical properties of the 

PCL-type II collagen specimen were attached to foot 

computational model, replacing native spring ligament 

mechanical properties, to evaluate effects in mechanical 

response in the fascia plantar, long plantar ligament and 

short plantar ligament.  

 

Results 

Specimen UTS 

[MPa] 

E [MPa] ν  

PCL-T II 
collagen 

1.375 7.767 0.1 

PCL-gelatin 0.225 6.967 0.28 
PCL-

gelatin+GA 
0.35 8.902 0.26 

Table 1: Mechanical properties for 3 specimens. Where 

E is Young Modulus, ν is Poisson’s Ratio and UTS is 

Ultimate Tensile Strength. 

 

FTIR spectroscopy for gelatin before and after GA 

application showed all the characteristics bands (gelatin 

protein amides, carbonyl stretching, among others).  

 

SEM images showed that fibers are displayed in a 

random order, morphology had a change in the GA-

treated, causing the fibers to melt and increase in size 

due to GA concentration, resulting in average diameters 

of PCL-gelatin=0.3μm and PCL-gelatin+GA= 0.38μm. 

 

 
Figure 1: Simulation results of the Healthy model and 

new SL model, for the 3 tissues that contribute the most 

to plantar arch performance. Three plots are presented 

for three stress criteria: Von Mises, Max. Principal and 

Min. Principal; and a single plot for the structure’s 

displacement magnitude. 

 

Discussion 

High concentration of gelatin can lead to excessive 

mechanical weakness in electrospun graft. GA can not 

only help in keeping gelatin structure, but also increase 

mechanical fiber strength properties. PCL-collagen had 

interesting mechanical properties and better than PCL-

gelatin ones, for the moment, it has highly elastic 

properties, so it does not present greater resistance to the 

loads carried out in a foot monopodal support, this has a 

serious impact on the fall of the arc foot. It is necessary 

to explore novel techniques such as knitted fibers 

electrospinning manufacture to increase mechanical 

performance in the foot computational model.  
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Introduction 

The current gold standard treatment for nonunion 

fractures is an autologous iliac crest transplant, which 

involves risks such as post-operative infections and 

donor site morbidity [1]. The replacement of these 

autologous transplants with a precise, custom-made 

synthetic mesh material could improve bone fusion and 

reduce post-surgical risks.  

Synthetic hydroxyapatite is therapeutically used as bone 

graft substitute, bone filler, or as coatings to support 

attachment of bone to metal implants. However, the 

slow degradation rate of hydroxyapatite compromises 

its osteogenic activities and use as bone filler. In this 

project we aim to create a multisubstituted HAP (sHAP) 

to increase its solubility, osteogenic integrity and 

bioactivity. Furthermore, we incorporate sHAP into a 

polymer matrix based on polycaprolactone (PCL) to 

create a composite bone graft substitute which can be 

fabricated into a 3D mesh. PCL has strong mechanical 

properties and has been approved for the usage as bone 

graft substitute.  

 

Methods 

HAP was synthesized by a wet, continuous method in a 

mixing column. Different substitution degrees were 

synthetized (Error! Reference source not found.). The 

synthesis of substituted HAP (sHAP) was characterized 

via Fourier-transform infrared spectroscopy (FTIR) and 

inductively coupled plasma optical emission 

spectrometry (ICP-OES). Crystallinity was analysed via 

X-ray diffraction (XRD).  

The first round of cytotoxicity was performed on Sr and 

Mg substituted HAP powders using Y201 mesenchymal 

stem cells (MSCs) [2] via a resazurin metabolic assay in 

a transwell system using 1000 μg powder/ml. 

sHAP (10%, 20%, 30%) was incorporated into a 4-arm 

methacrylated polycaprolactone (PCL) matrix to create 

a bionink. Printability of the bioink was modified by 

increasing its shear-thinning character via the addition 

of hydrophobic silica (1-2%). Scaffolds were printed via 

an extrusion bioprinter and cured using UV light.  

All cell culture experiments were performed using 

serum and xeno free medium (StemMACS™ MSC 

Expansion Media Kit XF, human (Miltenyi Biotec)). 

 

 

 

 

 

 

Table 1: Different compositions of Ca, Mg and Sr 

Results 

High amounts of Mg and Sr could be incorporated into 

the HAP structure but increasing substitution decreased 

the overall incorporation of Mg and Sr into the lattice 

structure. Results showed that MgSrHAP had no 

cytotoxicity on Y201 cells in vitro.  

sHAP-PCL mesh composites could be successfully 

fabricated through 3D printing (Figure 3).  

 
Figure 2: Resazurin metabolic assay: MSCs with 

MgSrHAP composition 4/6 and cell only control. 

Metabolic activity on day 1, 4 & 7.  

 

 

 

 

 

 

Figure 3: Printing of 2-layer sHAP-PCL composite 

scaffold. Dimensions of scaffold: 5mm x 5mm x 2mm.  

 

Discussion 

Substituted HAP has no cytotoxic effects either in 

powder format or when incorporated into a PCL matrix. 

The sHAP/PCL composite has promise for applications 

as a bone graft substitute 
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Introduction 

Rupture-prone atherosclerotic plaques are 

characterized by a soft lipid core embedded in a 

collagenous matrix, separated from the bloodstream by 

a fibrous cap1. The stability of a plaque depends on the 

integrity of this fibrous cap strength. The cap strength 

values reported in literature vary widely, reflecting the 

different cap failure mechanisms. Several failure 

mechanisms have been proposed2. However, due the 

paucity of experimental data, which cap rupture 

mechanism is dominant is unknown. We take the first 

step in developing a human disease model for 

atherosclerotic plaques to study cap rupture in vitro. 

 

Methods 

Plaque analogs were created by seeding human vena 

saphena cells. The samples were statically cultured for 

7 days, whereafter a 2 mm ∅ soft inclusion (SI) was 

created by punching a core in the center of each analog 

and filling this core with fibrin (Fig 1A). This fibrin 

inclusion mimics the soft lipid core of atherosclerotic 

plaques. The analogs were statically cultured for 7 more 

days, after which they were exposed to 7 days of 

dynamic culturing using the Flexcell FX-4000T Three 

different loading protocols were applied (Fig 1B), static, 

intermittent strain (I-strain) and continuous strain (C-

strain) with n=5 for each group3. 

The samples were exposed to multiphoton microscopy 

(Leica TCS SP8X) with second harmonic generation to 

visualize the collagen architecture. The samples were 

incubated with CNA35 probe to visualize the collagen.   

After imaging, the samples were uniaxially strained 

until failure at a speed of 100%/min. The nominal 

engineering stress-strain curves were derived from the 

force and displacement measurements and the stiffness 

values were computed as the linear slopes at 2%, 5% and 

10% strain based on local strain analyses3. 

 
Figure 1: protocol to develop fibrous cap analogs. 

Results 

Fig. 2 demonstrates collagenous tissues for the I-strain 

sample. All top regions analyzed exhibited isotropic 

collagen organizations irrespective of the culture 

protocol applied. Moving towards the shoulder and mid 

cap regions, the fibers appear more anisotropic in the 

direction of the constraints for the dynamically loaded 

samples. The static control demonstrated a more 

isotropic collagen fiber distribution.  

 
Figure 2: collagen fibre orientation. 

All samples demonstrated physiological strain stiffening 

responses (Fig.3A) The stiffness values were 0.3 ± 0.2 

(static), 0.3 ± 0.1 (I-strain) and 0.4 ± 0.2 (C-strain) MPa 

at 2% strain, 1.1 ± 0.5 (static) 1.1 ± 0.5 (I-strain) and 1.2 

± 0.4 (C-strain) MPa at 5% strain, and 2.3 ± 0.9 (static), 

1.6 ± 0.3 (I-strain) and 2.2 ± 0.9 (C-strain) MPa at 10% 

strain (Fig.3B). 

 
Figure 3: mechanical assessment of cap analogs. 

 

Discussion and conclusion 

Anisotropic collagen configurations in the direction of 

loading, similar to human caps, were observed. These 

responses are known to be a direct consequence of 

cellular orientations due to tissue constraints, contact 

guidance and the applied load3.The histological analyses 

(not shown) indicate that the structural organization of 

the collagen mimics human cap composition.  

All engineered tissues analyzed demonstrated 

physiological strain stiffening behavior and calculated 

stiffness values fell within the range reported for human 

carotid fibrous caps (i.e. 0.5-5 MPa). 

We can conclude that not only the structural aspects of 

fibrous caps can be captured with this model, but we also 

generated a mechanical cap equivalent 
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Introduction 

To address knee osteoarthritis (OA), gait retraining is 

proving to be an effective treatment for correcting gait 

alterations. Current gait retraining methods for knee OA 

rely on the use of simple biomechanical models for 

calculating the external knee adduction moment (KAM) 

as a target variable to control during the gait retraining 

interventions. Retrained gaits with minimal in vivo 

tibiofemoral contact forces may be more effective than 

gaits with minimal KAM peaks to the treatment of OA 

condition. The availability of musculoskeletal models 

that can predict accurate estimates of tibiofemoral forces 

in real time will offer the possibility of performing joint 

contact force-based gait retraining to any subject 

through VR games. Thus, the aim of this study was to 

present a gait retraining system that aims to reduce the 

loading of the knee and reduce pain. 

Methods 

The gait retraining system was implemented using the 

Unity game engine and includes a patient- and clinician 

front end. Exchange of data with the simulation back-

end that calculates knee joint forces [1] was established 

through shared memory to improve efficiency and 

reduce latency. The system can utilize augmented or 

virtual reality output devices which would allow the 

implementation of interactive scenarios that could 

engage the user and make the training more fun and 

effective.  

 

Results 

Figure 1 presents the clinician's front-end main window 

and Figure 2 the patient's front-end, during a jumping 

exercise. The former contains the musculoskeletal 

visualizer, real-time plotting and footprint visualization, 

whereas the latter shows the gamification elements used 

to engage the user during a training session. Within the 

application, the operator can monitor the progress of the 

logged users, replay sessions, analyze events, create new 

objectives and scenarios. The clinician can define the 

objectives of a session based on values that are obtained 

from the back-end such as foot progression angle, 

vertical reaction forces on the knee amongst others. 

Once the range and desired values are defined one can 

use intuitive visualization primitives such as bar, gauge, 

or text indicators to provide real-time feedback to the 

user.

 
Figure 1 

 
Figure 2 

Discussion 

For the first time, a gait retraining system was developed 

that utilizes real time knee joint forces to guide the 

patients to offload their knee structure. Such a system 

can find application in rehabilitation by providing 

biofeedback to the users during the training sessions. 

This technological leap will unveil new research 

directions that could target not only applications related 

to healthcare and human well-being but also translate to 

other fields as well. 
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Introduction 

Freezing of gait (FoG) is a dramatic gait symptom for 

patients with Parkinson's disease (PD), characterized by 
a sudden and transient inability to take a step, and 

causing high risk of falls, poor quality of life and 

increased morbidity and mortality. The neural 

derangements underlying FoG are still largely unknown, 

preventing the development of effective therapeutic 

strategies [1]. The elusiveness of FoG is based on its 

episodic nature, as it is difficult to evoke on demand in 

a standardised and controlled environment. Adjustments 

in speed or direction of gait in response to environmental 

challenges are known to trigger FoG episodes. We 

developed a virtual reality (VR) setup specifically 
designed to induce gait modulation in a highly 

immersive, realistic, controlled and standardized 

environment.   

 

Methods 

We programmed the VR environment (Fig. 1) with 

Unity (Unity Technologies, USA) and displayed it to the 

subjects via a wireless head mounted visor (Vive Pro, 

HTC, USA) connected to a PC (Intel Core i9- 181 

10900X 10 cores, NVIDIA GEFORCE 11 GB RTX 

2080, 32 GB RAM). The virtual environment was 

designed to closely resemble the gait laboratory and 
included a black carpet corresponding to the physical 

walkway on which the subjects walked (Fig. 1). Gait 

modulation was induced by means of a virtual agent 

(VA) which was programmed to cross the participants’ 

pathway in a standardized fashion. Specifically, in each 

trial the VA stood next to the walkway 5 m in front and 

1.5 m to the side (left and right alternately) of the 

subject's starting position and began walking towards 

the subject's path when the subject-agent distance 

reached 3 m, with a constant speed equal to 1.5 times the 

subject's speed recorded at the time of the VA's start. 

Subjects were instructed to modulate their gait in order 
to avoid a collision. We recruited 12 young participants 

and five patients with PD. All subjects underwent three 

sessions of 20 trials each: i) gait in the real world (RW), 

ii) gait in the VR environment without the VA (VR/A-), 

iii) gait in the VR environment with the VA (VR/A+). 

The VR/A+ session was repeated two times. Patients 

underwent the protocol after overnight suspension of all 

dopaminergic drugs. Kinematics was assessed thanks to 

an optoelectronic system with six cameras (sampling 

rate 100 Hz, SMART DX-400, BTS Bioengineering, 

Italy) and a full-body protocol of 29 markers. Dynamics 

was evaluated by means of four dynamometric force 

plates (P-6000, BTS Bioengineering, Italy). For the RW 

and VR/A- sessions, we considered only the strides 

performed at steady-state velocity. For the VR/A+ 

sessions, we considered a modulation window defined 

as the interval from the start of the VA to the return of 
the subject to steady-state velocity, as defined in the 

VR/A- sessions. We considered three strides in the 

modulation window (i.e., modulators) for the kinematic 

and dynamic evaluation. Specifically, stride length, 

duration, velocity and width, as well as braking and 

propulsive impulses and force peaks, were computed for 

each condition. We also computed trunk inclination, 

walking direction and medio-lateral oscillation, to 

assess medio-lateral strategies and perturbations 

induced by the interaction with the VA.  

 

Results 

The lack of differences in the kinematic and dynamic 

parameters between the RW and VR/A- conditions 

suggest that our VR environment may not influence per 

se the locomotor pattern. All HC reduced stride length 

and velocity and increased stride duration during the 

first modulator. Kinematic parameters were gradually 

restored to baseline values during the second and third 

modulators. A similar pattern was observed in patients. 

In the VR/A+ sessions, HC consistently showed 

increased trunk inclination, mediolateral trajectory 

deviation and oscillations than in the unperturbed 

conditions, while it was not possible to identify a 
common medio-lateral strategy in the patient cohort. In 

HC, braking impulse and force peak showed higher 

values during the first modulator than the unperturbed 

conditions and the other modulators. Conversely, the 

second and third modulators showed increased 

propulsive impulse and force peak. This pattern was also 

observed in all but one PD patient. One patient showed 

several FoG episodes exclusively during the VR/A+ 

sessions. 

 

Discussion 

Our VR paradigm effectively induced gait modulation 
in a controlled, immersive, and ecologic scenario. Also, 

it effectively evoked FoG in one PD patient. Our 

protocol could be a powerful research tool to study gait 

modulation and its derangements in patients with PD. 

 

Figure 1: The VR environment in the VR/A+ condition. 

Green tiles indicated the starting and ending point of 

each walking trial. 
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Introduction 
Cerebral palsy (CP) is associated with postural 
instability and a high propensity for falling, which can 
lead to significant physical or psychological 
consequences, such as an increased fear-of-falling (FoF) 
[1,2]. Feeling unsafe can influence the control of upright 
stance [3]. Previous work has shown that anxiety related 
changes in postural stability are accompanied by 
changes in spinal reflex activity in healthy adults [4]. 
The aim of this study was to establish whether virtual 
reality (VR) protocols are able to elicit FoF, and hence 
recreate the same real-world anxiety related changes in 
postural stability in controlled laboratory environments 
in children with CP. Moreover, for the first time, we 
investigated if the response was driven by 
musculoskeletal co-contraction or adaptation of cortical 
control through measuring spinal reflex activity.  
 
Methods  
This pilot investigation included 5 participants with CP 
in a prospective study design. Main inclusion-criteria: 7-
18 years, spastic CP, gross motor function classification 
level 1 or 2. Main exclusion-criteria: orthopaedic 
surgeries in the lower extremities (<1yr), botulinum 
toxin A (<6mths). In addition to the standard clinical 
gait analysis, our study protocol included measurements 
of standing still for 2x40s per condition on two force 
plates (FP) with one leg per FP, while experiencing two 
different virtual heights (0m, 10m) applied in a 
randomized order to elicit FoF (Figure 1). 

To quantify the spinal reflex activity with the 1a 
afferents, the soleus H-reflex was measured, 
randomized on the affected and non-affected limb. 
Muscle activity of the soleus was measured through 
surface EMG (Noraxon), placed according to the 
SENIAM guidelines. Before performing the standing 
trials, the tibial nerve was identified and the stimulation 
electrode placed while the participant lay in a prone 
position. Afterwards a recruitment curve was 

determined to identify 80%H-reflex intensity, which 
was used to elicit the H-reflex (H/M Ratio) during the 
standing trials. FOF was recorded using a numeric rating 
scale (NRS, 0-10). Standing balance was assessed with 
overall path-length as well as velocity and displacement 
of the centre of pressure (COP) in the anteroposterior 
(ap) and mediolateral (ml) directions [2].  
 
Results 
All participants showed increased FoF at 10m height 
compared to the 0m condition (Table 1). Three children 
with CP showed an increased COP path-length, 
velocity, and displacement, while two children exhibited 
postural stiffness with reduced COP displacement in the 
10m environment. H-reflex was possible to elicit in all 
children below their pain threshold in either the affected 
and non-affected limbs. The change in spinal reflex 
activity due to increased FoF was highly individual.   
 
Table 1: Results, median(1st Qu.,3rd Qu)  

FoF 
(NRS) 

H/M Ratio 
(%) 

CoP  
path-length 

(mm) 
0m 0(0/0) 11.6(7.7/15.0) 4.26(1.86/7.93) 

10m 3(0/6) 10.4(7.6/14.0) 4.33(3.11/4.95) 
 
Discussion 
The results show that the VR environment applied in our 
study is able to elicit a FoF response in CP children 
without inducing side effects, which is consistent with 
previous work in healthy subjects [5]. To our 
knowledge, this is the first study showing H-reflex could 
be elicited in both affected and non-affected limbs in 
CP. This work presents a critical development in 
establishing reliable protocols for eliciting fear 
responses, and therefore lays the foundations for 
understanding real-world neuromotor-adaptation in safe 
laboratory environments.  
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Introduction 

The purpose of the show study was to present selected 

applications of motion analysis for virtual reality aided 

training and rehabilitation using developed methods and 

software tools. This paper is part of a wider project 

called eMotion, which aims to develop a system for 

computer-aided training and rehabilitation using virtual 

reality and motion capture technology. 

Method 

One subject without dysfunction within the 

musculoskeletal system was analysed. HTC Vive Pro 

Full kit with seven HTC Vive Trackers (HTC, Taiwan ). 

The tracking devices were placed on both legs and pelvis 

according to the Simplified 6DOF protocol proposed in 

previous paper [1]. Three activities in custom-made 

eMotion Game were designed using eMotion Scenario 

Editor. During the game the user had to avoid incoming 

objects entailing lowering phase of squats and 

alternately hit other objects entailing standing phase. An 

arrangement of virtual objects is presented in fig. 1 

Virtual objects reached user every second with speed of 

2 m/s. Kinematics data was collected during: 1. avoiding 

VR1 objects at eye level, 2. avoiding VR2 objects 15 cm 

below eye level, 3. avoiding VR3 objects 30 cm below 

eye level, 4. Squats without VR. Joint kinematics was 

calculated using eMotion Analysis Tool.  

Result 

In Fig. 2 joint kinematics in the sagittal plane has been 

presented. Range of motion (ROM) has been shown in 

table 1. Alternating combination of virtual objects for 

hitting and avoiding entailed joint kinematics similar to 

squat with high symmetry and temporal repeatability. 

The high adjustment of virtual objects has influenced 

squat depth, especially by increasing knee flexion and 

ankle dorsiflexion.  

 
Figure 1: Experimental setup and a placement of virtual 

objects during gameplay  

Summary 

The developed method and software tools enable 

planning virtual reality gameplay together with 

simultaneous quantitative, three-dimensional motion 

analysis using a low-budget motion capture system 

(Vive Trackers). 

 
Figure 2: Comparison of joint kinematics for squats and 

activity in VR game for left and right side 

 

 VR1 VR2 VR 3 squat 

Hip  23° 28° 29° 33° 

Knee  55° 83° 100° 112° 

Ankle  73° 92° 102° 98° 

Table 1: Range of movement (ROM) for different VR 

gameplay and squat  

 

Kinematic analysis will allow for better diagnosis, 

evaluation of patient’s/ user progress or generating 

reports for remote training and rehabilitation. In 

addition, developed tools may provide support for game 

scenario design. Enforcing precise movement patterns 

(joint kinematics and temporal parameters) can enable 

safe rehabilitation (also remote) and effective workout. 
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Introduction 

Additive manufacturing is becoming an increasingly 

influential group of manufacturing methods in the field 

of medical technology. A frequently reported medically 

relevant application of additive manufacturing is the 

production of anatomical models that are more realistic 

than mass-produced ones from the standpoint of 

geometry, colour, mechanical or imaging properties. 

One emerging technology in this regard is extrusion-

based silicone rubber 3D-printing, which allows the 

customization of mechanical properties of printed 

objects.  

Methods 

In this study, the abilities of a custom-built 

3D-printer [1] (Figure 1) were investigated. The printer 

features three printheads, two of which can print with 

fluid materials and one with thermoplastic filaments, all 

in the same printjob. Various test objects were proposed 

to evaluate the geometric freedom allowed by the fluid 

printheads printing with single-component liquid 

silicone rubbers. Three such silicones rubbers were 

tested and compared in a quantitative manner, focusing 

on the sagging of unsupported overhangs and bridges as 

a function of printing material viscosity. Furthermore, 

the tuning of both mechanical and radiological 

properties through infill structuring is demonstrated 

through printing rectangular blocks of various infill 

densities with the gyroid infill pattern using the most 

viscous silicone rubber material. After crosslinking, the 

Shore A hardness of these blocks was measured.  

 
Figure 1: the 3D-printer printing rectangular blocks 

with gyroid infill structure out of silicone rubber 

Results 

To investigate the geometric limits concerning unstable 

features, parallelogram blocks featuring a 45° overhang 

angle and bridge structures featuring a 4 mm bridge 

distance were printed 6 times per material, then 

measured with a profile projector. The average sagging 

of the overhangs and bridges for each material is visible 

in Table 1.  

Viscosity 

[Pas] 

4 mm bridge 

sagging [mm] 

45° overhang 

sagging [mm] 

410 0.96 ± 0.17 1.56 ± 0.59 

535 0.86 ± 0.18 1.78 ± 0.71 

1080 1.02 ± 0.42 1.79 ± 0.59 

Table 1: Sagging of bridges and overhangs printed with 

three materials of various dynamic viscosity  

Concerning the rectangular blocks with various gyroid 

infill densities (ranging from 30% to 100% silicone 

volume fraction), the Shore A hardness values were 

heavily influenced by the infill percentage, as shown in 

Figure 2.  

Figure 2: Shore A hardness values of rectangular blocks 

with gyroid infill 

Discussion 

It was observed that the liquid silicone rubber with the 

highest viscosity had the highest average sagging both 

in the overhang and the bridge specimens. The sagging 

values also showed a considerably higher variability in 

the overhang specimens with this material relative to the 

other two. These results suggest that a lower viscosity 

material may offer more geometric freedom and 

accuracy in case of printing anatomic models. It was 

also demonstrated that changing the infill percentage of 

printed silicone objects influences the mechanical 

properties of the object in the macroscopic sense, 

making this method potentially useful in making more 

realistic 3D-printed anatomic models for medical 

education, research, and preoperative planning.  
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Introduction 

Valgus tibial osteotomy (VTO) is a surgical procedure 

aiming to correct the lower limb mechanical axis in case 

of femoro-tibial osteoarthritis of the medial 

compartment of the knee. During open wedge proximal 

tibial osteotomy, the surgeon inserts a filling material 

inside the bone gap to promote osteogenesis and to allow 

the patient to recover full weight bearing. Autologous 

grafts and allografts are the reference techniques used 

up to now. They encourage bone ingrowth and give 

superior osseointegration clinical results [1]. However, 

they are not able to fill large bone defects subject to high 

mechanical loads [2] and can lead to clinical 

complications (morbidity, infections) [1,3]. To address 

these limitations, synthetic bone substitutes are being 

developed. Current filling devices are produced by 

conventional manufacturing methods which do not 

allow to control rigorously the geometry and the 

porosity (pore size, interconnectivity) required for the 

mechanical strength, bone regeneration and tissue 

revascularization [3]. The growing development of 

additive manufacturing techniques can overcome these 

technological issues. In this study, we investigate the 

feasibility of producing and characterizing Ti-6Al-4V 

bone substitutes mimicking human trabecular bone 

architecture by laser powder bed fusion (L-PBF).  

 

Methods 

A cubic centimeter trabecular bone sample was 

harvested from the proximal epiphysis of a human tibia 

and scanned (Figure 1a) with a microCT scan (Ultratom 

RX Solutions, Institut Pprime). The images were then 

segmented (Figure 1b) by a thresholding method 

(Simpleware Scan IP v2018.03 Synopsys, 3D Medlab) 

in order to reconstruct and prepare (Netfabb, v2021.2 

Autodesk, 3D Medlab) a numerical model of the bone 

segment compatible with the 3D printing technique 

resolution [4] (M290 EOS, 3D Medlab).  

The printing accuracy was assessed by scanning two 

samples printed at 1:0 and 2:0 scales (Figure 1c). A 

morphological analysis was performed using BoneJ 

plugin (version 7.0.11) from Fiji (version 1.53f51), to 

assess the bone volume fraction (BV/TV), the degree of 

anisotropy (DA) as well as the mean trabecular 

thickness (Tb.Th)  and spacing (Tb.Sp).   

 

Results 

The apparent bone density (BV/TV) measured on the 

digital model was 9.27% and the degree of anisotropy  

(DA) was equal to 0.2 corresponding to a very porous 

and rather isotropic structure. The mean trabecular 

thickness (Tb.Th) and spacing (Tb.Sp) were 171.9 µm 

and 1628.8 µm respectively whereas the minimal 

printable strut thickness was 300 µm. Printing scale 

comparison confirmed that scale 2:0 printed sample was 

more faithful to the digital model than the scale 1:0 

specimen.  

 

 

 

 

 

 

 
Figure 1: MicroCT scan acquisition and digital chain 

for additive manufacturing. (a) MicroCT scan setting of 

a human trabecular bone; (b) Segmented bone model; 

(c) Ti-6Al-4V 3D printed bone substitute. 

 

Discussion 

This study presents a methodology to develop and 

manufacture 3D bone substitutes by L-PBF process. It 

demonstrates that additive manufacturing is a valuable 

and promising tool to produce bone substitutes with an 

interconnected pores network. Further studies related to 

ongoing in situ microCT compression tests and digital 

volume correlation (DVC) analysis [5] (XDV-Correl, 

Pprime Institute) will be performed on the printed 

samples to quantify the 3D strain fields under 

compression. 
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Introduction 

Cell proliferation is an extremely regulated and complex 
process [1, 2], which is made up of a chain of reactions 
that promote the growth and division of cells [3, 4] and 
allow for the balance between cell generation and cell 
death to be maintained [1, 3]. In order to ensure its 
proper functioning, this process is dependent on growth 
factors and the presence of nutrients, such as oxygen and 
glucose. So, an adequate concentration of these 
parameters is necessary [3, 5]. Computational models 
are usually used to study and comprehend biological 
phenomena, such as cell proliferation, since they allow 
to explore several hypotheses while saving time and 
financial resources [6, 7]. In the present work, a new 
computational model solved by the Radial Point 
Interpolation Method (RPIM) was proposed to simulate 
cell proliferation. In this, an iterative discrete model was 
used to establish the system of equations from the 
reaction-diffusion integro-differential equations, based 
on a new cell growth phenomenological law. Moreover, 
since the efficiency of the model depends on the 
efficiency of the RPIM, the optimal numbers of 
integration points per integration cell and of nodes for 
each influence-domain were analyzed. 
 
Methods 

The RPIM was used to solve the proposed algorithm. Its 
first step is to define the geometry of the problem, the 
solid domain, its limits, and its boundary conditions. 
After that, the domain is discretized using a nodal set, 
the nodal connectivity is imposed by overlapping 
influence-domains, and the shape functions are created 
by combining radial basis functions and polynomial 
basis functions [8]. Regarding the algorithm, specific 
input data is defined, and the growth law is established 
to initiate the process of cell growth. The growth 
continues until the cell doubles its initial volume, if the 
concentration of oxygen and glucose are higher than 
zero. During this period, oxygen and glucose are 
consumed. After doubling the volume of the cell, the 
growth stops and the cell divides into two new cells. 
 
Results 

The optimal number of integration points per integration 
cell and the optimal number of nodes for each influence-
domain were explored in order to optimize the 
efficiency of the algorithm. Thus, several integration 
schemes and diverse influence-domain sizes were 
analysed, and their influence in several features was 
measured, such as: the evolution of the growth of the 

volume of the cell until the process of division occurred; 
the computing time; the average error and; the 
error/computing time relation. In general, for both 
parameters, the usage of a higher number of points led 
to more accurate analyses, although more time-
consuming. 
 
Discussion 

The objective of this work was to optimize the number 
of nodes inside each influence domain and the best 
integration scheme of the RPIM formulation to enhance 
the algorithm performance. Considering the results, 
lower numbers of integration points per integration cell 
and of nodes for each influence-domain lead to faster 
analyses but lower accuracy, while higher numbers lead 
to more accurate results but also more time-consuming 
analyses. Thus, an integration scheme of 6×6 per 
integration cell and seven nodes inside the influence 
domain was found to be the best solution to optimize the 
process, with a good balance between the relative error 
and the computing cost. Therefore, the algorithm was 
calibrated for further analyses using these two values. 
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Introduction 
In the last two decades, the number of women 
undergoing breast implant procedures, used in aesthetic, 
oncologic and risk reducing surgery has exponentially 
increased [1]. 
Breast reconstruction allows to reestablish breast shape 
and volume, restoring the patient’s body image, the 
sense of femininity as well as improving the overall 
quality of life [2]. These artificial devices can be 
implanted under the breast tissue (subglandular) or the 
chest muscle (retropectoral) [3]. 
The breast implant procedure continues to improve, over 
time, but changes in breast behavior after augmentation 
have not been fully investigated, mainly by using of 
finite element methods. In this study, the authors pretend 
to apply the finite element method to investigate the 
static and dynamic behavior of the breast with and 
without implant, therefore it is possible to select 
materials which can lead to a more natural breast. 
 
Methods 
The numerical work of the human breast incorporates 
the ribs, pectoral muscles, adipose and fibroglandular 
tissues and skin (see Figure 1). The breast implant 
(silicone implant) was also included in the finite element 
model to investigate the effects of the breast 
augmentation surgery. In total, the mesh is composed by 
565 576 nodes and 525 036 elements, from which 224 
272 element of the type C3D8H (linear fully integrated 
hybrid element) type and 300 764 elements of type 
C3D8 (linear fully integrated element). The geometry of 
the breast model was obtained through a set of MRI 
images (from 1 patient). The images were segmented 
using the Mimics software (v19.0.0.347, Materialise) in 
order to obtain the geometry. The Software Abaqus 
Standard [4] was used in order to conduct all numerical 
analysis. The boundary condition applied to the model 
was the fixation of the rib, being then extracted the 
natural frequencies and the corresponding vibration 
modes. The mechanical properties of the tissues and 
implant were based on the literature. 
 
Discussion 
Natural breast augmentation is a surgical procedure that 
utilizes fat stored in the body to increase the breasts size 
through fat transfer surgery. They have advantages in 
comparison with the silicone or saline implants in 
relation to the biocompatibility and cost-effective [5]. 
However, this procedure has the disadvantage that can 
lead to radiological images which can be confused with 
breast cancer and are less permanent as fat can be 

absorbed. The use of non-natural implants (silicone and 
saline implants) lead to a change of the tissue behavior 
which is a disadvantage of the procedure. With this 
numerical study, the authors intend to investigate new 
materials and configurations to improve the natural feel 
and reduce the tendency to ripple in the silicone implant. 
 

 
Figure 1: Cross section view of the finite element model 
- human breast with (right) and without silicone implant 
(left). 
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Abstract 

Scoliosis is a condition of angular deviation of the spine 

that occurs mainly in the lumbar region. Scoliosis is 

diagnosed when the angle formed between the upper and 

lower end plates, medically known as the Cobb angle, is 

greater than 10 degrees [1]. The severity and treatment 

vary according to the mentioned angle, the affected area 

and the cause, where the latter is usually unknown in 

babies and due to degenerative diseases in adults. This 

project seeks to design an optimization methodology for 

the correction of thoracic scoliosis through the use of 

orthoses [2]. The most common treatment is related to 

the use of orthoses. However, adherence to treatment 

decreases with time of use due to discomfort. Scoliosis 

braces have been shown to decrease vital capacity and 

can lead to ulcers [3][4]. In this project, the Rigo 

classification will be used in addition to computational 

tools to design a methodology to optimize the 

relationship between efficiency and comfort of an 

orthosis in the corrective process of thoracic scoliosis. 

For this, a computed tomography is used, which is 

processed by a computer vision algorithm to 

characterize the scoliotic curve. Likewise, the condition 

of scoliosis is modeled through a simplified Fusion 360 

design of the spine, rib cage and pelvis and a buckling 

effect, which is caused by an axial load of 50% of the 

body weight on the cervical area and a modeling of 

intervertebral disc degeneration. Degeneration depends 

on two variables, precisely two percentages of 

degeneration in three areas of the spine. Among the most 

inclined vertebrae, the discs degenerate with one 

variable, and the other areas with another. Based on the 

above, 36 simulations are carried out, varying the 

percentages of degeneracy from 0 to 100%, with which 

a function was obtained through a two-dimensional 

polynomial interpolation. Finally, to model the orthosis, 

the initial configuration depends on the Rigo 

classification, where the device can have 3, 4 or 5 

pressure zones, called pads. Then, a simulation is 

performed leaving only one pad with variable force, 

precisely the pad located at the apex, and the rest behave 

as fixed supports. It iterates until the maximum 

correction is reached, minimizing the risk of ulceration. 

With this, a generative design is obtained to determine 

the areas free of material to maximize the vital capacity. 

Finally, the orthosis straps are standardized, indicating 

how much force they exert based on the adjustment 

distance, so that the patient can adjust the forces 

obtained through the simulation. With that, one month 

later, the patient must take a new tomography, with 

which the Cobb angle is calculated again and the change 

with respect to the previous step is determined, if the 

change is less than a tolerance, the forces are restarted. 

and the new angle is taken as the initial one, which is 

modeled by disc degeneration. If it is not less than 

tolerance, the patient must wait another month. This 

process is iterated until 90% correctness is reached. 

Regarding the results, it was possible to reach 90% for 

the case of an orthosis with 5 pads using 7 iterations. 

Although the algorithm is unable to determine the time 

of use, according to the literature, the patient must use it 

for more than 18 hours a day for at least 1 year and a 

half. Pressures never exceeded the threshold for ulcer 

risk, which was taken as 150 mmHg. As additional 

results, it was possible to determine the areas of the 

vertebrae and discs that suffered the most, where bone-

to-bone contact and prolapse of the fibrous rings were 

found. 

 

Results 
 

 
 

References 
[1] H. Schmidt, A. Kettler, A. Rohlmann, L. Claes y H.-J. 

Wilke, «The risk of disc prolapses with complex loading in 

different degrees The risk of disc prolapses with complex 

loading in different degrees,» 12 Abril 2007.  

[2] J. Duncan, «All About Degenerative Scoliosis,» 2017. 

 

[3] H. Kirkland, O. Teleten, M. Wilson, B. Raingruber. 

Pressure Mapping Comparison of Four OR Surfaces. July 

2015.  

 

[4] J. Kennedy, C. Robertson, I. Hudson, P. Phelan. Effect of 

Bracing on Respiratory Mechanics in Mild Idiopathic 

Scoliosis. 1989. 

 

[5] C. Chung. Scoliosis Analog Model for the Evaluation of 

Bracing Technology. 2015. 

 

[6] M. Rigo, M. Villagrasa, D. Gallo. A Specific Scoliosis 

Classification Correlating with Brace Treatment: 

Description and Reliability. 2010. 

 



27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

A VORONOI-BASED HOMOGENIZATION METHOD FOR TRABECULAR 
MICROACHITECTURE BASED ON PATIENT-SPECIFIC MICRO-CT 

Zeyang Li (1), Shuai Zhu (1) Zhangming Wu (1) 

1. School of Engineering, Cardiff University, UK

Introduction 
The hierarchical structure for bone tissues have been 
extensively studied from a microscale to macroscale. 
Among these hierarchical structural components of bone 
tissues, the trabecular bone is particularly concerned by 
many researchers due to its complicacy in structural 
forms and anisotropic properties. Up to now, several 
kinds of representative volume element (RVE) for 
trabecular bone have been developed and applied into 
build the multiscale modeling for the analysis of 
mechanical behavior of bones. However, most of 
current RVE models are based on either homogenized 
solid elements [1] or a classical hexagon rod structure 
[2]. These methods are often based on an 
oversimplification of the geometry features of trabecular 
structure, which may not be suitable and accurate for the 
nonlinear analysis of bone structures. 

To address the above issues, a new RVE modelling 
method for the trabecular bone based on Voronoi-based 
scaffold and homogenized anisotropic elasticity is 
proposed and developed in this work. The method is 
based on micro-CT trabecular images and aiming to 
provide both low computational costs and accurate basic 
units for establishing bone multiscale modeling. The 
specific rod structure of Voronoi-generated construction 
provides extensive flexibility for the bone modelling 
with complicated mechanical behaviors, such as 
trabecular buckling effect, etc. In addition, this Voronoi-
based RVE has a natural advantage for industrialization, 
as it can be directly applied for graft manufacturing [3]. 
Voronoi polygon is one of the most popular geometries 
applied in the design of artificial implants due to its 
excellent biocompatibility. Furthermore, as the Voronoi 
-based RVE developed in this work considers the
patient-specific information, this model has great
potentials for applying in clinical automatic diagnosis
field to build a precise customized multiscale model .

Methods 
In this work, a 2D micro-CT image of trabecular tissue 
by [1] was utilized as the model sample. To capture the 
latent geometric features, we used the location and area 
of marrow cavities picked from the image as the basic 
parameters to build the Voronoi-based rod construction. 
The detailed modelling steps are given as follows: (1) 
Selecting the centroid of each cavity as a distinct 
Voronoi seed; (2) Drawing basic Voronoi scaffolds 
based on Voronoi seeds; (3) Calculating the BV/TV 
from micro-CT images; (4) Scaling the polygon by a 
weight ratio refer to BV/TV to transfer polygon edges 
into rods and establish the final RVE model. The final 
RVE model consists of rods with a certain width, whose 
value is decided upon a coupling effect of both cavity 

location and BV/TV. The specific pattern of rod 
construction in the RVE mode gives rise to the 
anisotropic elastic modulus of trabecular bone. 

Figure 1: The flowchart of RVE modelling. Black pixel 
corresponds to the bone tissue; white area corresponds to 
marrow cavities. 

Results and Discussion 
The developed Voronoi-based RVE in this work had 
been examined by the fabric tensor method to validate 
its anisotropic material property. The polar diagram 
result suggested a fitted ellipse with orthogonal axis 
direction of approximate 107° and 17° as shown in Fig. 
2. These values agree well with the numerical values of
116° and 26° for realistic trabecular sample given by [1].
The corresponding values of index ‘axial/transverse
modulus ratio’ of this work are identical with the results
presented in [1], which are of 2.10 and 2.28, respectively.

Figure 2: The polar diagram of test result by fabric tensor 
method.  The fitted ellipse proves the RVE is of anisotropic 
material property. 
The fabric tensor results obtained by this method show 
a decreased accuracy in RVE modulus direction for the 
trabecular samples that have more concave cavities 
structure, which may occur in the osteoporosis bones. 
Therefore, optimization methods for the present 
Voronoi-RVE models will be applied to further improve 
its accuracy and applicability. An investigation for the 
effective stress and yielding response for this RVE will 
also be carried out in our future work. 
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1. Introduction  
Scapholunate dissociation is the most frequent pattern 
(57% of wrist injuries) of carpal instability and is related 
to a lesion that affects the scapholunate interosseous 
ligament (SLIL). Hence, the scapholunate ligament is 
considered the primary stabilizer of the scapholunate 
joint. When there is an injury of the scapho-lunate 
ligament, the junction between scaphoid and lunate 
becomes unstable. The secondary stabilizers become 
progressively incompetent due to fatigue. The dramatic 
evolution of the lesion exposed and the absence of an 
effective treatment have promoted the experimental 
studies of kinetics and kinematics of the carpus 
(Rainbow, 2016). The objective of this investigation is to 
recreate a functional wrist model, in order to evaluate the 
instabilities detailed. Furthermore, both intact (SLIL) and 
non-functional (SLIL deleted) models will be made. 
Mechanical and kinetical properties are extracted from 
the bibliography [1,2,3,4,5]. 
Finally, an experimental test is performed to assess the 
ligaments' stiffness implemented in the model compared 
with the literature values.  
 
2. Materials and methods  
The geometrical representation of the model was 
obtained by computed tomography from DICOM images 
provided by the Hospital Clínico San Cecilio (HUSC), 
using open source software (Invesalius v3.1.1). With 
these 3D models of the bones, and using Boolean 
operations, the cartilage models were extracted. 
The meshing process is implemented through the defined 
geometry, using the software Meshmixer (2D mesh) and 
Febio2.0 (conversion to 3D mesh). 
Considering the modeling of materials (bone and 
cartilage), a simplified study was developed that presents 
the influence of trabecular bone on stress distribution. 
The bones were then modeled as fully cortical, linear 
elastic isotropes with a Young's modulus of 18 GPa and 
a Poisson's modulus of 0.2. On the other hand, a 
hyperelastic formulation (Mooney-Rivlin) is used to 
model cartilage and SLIL. 
Six samples were evaluated with an axial test with a press 
designed for this purpose. The samples were 

scapholunate ligaments attached to the scaphoid and 
lunate. 
 
3. Results  
Four characteristic motions of the wrist were analyzed 
evaluating the stresses on the SLIL (Table 1). 
Attending to the experimental validation, we can find that 
the values for the linear strength of the SLIL get so much 
closer to the ones we can see in the literature [1]. 
 

 Extension Flexion R. Deviation U. Deviation 
Max Compresion [Pa] 500 1000 200 200 

Max Traction [Pa] 300 600 200 200 

Table 1: Maximum pressure values in the Scapholunate  
ligament faced with the main wrist motions. Summary 
table.  
 
4. Conclusions  
As we see in the flexion and radial deviation, the 
scaphoid tends to flex, resting on the cartilage of the 
radius and forcing the lunate to move with it. In the case 
of radial deflection we have to add the interaction with 
the appropriate radial deflection motion, which causes a 
large compressed area on the lunate surface [4]. 
Faced with the extension movement and ulnar deviation, 
the lunate tends to extend in the complex due to its union 
with the pyramidal-hamate complex [5]. Our results can 
validate this hypothesis, since we can observe that, in the 
extension movement, the lunate face of the scapholunate 
ligament is compressed in the volar area. On the other 
hand, when we have an ulnar deviation movement, and 
in contrast to the radial deviation, compressions appear 
in the lunate facet. 
Computational models are now indispensable in 
understanding the kinematics of an intact and 
pathological state of the carpus. 
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1. Introduction 

The prevalence of bone fracture has become an 

increasing public health problem on a worldwide scale 

[1].  Since 2010, more than 250000 bone fractures per 

year have been recorded in the European Union due to 

accidents at work [2]. Within this number, the fractures 

were associated with morbidity and mortality, and 

increasing social costs [3]. 

In the past two decades, there has been an increase in the 

use of computational tools to analyze the bone fracture 

problem.  

The most common approach in the majority of the works 

[4] focuses on tissular differentiation and bone 

remodeling, considering a predefined callus form (pre-

meshed domain), changing or updating the type of 

material of the elements according to the evolution of 

strains, stresses and fluid pressure. 

2. Methods 

The structure of the problem-solving method is based in 

three phases: the diffusion problem, the callus growth 

trigger and the callus growth algorithm.  

The diffusion problem phase consists in the solving of 

the diffusion problem through the finite element method 

with the initial conditions and the boundary conditions 

resulting from the previous time step. 

The growth velocity and the total growth volume are 

controlled by the callus trigger phase. This phase 

controls what will happen in the growth phase with a 

sigmoid function adapted to various biological 

magnitudes. As main magnitudes, Mesenchymal Stem 

Cells (MSCs) and chondrocytes were chosen. And for 

the chemical velocity regulation factors, Tumor 

Necrosis Factor α (TNF- α) and Bone Morphogenetic 

Proteins (BMPs) were chosen. 

Finally, the callus growth algorithm creates new 

elements. Some restrictions are considered in the 

growing algorithm. It works as shown in Figure 1. 

 
Figure 1: How the callus growth algorithm works.  

3. Results 

This work was applied to various fractures. The 

algorithm is capable to adapt to different fracture 

shapes. In the Figure 2 a comminuted fracture with an 

intermediate bone fragment with 2.0 mm for the upper 

gap (angle of 22 °) and 4.0 mm for the lower gap is 

shown. 

 
Figure 2: Comminuted fracture 

4. Discussion 

The approach combines a diffusion model with a mesh 

growing algorithm that allows free growth for the callus 

depending on previously established conditions, without 

a pre-meshed domain. Previous works on FE simulation 

in this field [4] have mainly focused on tissular 

differentiation and bone remodeling, considering a 

predefined callus form. They use a pre-meshed domain 

updating the type of material of the elements according 

to different mechanical and biological factors, but 

without considering the callus growth itself. 
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Introduction 

Delayed union and non-union of fractures remain a 

challenging problem. Surgical resection of the non-

union and transplantation of autologous bone are the 

mainstay of therapy often resulting in bone defects of 

variable size. However, mechanical stability, i.e. the 

patient being mobilized with full weight bearing is the 

attempted endpoint of non-union therapy. We 

hypothesize that it is possible to achieve the endpoint of 

mechanical stability with less than full circumferential 

cancellous bone transplantation and demonstrate this 

using a new simulation-based virtual laboratory. 

 

Methods 

The goal of this proof-of-concept study is the 

establishment of a virtual lab for the determination of 

the minimal fusion area of tibia pseudarthrosis to 

achieve mechanical stability. The basic component of 

our virtual lab is the generic generation of bone models 

based on computed tomography scans of human 

cadaveric specimens via segmentation, anatomical 

landmarks combined with a Procrustes analysis and a 

principal component analysis (PCA). These models 

represent also different anthropometric factors and in a 

second step are fitted with varying fracture 

morphologies based on the AO/OTA fracture 

classification using fracture models generated with a 

free-form software. In a computer-aided design step, the 

models of the fractured bones are provided with 

appropriate implants and passed to a finite element (FE) 

based optimization algorithm for the detection of the 

minimal amount of fracture union necessary to allow 

physiological loading. In contrast to previous 

approaches, cf. [1,2], this new virtual lab allows a 

significantly extended analysis of the mechanical 

stability including multiple loading scenarios from the 

patient’s daily life combined with surgically relevant 

cancellous bone transplantation sizes and different 

healing stages reflected by appropriate material 

parameters. As a second major extension, the local 

micromechanics in the fracture gap and their medically 

reasonable constraints are considered in the 

optimization in addition to the implant stress. 

 

Results 

The virtual laboratory presented here allows the 

detection of the minimal area of a tibia pseudarthrosis 

that needs to be filled for a mechanically valid fusion 

under various loading scenarios representing different 

weight bearing regimes. The consideration of the 

healing window in the fracture gap as a second 

parameter in addition to the implant stress leads to 

improved results compared to simulations that consider 

only one optimization criterion. Nevertheless, minimal 

fusion areas can be less than 80% of the full 

circumferential area depending on individual fracture 

morphology, treatment and weight bearing regime. 

 

 
Figure 1: This figure illustrates individual steps from 

the virtual process from a generic tibia model to a von 

Mises stress analysis of the implant. 

 
Figure 2: Computation of individual loading conditions 

from underlying musculoskeletal simulations. 

Discussion 

Generic model generation eliminates the time-

consuming step of segmenting a fractured and treated 

tibia from the clinical imaging, while the differences 

between generic and patient-specific models in the 

simulation results remain acceptable. This new virtual 

lab show that minimal fusion areas can be determined 

also considering patient-specific aspects where an 

extension to other bones is possible. 

 

References 
1. Roland M et al. J Biomech. 48: 1119-1124, 2015. 

2. Roland M et al. Biomedical Technology. Springer, Cham, 

313-331, 2018. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

INTRACRANIAL ANEURYSM PREDICTIONS WITH THE USE OF 

MORPHOMETRIC FEATURES IN A MACHINE LEARNING APPROACH 

 

Nicolas Aristokleous (1,2), Kleo G. Achilleos (1), Myrianthi Hadjicharalambous, (1), Andreas S. 
Anayiotos (2), Costas S. Pattichis (1) and Vasileios Vavourakis (1,3) 

 
 

1. University of Cyprus, Cyprus; 2. Cyprus University of Technology; 3. University College London, UK 

 

 

Introduction 

Intracranial aneurysm (IA) is a cerebrovascular disorder 
in which the wall of a cerebral blood vessel weakens and 
swells, thus, causing a localized dilation or ballooning 
of the artery. Although such aneurysms are mostly 
asymptomatic, a considerable number of IA patients 

remain on high risk of aneurysm rupture, a serious life-
threatening condition. The rupture of IA and the 
consequent subarachnoid haemorrhage are associated 
with high rates of morbidity and mortality [1][2]. 
Recently, machine learning algorithms have been 
developed and applied to facilitate risk prediction of IA 

rupture [3,4]. Thus, this study builds upon previous 
efforts and it explores further the utility of a decision 
tree (DT) algorithm to extract rules and predict the 
likelihood of rupture in patients with IA. 
 

Methods 

Morphological data were acquired from a cohort of 

n=98 IAs from the Aneurisk dataset repository [5]. The 
following aneurysm features were considered: 
aneurysm location, index of multiple aneurysms 
existence, surface area, volume, shape factor and size 
ratio. The KNIME analytics platform was used to 
compute the DT [5,6] and extract the rules. 

 

Results 

Ten different training sets of 70 records (30 ruptures (R), 
40 unruptured (U)) and test sets of 28 records (14 R, 14 
U) were drawn at random from the database. The 
average percentage of correct classifications score 
achieved on the test set was 69%. The rules of a model 
that achieved a 75% are presented in Table 1. 

 

Rule Model Accuracy  

Size Ratio <= 1.61 AND Volume <= 
97 AND Location = "ICA" => "U" 

75% 

Size Ratio > 1.61 AND Volume <= 97 
AND Location = "ICA" => "R" 

Volume > 97 AND Location = "ICA" 
=> "U" 

Shape Factor > 0.7 AND Location= 
"MCA" => "R" 

Shape Factor <= 0.7 AND Location = 
"MCA" => "U" 

Table 1: Rules extracted from a DT algorithm to predict 
U vs R in an intracranial aneurysm dataset. 

 

Discussion 

In this study, we applied a DT algorithm on a dataset of 
98 IA cases and 13 demographic and morphometric 
features. Our preliminary results show a good prediction 
score (75%). Ongoing research efforts focus on 

including a larger cohort dataset, and investigating more 
IA-relevant features, specifically hemodynamic metrics. 
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Introduction 
Bronchodilators like salbutamol are commonly used 
for treatment of feline inflammatory lower airway 
disease. A pressurized metered dose inhaler (pMDI) 
with a specific cat spacer and a spherical mask is 
prescribed for use by owners at home. Different 
breathing rates and the non-cooperative character of 
cats may negatively influence efficacy of salbutamol 
inhalation therapy. During the treatments, a substantial 
amount of drug might be wasted upstream of their 
target, resulting in an inefficient practice and non-
useful local overdoses. In a previous study [1], we 
evaluated salbutamol transport and deposition within 
cat airways using different devices and masks. The aim 
of this study was to analyze the influence of breathing 
conditions and salbutamol particle size on overall drug 
transport and deposition using specific spherical mask 
and spacer. 
  
Methods  
A computational model based on a healthy adult client-
owned cat was developed using Mimics (Materialise 
Software) starting from computerized tomographic 
images of the cat airway. A three-dimensional airway 
cat geometry was created (Figure 1) and used for the 
computational fluid dynamics analysis. A 
commercialized spherical mask and a 10cm spacer 
completed the model. Three flow rates were tested: 
normal breathing conditions [2], hyperventilation [3] 
and under general anaesthesia. Droplet spray transport 
and deposition were simulated with different particle 
sizes (1, 5, 10 and 15µm) using Ansys CFX (Ansys 
Inc.). Simulations were performed using 7 respiratory 
cycles (Inspiratory:Expiratory ratio 1:2, inspiratory 
time 1s) to simulate a common treatment period 
technique. 

 
Results 

 
Figure 1: Particle deposition within the cat airways 
and devices under normal breathing conditions. 
 
The results showed that small particles tend to deposit 
in the devices, muzzle and/or upper airways. For 
increasing particle size, the situation improves 

moderately. However, the amount of inhaled particles 
reaching the lung was very low in all scenarios. The 
particles distribution at normal peak inspiratory flow is 
represented (in %) in Figure 2.    
 

Discussion 
Contrarily to what described in the human literature, 
particles of the largest size reached the bronchial area 
more easily and/or remined in suspension for a larger 
time than smaller ones. In our model, smaller particles 
deposited on the muzzle and upper airways and thus 
were not capable of reaching the lower airways (target 
of drug action). We believe this may be due to the cats’ 
upper airways anatomy, which is comparatively 
complex and narrowed. In humans, the inhalation is 
obtained though the oral tract and synchronized with 
the pMDI actuation. In contrast, in cats, the inhalation 
takes place through the nasal tract. Also, different flow 
rates may modify smaller particles trajectory enhancing 
the possibility of the particle to deposit.  
 

 
 
Figure 2: Percentage of particle distribution after 7 
respiratory cycles under normal breathing conditions.  
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Introduction 
Although extant land birds take to the air by leaping, 

generating the initial take-off velocity primarily from 

the hindlimbs, the detailed musculoskeletal mechanics 

of the leap remain largely unknown. Understanding how 

living birds navigate the interface between terrestrial 

and aerial locomotion not only provides insight into 

adaptations of modern birds to their environment but 

may also help to shed light on the evolution of flight. 

The current study thus simulated the take-off leap of the 

zebra finch (ZF), Taeniopygia guttata, a model species 

of passerine, a class of bird which includes over half of 

all extant bird species. To determine the mechanical 

requirements birds need to meet to take-off this study 

compared external net joint moments to the muscles’ 

ability to balance across the hip, knee and ankle joints.  

 

Methods  
The skeletal model was derived from CT scans 

(isotropic resolution 0.04mm) of a ZF specimen [2] 

(15.4 g), whilst muscle attachment sites and via points 

were mapped from a previously established model of the 

magpie [3] by non-rigid iterative closest point 

registration of the hindlimb bones. Detailed 3D 

kinematics were derived from previously published X-

ray reconstruction of moving morphology (XROMM) 

data of the left hindlimb throughout two autonomous 

take-off leaps [2]. Previously reported ground reaction 

forces (recorded at 400 Hz from Squirrel force plate, 

Kistler France, Les Ulis, France; resolution ±0.01N) of 

nine take-off leaps of the ZF [1] were used as inputs to 

the study. Each of the nine ZF kinetics trials were paired 

with the two sets of kinematics trials enabling analysis 

of 18 distinct take-off conditions. Using inverse 

dynamics, the external moments at the ankle, knee, and 

hip joints were calculated and contrasted to the 

cumulative muscle capability to balance these moments. 

 

Results 
Mean peak external flexion moments at the hip & ankle 

were 0.55 bodyweight times leg length (BWL) each 

whilst peak knee extension moments were half that 

value (0.29 BWL) (Figure 1). Muscles had the capacity 

to generate 146% (hip), 230% (knee), and 212 % (ankle) 

of the mean peak external moments at the joints. 

 

Discussion 
This first study to establish the detailed biomechanical 

requirements of the hindlimb of a passerine bird, a flying 

bird that leaps to take to the air. The take-off leap is 

characterised by substantial external moments at the hip 

and ankle joints, reaching magnitudes of about two 

times of the values during running of a flightless bird 

[4]. These large external moments speak to the 

mechanical demands associated to the leap, a task the 

muscles appear to be well equipped to accomplish 

though, with ZF muscles able to produce over double 

the mechanical requirements at the ankle and knee and 

about 20% more than the extension requirements at the 

hip. Such substantial capacity provides further impetus 

for similar analyses in extinct birds to explore the 

possibility to take to the air by using the hind limbs. 

 
Figure 1: External joint moments at the hip, knee and ankle 

together with the total moment generating capacity of the 

muscles, plotted over normalised leap cycle time. Solid lines 

depict the mean external joint moments (requirements), bands 

depict ±2.5 standard deviations. Dashed lines depict the total 

moment generating capacity of the muscles (capacity). 
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Introduction 

There is no odd-legged vertebrate alive today, nor is 

there any evidence of such a creature ever existing in the 

fossil record [1]. One well-known, but anecdotal 

example of tripedal locomotion is the climbing 

behaviors of parrots (Order: Psittaciformes) [1,2]. 

Unable to use their wings as grasping forelimbs, parrots 

have evolved to be resourceful climbers by co-opting 

their feeding apparatus as an additional “limb”. 

However, it is unclear if parrots use their beaks to simply 

hook into the substrate (serving a stabilizing function), 

or whether the head function is a true evolutionary 

novelty, exapting the head as a functional limb to propel 

and power the body in a cyclical manner. Here we 

present kinetic data to quantitatively assess the 

functional role of the head during the tripedal climbing 

gaits of parrots.  

 

Methods 

We collect frequency of beak, tail, and wing use on 

substrates at 0º, 22.5º, 45º, 67.5º, and 90º. To assess the 

limb-like nature of the parrot’s beak, hindlimbs, and tail, 

we collect kinetic loading data from rosy-faced 

lovebirds (Agapornis roseicollis) during vertical 

climbing. From these data, we calculate the peak fore-

aft and tangential force and average power (W kg−1).  

 

Results 

When climbing, parrots effectively utilize the beak as a 

third limb. The beak generated a propulsive force no 

different than the hindlimb(s) (p=0.357; Figure 1). The 

beak also experiences tangential forces similar in 

magnitude to the hindlimb(s) (p=0.593). The beak 

generated a substantial magnitude of positive 

mechanical work, almost matching that of the hindlimbs 

(p ≤ 0.001). These parrots are thus reliant on the 

combined contribution of positive power from the 

hindlimbs and beak to ascend vertical surfaces.  

 

Discussion  

Despite the absence of odd-limbed tetrapods, tripedal 

and/or pentapedal gaits have evolved in avian and 

mammalian lineages. We demonstrate that, when 

climbing, these birds utilize cyclical tripedal gaits in 

which the beak functions as an effective third limb, 

generating comparable tangential and propulsive forces 

and power to the hindlimbs. We conclude that the 

feeding apparatus and neck musculature of parrots has 

been co-opted to function as a third limb during vertical 

climbing. Utilizing the head as a limb represents an 

evolutionary novelty to Psittaciformes and may be 

facilitated by the neuromuscular modifications to limb 

CPGs and/or existing coupling between head and limb 

movements in birds.  

 

Figures  

 
Figure 1. Force and power generation by beak, 

hindlimb (left), and tail during vertical climbing in 

rosy-faced lovebirds (Agapornis roseicollis). (a) 

Average (top) and peak (bottom) propulsive/braking 

substrate reaction force (SRF). (b) Average Tangential 

SRF (top) and Peak tangential forces (bottom). (c) 

Average single limb mechanical.  

 

 
Figure 2: Frequency beak, tail, wing use on various 

degrees of substrate angles.  
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Introduction 

The leading material in the production of the medical 

implants is titanium and its alloys. Currently commonly 

used alloy is Ti6Al4V. However, due to harmful effects 

of aluminum and vanadium on the human tissue [1] it is 

advised to use pure titanium. Unfortunately, this 

material does not possess sufficient strength, therefore it 

must be processed by thermoplastic deformation 

method. However, changes in the grain size may 

influence the material corrosion resistance, which is a 

key parameter for bio prostheses [2,3]. Therefore, an 

investigation of the corrosion resistance along with the 

microstructure observations must be conducted.  

 

Methods 

The cylindrical Gr2 Ti samples (⌀10 mm x 12 mm) were 

compressed at various temperatures (400-800 °C) and 

under different strain rates (0.01/s – 10/s). In order to 

assess grain fragmentation, scanning electron 

microscope (SEM) observations were made alongside 

with electron backscatter diffraction (EBSD) analysis. 

The corrosion resistance was measured using 

voltammetric methods. Polarization curves were 

registered at a potential change rate of 1mV/s in an 

electrolyte environment consisting of 0.5M NaCl. 

 

Results 

Thermoplastic deformation resulted in a grain 

fragmentation. The EBSD analysis confirmed average 

grain size reduction from 2-8 μm to values below 2 μm. 

     
Figure 1: Ti microstructure a) before deformation, b) 

after deformation in . 600°C and strain rate 10/s 

 

The change in the temperature had a slight influence on 

the rates of corrosion processes. However, influence of 

the temperature on corrosion resistance is noticeable. 

Higher temperature leads to an increase of corrosion 

resistance. The highest value of corrosion potential was 

recorded at 600°C  

 

 

 
Figure 2: Voltammertric curves for Ti Gr2 in 0,5M NaCl 

after compression in 400 – 800 oC. 

 

In the case of the strain rates, increase in the corrosion 

resistance was also noted. The greatest difference of 

potential (and therefore in corrosion resistance) was 

recorded for the strain rate of 1/s.     

 
Figure 3: Voltammertric curves for Ti Gr2 in 0,5M NaCl 

after compression in 400°C with different strain rates.  

 

Discussion 

The corrosion resistance research of biomaterials used 

in prostheses is a vital task. In this case it seems that 

thermoplastic deformation influenced this parameter in 

a positive way. However further research would be 

beneficial. The corrosion resistance tests will be also 

conducted with the addition of fluoride ions.  
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Introduction 
Electrospinning is a technique that can produce fibers in 
the nanoscale range. The slow degradation of PCL 
provides suitable mechanical stability that allows an 
implant to withstand physiological levels of strain [1]. 
Several studies have revealed a correlation between the 
mandrel rotation speed, fiber alignment, and tensile 
moduli [1]. Studies have also shown conduction gaps 
affect alignment, but the interaction of the two has not 
yet been studied [1]. 
The aim of this study is to examine how the conduction 
gaps on the collector and its combination with higher 
rotation speed affect the mechanical and physical 
properties and the fiber morphology of the resulted PCL 
electrospun matrices [2]. 
 
Methods 
Sample preparation. Two different electrospinning 
conditions were used. 
In both conditions, an SES device was used to fabricate 
PCL electrospun matrices. PCL (Mw 80.000) polymer 
pellets were dissolved in CH3OH:CHCl3 + 0.04 % 
NaCl overnight at room temperature to create 11 % w/v 
concentration solution. The electrospinning was set to a 
flow rate of 1.62 ml/h, 20 cm working distance. A 10 ml 
glass syringe with 20G needle was used to spin the 
solution onto the rotating collector. Temperature and 
humidity around the device were controlled at 25 °C and 
40 % respectively.  
In the fully conductive collector condition (FC), a 
mandrel rotation of 200 RPM was used; in the 
conduction gapped collector condition (CG), electrical 
tape was placed across the mandrel to create gap in 
conduction and a mandrel speed of 800 RPM was used. 
Two samples were created for each condition resulting 
in a total of 4 samples. 
Fiber physical characterization. The porosity (P) of 
FC and CG matrices was measured using the apparent 
density of each sample and the density of PCL (1.145 
g/cm3) [3]. 
Mechanical properties. The scaffolds were cut to 
rectangular shapes (4.5 cm x 1.5 cm) for testing, and 
a uniaxial tensile test was performed under quasi-static 
conditions (0.1mm/s) until a strain of 150% was 
reached. 
 
Results 
Matrices consisting of nanofibers between 350 nm and 
850 nm in diameter were fabricated. There was no 
noticeable difference in fiber diameter obtained from the 
two collector conditions (p>0.05). The fibers from CG 

showed higher directionality than the fibers from FC 
(Fig 1).  

      
Figure 1: Fiber morphologies (Left). Distribution of 
fiber angles distribution (Right). 
CG samples had higher (92.3%) porosity than FC 
samples (91.0%), however they were not statistically 
different (p > 0.05).  
The CG samples showed a higher tensile E-Modulus 
(3.74 Mpa) than FC samples (3.07 MPa).  

  
Figure 2: Left: Stress-strain curves of FC and CG 
samples. Right: Elastic modulus of FC and CG samples. 
 
Discussion 
CG fibers were much more aligned than FC. This is 
reflected in the lower variance observed in fiber 
orientations (Fig 1).  This is likely why a higher modulus 
was observed in CG compared to FC and therefore may 
be advantageous for implanted conditions. At the same 
time, the porosities, and hence density and mass, 
remained similar between the two conditions. 
To conclude, by introducing conduction gaps on the 
collector, we were able to positively affect the properties 
of the resulting electrospun scaffolds. 
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Introduction 

The authors have developed a β-tricalcium phosphate 

(β-TCP) powder modified mechano-chemically through 

the application of a ball-milling (mβ-TCP). The calcium 

phosphate cement (CPC) paste using the modified 

powder can be injected easily into bone defects, 

however, there are two risks of leakage and migration 

after implantation. A good solution is the combination 

of CPCs with gelling agents. A gelling agent, poloxamer 

407 shows an inverse thermoresponsive properties; it 

forms a sol at lower temperature and transforms into a 

gel form at higher temperature. Thus, the CPC paste 

containing it will maintain a good injectability at lower 

temperature and inhibit the two risks at body 

temperature. The objective of this study is to evaluate 

the effects of poloxamer addition on the strength and 

injectability of CPC paste using modified β-TCP 

powder. 

 

Methods 

The β-TCP powder was modified through ball-milling 

process for 24 h using planetary ball-mill and zirconia 

balls (mβ-TCP). Poloxamer 407 was mixed with 

distilled water at concentrations of 0.03, 0.05, and 0.1 

g/ml. Then NaH2PO4 powder was mixed with the 

mixtures to prepare 0.75M NaH2PO4 solutions. The mβ-

TCP powder was mixed with 1.25M CaCl2 solution, and 

then with the NaH2PO4 solutions at a powder-to-liquid 

(P/L) ratio of 5:1:1 (g/ml/ml). Hereafter specimens 

without poloxamer, and with poloxamer using 0.03, 

0.05, and 0.1 g/ml mixture are called mβ-TCP, pol-3, 

pol-5, and pol-10, respectively.  

Approximately 2.8 g of the CPC paste was filled into a 

syringe immediately after mixing and then stored in a 

refrigerator (7°C) for 1 hour. The syringes were moved 

to an incubator (37°C) and stored for 1, 5, 15, 30, and 60 

mins, respectively. Immediately after the storage, the 

injectability was evaluated through a mechanical 

loading at a cross-head speed of 20 mm/min and a 

maximum force of 300 N. 

 

Results 

The calculated injectability of the CPC paste containing 

poloxamer 407 reduced gradually with increasing 

storage time until 15 min, then it exhibited drastic 

decrease to 30 min. While the injectability of paste 

without poloxamer reduced gradually until 30 min. Note 

that, all the cement paste containing poloxamer lost 

injectability after 30 min storage at 37°C. Further, the 

addition of poloxamer 407 did not reduce the 

compression strength of the cement compacts from that 

of the mβ-TCP cement compacts. 

 

Equations 

The injectability was calculated according to the 

following equation: where 𝑊𝑒𝑥𝑡  is the mass of the paste 

extruded from the syringe during the loading, and W is 

the initial mass of the paste in the syringe before 

injection. 

 

 Injectability (%) = 
𝑊𝑒𝑥𝑡

𝑊
× 100 (1) 

 

Discussion 

Self-setting calcium phosphate cement pastes using 

modified β-TCP powder and containing poloxamer 407 

exhibited sufficient injectability at lower temperature, 

and reduced fluidity until 30 min at 37°C, suggesting 

that the paste lost the fluidity and the risk of leakage 30 

min after the injection into bone defects. Besides it also 

exhibited sufficient strength at body temperature. In 

conclusion, the combination of the modified β-TCP and 

poloxamer 407 is appropriate for minimally invasive 

treatment of bone defect filling.  
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Figure 1: Effect of storage time at 37°C on the 

injectability of mβ-TCP, pol-3, pol-5 and pol-10 CPC 

paste under a maximum force of 300 N. 
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Introduction 

The impacts of additive manufacturing (AM) in 

manufacturing industries offer revolutionary benefits 

from aerospace to biomedical engineering [1].  

The importance of surface roughness in biomedical 

engineering related context such as prosthetics has been 

widely investigated and shown that the surface 

roughness has a direct influence on biofilm formation 

and mammalian cell adhesion [2,3]. Moreover, it has an 

effect on the rate at which a biodegradable material 

resorbs into the body [4].  

Advancement in the design for additive manufacturing 

(DfAM) creates more freedom in AM. Temporal DfAM 

introduces a new design dimension where the process 

parameters can be varied dynamically during 

manufacture and gives the designer more control over 

material properties [5].  

The aim of this research is to develop a method to 

implement the temporal design in AM and study the 

effect of manufacturing parameters (print speed and 

nozzle temperature) on surface roughness.  

 

Method 

Autodesk Inventor was used to design 20×20×20 mm3 

cube geometry. Following that, the designed geometry 

was sliced into G-Code using Ultimaker’s Cura where 

the G-code was then post-processed by a temporal 

MATLAB code. Ultimaker S5 FDM printer with 

3D4Makers White PLA was used to manufacture the 

cubes.  

The effect of print speed (30-70 mm/s) and nozzle 

temperature (180-220 °C) on the roughness of the 

printed samples were systematically investigated. The 

other process parameters were kept constant across all 

samples with infill density, number of walls, top layer, 

bottom layer, nozzle diameter, layer height, infill pattern 

and bed temperature of 15%, 3, 4, 4, 0.4 mm, 0.15 mm, 

triangle and 60 °C, respectively. For each printing 

condition, the surface roughness of 3D-printed cubes’ 

top layer over an area of 0.85×0.85 mm2 has been 

measured by the MicroXAM100 optical interferometer 

and averaged along three samples with three random 

selected area for individual ones. 

 

Results 

The surface roughness SA of 3D-printed cubes’ top layer 

was measured as a function of printing speed and nozzle 

temperature and plotted in Figure 1. The results indicate 

that the surface roughness increases as the nozzle 

temperature increases from 180 °C to 220 °C and is 

almost independent of the printing speed. Melting of the 

PLA material is greatly influenced by the nozzle 

temperature and for the surface with lower roughness 

can be achieved at 180 °C.   

Figure 1: Effect of the nozzle temperature and print 

speed on the surface roughness of 3D-printed PLA cube  

 

Discussion 

This study highlights the possibility of tuning the 

surface roughness of a 3D-printed shape by controlling 

the process parameters, during the additive build. 

Considering the importance of surface roughness in 

biomedical implants, having the ability to tune the 

surface roughness could be very beneficial and bring a 

higher level of flexibility in the design process. The 

developed MATLAB code gives the designer the ability 

to temporally vary the process parameters and tune the 

material properties for the designed geometry.  
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Introduction 

Polyvinyl alcohol cryogel (PVA-C) is a widespread 

material used as a soft tissue-mimicking material 

(phantom) for surgical training noninvasive clinical 

imaging [1,2]. An autoclave is commonly used to 

control the optimal temperature and pressure required 

during the PVA-C phantoms manufacturing [1,3]. 

However, access to the autoclave may be difficult or 
economically unaffordable in some situations, e.g. 

developing countries. In this work, we propose an out-
of-autoclave alternative procedure using a commercial 

express pot. Equivalent PVA-C samples have been 

manufactured and their features are analyzed in this 

work. 
 

PVA-C samples manufacturing 

An autoclave is used in the first step of the PVA-C 

manufacturing process to get its total dissolution in 

deionized water [1,3]. This step has been adapted to the 

express pot procedure by 30 minutes of cooking time at 
121 °C approx. A water bath is applied inside the pot 

using a steaming rack to ensure most similar heat 

conditions as in the autoclave. Finally, cooling and 

freeze-thaw cycles are necessary to obtain the PVA-C 

samples.  
 

Validation of the methodology 
To check the viability of obtained samples, the sound 

speed was measured at 25ºC using an ultrasonic 

spectrometer for liquids inspection [4]. The sound speed 

propagation is measured at different PVA-C % 

weight/weight concentrations (5.0, 7.5, and 10.0%). At 
least, 8 samples/% are considered. As expected, the 

velocity increases with the % of the samples (Table 1). 

 

PVA-C [%] Sound speed [m/s]  

5.0 1518.25 ± 1.02 

7.5 1530.29 ± 2.17 

10.0 1537.23 ± 3.15 

Table 1. Sound speed at different PVA concentrations. 

The results showed low scattering with the 

manufacturing procedure. Values for 10% concentration 
agree with those observed in [1] using the autoclave 

process (relative error about 0.2%), thus validating the 

procedure. In the literature, breast tissue shows sound 

speed in the range of 7.5% PVA-C [5]. 
 

Compression tests 

Out-of-autoclave cylindrical specimens (26 mm 

diameter, 40 mm length) were tested at 4 mm/min 

velocity in a universal testing machine (INSTRON, mod 

3366). Representative stress-strain curves for different 

PVA-C concentrations are shown in Figure 1, while 

Young’s modulus (E) is in Table 2. The values  

 

 

Figure 1. Stress-strain compression curves at 4 mm/min. 
 

for each concentration are representative of different 

breast tissues, even tumors [6].  

Table 2. Mechanical properties of PVA samples 

Conclusions 
This work presents an out-of-autoclave PVA-C sample 

procedure using an express pressure pot. The procedure 

is validated  by comparing the sound speed velocity at 

different PVA concentrations with those obtained by the 

original procedure. Mechanical properties in 

compression tests are obtained, showing a stiffness 

increment for higher concentrations.  
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PVA-C [%] E [kPa] 
Similar breast tissue 

properties 

5.0 5.16 ± 0.27 Fat, glandular, DCI tumour 

7.5 22.85 ± 1.71 Fat, glandular, tumour 

10.0 39.89 ± 1.53 Glandular, tumour 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

DEVELOPMENT AND MODELLING OF FUNCTIONALLY GRADED 
BIOINSPIRED HIP IMPLANT IN REDUCING STRESS SHIELDING  

 
Seyed Ataollah Naghavi (1). Jia Hua (1,2). Mehran Moazen (3). Steve Taylor (1). Chaozong Liu (1)* 

 
1. Institute of Orthopaedics & Musculoskeletal Science, University College London, Royal National 

Orthopaedic Hospital Stanmore, London, HA7 4LP, UK  

2. School of Science and Technology, Middlesex University, London, NW4 4BT, UK 

3. Department of Mechanical Engineering, University College London, London, WC1E 6BT, UK 

 

Introduction 

Currently, total hip replacement surgery is an effective 

treatment for osteoarthritis, where the damaged hip joint 

is replaced with an artificial joint [1]. Stress shielding is 

a mechanical phenomenon that refers to the reduction of 

bone density as a result of reduced force distribution 

acting on the surrounding cortical bone. At present, solid 

hip implants undergo too much bone resorption 

secondary to stress shielding. This is due to their solid 

metallic nature, which are much stiffer than the 

surrounding bone. With the advance of 3D printing 

technology such as selective laser melting (SLM), we 

are now capable of producing graded lattice structures. 

Microstructures allow a better force distribution to the 

host bone which can mimic the surrounding bone tissue 

properties and reduce the stress shielding effect [2]. 

 

Methods 

Bioinspired lattice structures such as Gyroid and 

Schwarz Diamond triply periodic minimal surface 

(TPMS) structures have high mechanical strength and 

osseointegration properties. Hence, these TPMS 

structures have a very high potential to be used for 

developing fully porous hip implant [3]. In a study by 

Kladovasilakis [4], several porous hip implants with 

different lattice structures (Gyroid, Voronoi and 

Schwarz Diamond) were developed and optimized via 

altering the strut thickness and relative density (50-65%) 

according to the initial the stress distribution on the 

struts with uniform distribution [4].   
 

Results 

In a study by Kladovasilakis, a load of 5,300 N was 

applied to different micro-structured hip implants and 

was shown that Scharwarz Diamond structure had the 

lowest peak compressive stress (529 MPa) when 

compared to Gyroid (615 MPa) and Voronoi (1088 

MPa) structures. Factor of safety of Scharwarz 

Diamond, Gyroid and Voronoi were also calculated to 

be 2.08, 1.79 and 1.01 respectively. Based on these 

results, it is shown that the functionally graded TPMS 

Scharwarz Diamond could withstand almost twice the 

maximum static load that the hip implant receives [4]. 

 
Figure 1: Topology optimization with functionally graded 

Gyroid structure (a) design and (b) FEA. [4]  

Conclusion 

In essence, functionally graded density implants have a 

reduced stress shielding compared to current solid hip 

implants. This is evidenced by higher amount of stress 

distribution on the surface of the cortical bone when 

comparing the porous implant with fully solid implant 

which transfers lower stress to the surrounding hot bone. 

The architected hip implants presented in recent studies 

shows clinical promise in reducing bone loss while 

preventing implant micromotion, periprosthetic fracture 

and the probability of revision surgery. [2]. 
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Introduction  

Gelatin is a promising material for tissue engineering 

and regenerative medicine applications due to its 

biocompatibility, biodegradability, and abundance. 

Despite the advantages of gelatin, its fast gelation at 

room temperature and poor mechanical properties limits 

its applications in tissue engineering, particularly for 

injection and bioprinting purposes [1]. To overcome this 

important hindrance, we introduced cellulose 

nanofibrils (CNFs) into gelatin-based hydrogels. 

Nanocellulose has been widely explored for tissue 

engineering applications and shown to be a promising 

reinforcement for improving mechanical and 

rheological properties of biomaterials [2].    

 

Methods  

Firstly, methacrylated gelatin (GelMA) was synthesized 

as described elsewhere and Fourier transform infrared 

(FTIR) spectroscopy was used to confirm its proper 

methacrylation. Then, 10 %w/w GelMA solutions with 

different CNF filling content (0.25%, 0.5%, 0.75%, and 

1%) were prepared and GelMA/CNF composite 

hydrogels were prepared by getting samples exposed to 

UV light. Prepared composites where finally 

characterized in terms of morphology, swelling ratio, 

gelation time, and rheological properties. 

 

Results 

The FTIR results confirmed the proper methacrylation 

of gelatin (Figure 1, a). The morphology of the CNF was 

studied using TEM and the diameter and length of the 

nanofibrils, measured using ImageJ, were around 

26.3±1.8 nm and 4.8±0.22 µm, respectively (Figure 1, 

b). The swelling ratio of the samples were evaluated by 

immersing them in PBS at 37 °C. The rheological 

properties of the samples were characterized using a 

photorheometer and hydrogels’ gelation time at room 

temperature, both without UV and under UV light, were 

measured (Figure 1, c. and Table 1).  

 

Samples  Swelling 

ratio (%) 

Gelation time 

without UV 

Gelation time 

with UV (s)  

GelMA 24.3 17 min  26 

GelMA/0.25%CNF 26.55 1 h 32 

GelMA/0.5%CNF 33.17 8 h 55 

GelMA/0.75%CNF 38.21 5 d 78 

GelMA/1%CNF 41.74 Never 105 

 

Table 1 

 

 
Figure 1: a) FTIR results of Gelatin and GelMA. b) TEM 

image of CNFs. C) Rheological properties of samples.  

 

Discussion  

It was observed that the swelling ratio of the samples 

increased as the CNF content increased. This occurred 

because the presence of CNF nanofibrils between 

GelMA chains inhibits some potential crosslinking, and 

the lower the crosslinking, the higher the swelling ratio. 

Moreover, incorporation of CNFs within GelMA-based 

hydrogels could significantly delay their gelation at 

room temperature. This is most likely because the 

physical association of gelatin chains, which is the main 

mechanism behind the gelation of gelatin at room 

temperature, can be highly limited by the CNF fibrils. 

This property is particularly favorable for injection and 

printing applications, where fast gelation would clog the 

needle and negatively affect the shape fidelity. 

Investigation of rheological properties under UV light 

displayed that although introducing CNFs delayed the 

gelation time from 26 s to 105 s, the gelation is still fast, 

meaning that the proposed composite is very promising 

for in situ forming applications.    
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Introduction 

Coating an implant with an osteoinductive material is a 

common technique used to improve osteointegration of 

orthopaedic implants, including spinal implants. This is 

particularly important for implants based on Polyether 

Ether Ketone (PEEK), as its inert nature does not allow 

for proper integration, leading to implant failure. As the 

basis of bone mineral, hydroxyapatite (HAP) is a well-

documented coating material. However, current coating 

techniques can alter HAP crystallinity, negatively 

affecting both mechanical and biological performance 

of the coating [1]. An alternative could be the 

development of a composite coating, where HAP is 

incorporated into a different material. A good candidate 

is TiO2, as it naturally occurs on Ti-based implants, has 

good osteoinductive properties of its own, and can be 

sintered and crystallized at temperatures which do not 

affect HAP’s own crystal structure. Moreover, TiO2 can 

be synthesised through Sol-Gel chemistry, where 

organic liquid precursors are hydrolysed to form an 

inorganic gel. A substrate can then be dipped into the 

gel, forming an inorganic solid coating after dried and 

sintered [2]. This work aims to study the development 

of sol-gel TiO2/HAP composite coatings on PEEK and 

Ti-based substrates. The goal is to find which conditions 

result in coatings with optimized mechanical and 

biologic performance. 
 

Methods 

TiO2/HAP composite was synthesised by hydrolysis of 

titanium isopropoxide in absolute ethanol at 70 °C for 

24 hours. Acetic acid glacial was used to control the 

reaction, and Mg-enriched HAP (Fin-ceramica) was 

added before starting hydrolysis with ultrapure water. 

The final volume was adjusted to 40 ml by adding 

absolute ethanol. The coatings were developed on glass, 

Ti-6Al-5V and PEEK substrates pre-treated with air 

plasma (Zepto, Diener). A TinkerKit Braccio Robot 

(Arduino) was used to dip coat the substrates, with each 

cycle involving: 1- Coating in TiO2/HAP gel; 2- Drying 

at 70 °C; 3- Washing twice in ultrapure water; 4- Drying 

at 70 °C. The coated samples were sintered at 250 °C for 

6 hours and washed in an ultrasonic bath for 15 minutes. 

A Definitive Screening Design (DSD) is being used to 

study the effect of coating conditions on overall 

performance. Table 1 summarised the factors in study. 

Samples from each run will be analysed by water contact 

angle (WCA), lap shear adhesion testing, and in-vitro 

biologic performance, measuring metabolic and ALP 

activity at day 14 on hTERT-MSCs Y201 [3]. 

Factor Description - 0 + 

A Substrate Ti-6Al-4V -- PEEK 

B TiO2/HAP (w/w) 1/0 1/0.75 1/1.5 
C Layers (number) 1 3 5 

D Dip time (min) 1 3 5 

E Robot timing (ms) 10 20 30 
F ΔT (°C/min) 4 12 20 

Table 1 – DSD factor description. 
 

Results 

Preliminary results on glass substrates show changes on 

WCA between uncoated and coated substrates (table 2). 

Coating with non-sintered TiO2 turns glass more 

hydrophobic, while sintered TiO2 turns the sample more 

hydrophilic. The presence of HAP in sintered coatings 

drops WCA slightly lower. Similar results are also 

observable on Ti-6Al-4V samples.  
 

Substrate Condition WCA 

Glass 

No Coating 42.82° 

TiO2 86.55° 

TiO2 sintered 27.41° 

TiO2/HAP sintered 24.41° 

Ti-6Al-4V 

No Coating 52.46° 

TiO2 sintered 18.70° 
TiO2/HAP sintered 18.12° 

Table 2 – Preliminary water contact angle results. 

 

 
Figure 1 – Water contact angle on Ti-6Al-4V substrates: 

a) No coating; b) TiO2 sintered; c) TiO2/HAP sintered. 
 

Discussion 

Preliminary results show that it is possible to coat 

different materials with a sol-gel TiO2/HAP composite. 

Sintering is also shown to affect the surface properties 

of the coating. The DSD results will allow to develop 

coatings with optimized mechanical and biologic 

performance. 
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Introduction 
Inadequate mechanical compliance of orthopaedic 
implants can result in excessive strain of the biologic 
interface and ultimately, aseptic loosening. To 
compound this issue, the elastic modulus of human 
trabecular bone within the proximal femur can vary by 
as much as 200% between the trochanteric region and 
femoral head [1]. With these significant interindividual 
variations in bone density and changes in remodelling 
capacity over time, a biomimetic orthopaedic material 
designed for load bearing bone should be (i) available in 
mechanical strengths and stiffnesses most suitable to the 
peri-implant bone tissue of a specific patient, (ii) allow 
for continuous remodelling processes within and around 
the implant to comply with biological changes at the 
host site and (iii) provide a large surface area for 
optional biofunctionalization or coatings [2]. We 
present a fibre-based biometal with adjustable 
anisotropic mechanical properties to facilitate 
remodelling and improve long-term implant survival.  
 
Methods 
A material comprised of strategically layered, sintered 
titanium fibres (TiFi) was developed. The matrix 
material is an unalloyed titanium with an oxygen content 
of 0.44±0.04 wt.-% in the sintered state. Parallel (//) and 
cross-ply topologies in a ratio of 1:1 and 2:1 (denoted 
X1:1 and X2:1) (Fig1A) at two different porosities (75% 
and 85%) were manufactured. Cubic and square beam 
specimens were tested under compression (in three 
orthogonal axes) and under 3-point bending and torsion 
until failure, respectively, to characterize anisotropy. 
Cylindrical, 70% porosity X2:1 TiFi samples were 
implanted in a sheep metaphyseal trepanation model for 
eight weeks, following institutional standard protocol 
and ethics approval (ZH 212/19). Osseointegration 
within the explants was investigated by micro-computed 
tomography (Scanco µCT 45, 10.4 µm voxel size) to 
confirm in vivo biomcompatibility. For inferential 
statistics, we applied the Mann-Whitney U test for 
independent samples, when applicable. 
 
Results 
TiFi demonstrated compressive yield strengths of up to 
50 MPa and anisotropy according to fibre layout (Table 
1). Samples with 75% porosity were both stronger and 
stiffer than with 85% porosity (Fig 1B). The highest 
bending modulus was found in samples with parallel 
fibre orientation, while the highest shear modulus was 

found in cross-ply layouts. Implants demonstrated 
uncompromised circumferential osseointegration and 
bone invasion in vivo (Fig1B). 
 

Porosity Topology X-Axis Y-Axis Z-Axis 

75% 
// 48.9±0.5 3.7±0.5 17.4±3.2 

X1:1 22.1±10 4.9±3.0 23.6±15 
X2:1 26.1±6.9 3.6±2.1 11.3±2.6 

85% 
// 14.3±0.8 1.2±0.8 4.0±0.3 

X1:1 12.3±2.1 2.8±2.5 10.9±2.5 
X2:1 8.7±1.6 1.0±0.3 8.8±8.1 

Table 1: Compressive yield strength (MPa) at 0.2% 
offset (n=3 per topology (Top.) and per Axis for each 
porosity (Por.)). 

Figure 1: A) TiFi is based on multiple layers of 
interlaced titanium fibre mesh in parallel and cross-ply 
topologies. B) Osseointegration after 8 weeks (false 
colors for contrast: blue-low and orange-high density). 
 
Discussion 
Although mechanical testing relied on a low number of 
repetitions per modality, testing demonstrated small 
variance between trials and indicated TiFi mechanical 
properties were well within the range and anisotropy of 
human trabecular bone. Direct bone apposition and 
osseointegration was observed without obvious gaps or 
fibrous tissue on the implant surface, supporting the 
hypothesis that a lattice-like structure and tunable 
mechanical properties promote remodelling. Image-
based quantification of osseous tissue ingrowth and 
histological analysis can confirm these initial findings. 
Ultimately, the biometal introduced in this study 
demonstrated anisotropic mechanical properties similar 
to natural bone, excellent osteoconductivity and 
consequently, feasibility as an orthopaedic implant 
material. 
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Introduction 
Dental impression is a potential cause of cross 

transmission of pathogens between the operator, patient 

and laboratory technician. However, disinfection of 

alginate impression material could compromise its 

dimensional accuracy and physical properties. Thus, this 

study aimed to incorporate natural and chemical 

antimicrobial agents to dental alginate for pre and post 

setting self-disinfection. 

 

Methods  
Conventional fast-set dental alginate impression 

material was used in this study. Colloidal silver solution 

(500 ppm), Colloidal copper (50 ppm) and an aqueous 

Boswellia sacra plant extract were prepared and used for 

preparation of different dental alginate groups. 

Antimicrobial activity was assessed using agar disc 

diffusion assay against Candida albicans, Streptococcus 

mutans and Micrococcus luteus, Escherichia Coli, 

Staphylococcus Aureus [1]. Dimensional accuracy was 

evaluated through taking alginate impressions of a 

metallic mold recommended by ISO 1563 standard [2], 

that were then poured with stone. Dimensional accuracy 

was determined from the mean of measurements taken 

between fixed points on the casts using 

stereomicroscope at magnification of 12X and was 

calculated using the following equation: 

  L = [(L2 – L1) / L1] x 100 

L1 is the distance between the lines on the matrix and 

L2 is the distance between the lines on the stone mode.  

Elastic recovery of alginate was assessed according to 

ISO 1563 using a circular split mold of 12.5 mm 

diameter and 20 mm height. Tear strength was evaluated 

using a Zwick testing machine until failure at a cross 

head speed of 500 mm/min [3]. 

 

Results 
The two modified groups showed significantly higher 

inhibition zones against E. coli, S. mutans and C. 

albicans compared to the control that showed no 

antimicrobial activity at all. Nano metal ions (Ag+Cu) 

group showed higher antimicrobial activity against M. 

luteus compared to the other tested groups. There was 

insignificant difference between the groups against S. 

aureus. One-way analysis of variance (ANOVA) 

showed no statistically significant difference in the 

mean values of dimensional accuracy (%) and tear 

strength between all the tested groups. 

 

 

 

 

 

Groups Mean SD      

Control 0.82  0.3 

Ag+Cu 

B.sacra                

0.79 

0.77                   

 0.7        

 0.2 

Table 1: The mean (N/mm) and standard deviation (SD) 

values of tear strength for the three tested groups. 

Elastic recovery of the Boswellia sacra extract and nano 

metal-ions modified groups were insignificantly 

different from the control group. All the tested groups 

showed elastic recovery greater than 95 %. 

Figure 1: The mean and standard deviation (SD) values 

of elastic recovery in % for the three tested groups. 

  

Discussion 
 Nano metal ion solutions and Boswellia sacra extract 

enhanced the antimicrobial activity of alginate without 

affecting its dimensional accuracy, tear strength and 

elastic recovery. Mixing alginate with plant extracts and 

nano metal ions could be a promising potential for 

preparation of a self-disinfecting alginate impression 

material without affecting its performance. 

 

References 
1. Wang J et al, Angle Orthod, 77:894-900, 2007. 

2. ISO 1563 “Dental alginate impression material” Geneva 

Switzerland, 1990. 

3. Sahin V et al, J. Prosthet. Dent, 124:69–74, 2020.   

 
. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

PRELIMINARY APPROACH OF AN ALTERNATIVE SOLUTION FOR THE 
BREAST IMPLANT SHELL 

Ana Margarida Teixeira (1), António André (1), Bruno Areias (1), Pedro Martins (2,3) 
 
1. INEGI/FEUP, Portugal; 2. INEGI/LAETA, Portugal; 3. ARAID, i3A, University of Zaragoza, Spain 

 

Introduction 

In 2020, breast augmentation was the most performed 

plastic surgical procedure worldwide [1]. Even though 

silicone implants are the gold standard, different factors 

might lead to implant failure, including mechanical 

loading. This was proved by our group, concluding that 

fatigue damage can be a potential cause of the in vivo 

failure [2]. Moreover, another major complication 

related to breast implants is capsular contracture, which 

might cause implant distortion, breast pain and poor 

aesthetic outcome [3]. To address this issue, most 

implants are manufactured with a textured surface, 

which is currently done by using calibrated salt grains 

[3] or through a negative-contact imprint of 

polyurethane foam [4].  As an alternative, in this work, 

a different texture is produced using an impression 

technique and its mechanical properties are investigated. 

 

Methods 

The textured surface was obtained through a PLA 

(polylactic acid) texture stamp and an alginate sheet. 

Firstly, a PLA stamp (Figure 1a) was printed using an 

Ultimaker 3 printer. Secondly, an alginate solution was 

poured over the mold and smoothed, being then 

crosslinked with 50 mM CaCl2·2H2O (Calcium chloride 

dihydrate) for ≈1h. The sheet of alginate was then used 

to stamp the PDMS (polydimethylsiloxane, 

SYLGARD™ 184), which was prepared in a ratio of 

10:1 and initially cured at 75ºC for ≈5min. The alginate 

sheet was slowly placed on the top of the PDMS, with 

the textured surface facing down and slightly pressed. 

The PDMS was left at room temperature for the final 

curing during ≈24h. When cured, the alginate sheet was 

taken off and PDMS samples were cut in a dog-bone 

shape (Figure 1b). Using a uniaxial tensile machine, the 

PDMS samples were tested to failure at 20 mm/min with 

an initial preload of 0.20N. The force-displacement data 

was recorded, and the stress-strain data was calculated. 

 

 
Figure 1: (a) PLA stamp; (b) PDMS sample 

 

Results 

For this study, 3 samples were tested, and the average 

results are presented. The final thickness was 1.05±0.16 

mm, which is within the range found in literature [5]. In 

the final stress vs. strain curve (Figure 2), the stress was 

calculated at different strain percentages (33%, 66% and 

133%) in order to compare with previous work [5]. 

 

 
 

Figure 2: Mean curve for the new texture, indicating the 

stress at 33%, 66% and 133% strain. 

 

Discussion 

Comparing with literature [5], the stress values obtained 

in this work are significantly lower, a possible indicator 

that the proposed texture contributes to a weaker 

structure, leading to a quicker rupture. Comparing to PIP 

implants, this approach does not improve the 

mechanical properties. A design with smaller pores with 

a homogeneous distribution might provide better results 

regarding the mechanical properties. Therefore, for 

future work, the testing of alternative textures along 

with imaging analysis and cell interaction is required. 
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Introduction 
Hybrid materials have been recently proposed to bypass 
the drawbacks of synthetic and biological grafts: they 
are obtained by coupling synthetic polymers with 
decellularized tissues to join the mechanical features of 
synthetic materials and the superior biocompatibility of 
biological tissues. In particular, when blood-contacting 
materials are requested, biological tissue are placed in 
contact with blood improving hemocompatibility [1]. 
In the present work, hybrid membranes (HYMEs) have 
been produced by assembling decellularized bovine 
pericardium and a polycarbonate urethane available in 
two formulations: Chronoflex AR (CF AR) and 
Chronoflex ARLT (CF ARLT) (AdvanSource 
Biomaterials, Wilmington, MA, USA). The second 
formulation differs from the first by the presence of 9% 
silica microparticles to reduce its tackiness [2]. 
 
Methods 
Native bovine pericardium (NBP) was collected from a 
local slaughterhouse, isolated and decellularized 
following the TriCol procedure: alternate hypotonic and 
hypertonic solutions and two detergents, e.g. Tergitol 
and sodium cholate. Tissues were eventually treated 
with BenzonaseTM to degrade nucleic acids chains.  
HYMEs were realized by solution casting: 
decellularized bovine pericardium (DBP) was placed 
into an aluminum frame and the polymer solution was 
gently poured over the fibrous side. The material was 
dried in a vacuum oven at 40°C for 30 hours.  
Two HYMEs were made by coupling DBP with CF AR 
(DBP AR) and with CF ARLT (DBP ARLT): they were 
analyzed in terms of structure and composition, and 
from the biomechanical and cytotoxicity points of view.  
Mechanical characterization was carried out by uniaxial 
tensile tests evaluating HYMEs response to load until 
failure (strain rate of 1 mm/s). Fatigue tests were also 
performed to analyze the effect of repeated cycles on the 
material resistance. Test was conducted by imposing 
cycles up to 20% for 3600 seconds at a strain rate of 1.3 
mm/s and, subsequently, the specimen was loaded to 
failure as previously described. 
Tests were performed at room temperature and samples 
were immersed in saline solution (0.9% NaCl) to 
prevent dehydration. 

In vitro tests were performed according to UNI EN ISO 
10993-5 in order to check HYMEs cytotoxicity: human 
umbilical vein endothelial cells (HUVEC) were seeded 
over HYMEs. After 24 h and 7 days, cells vitality was 
analyzed and immunofluorescences were performed.  
 
Results  
HYMEs exhibited appealing features with regard to 
cytocompatibility: the absence of cytotoxic effects was 
ascertained, and after 7 days cell proliferation was 
improved. As to the mechanical tests, Young’s modulus 
and ultimate tensile strength (UTS) values did not show 
significant differences comparing polymeric samples, 
and DBP AR and DBP CRLT. As shown in Figure 1, 
fatigue tests showed that cyclic loads affect material 
strength: failure strain (FS) decreased by 44.82% and 
40.79% for DBP ARLT and DBP AR, respectively, 
UTS decreased by 64.8% and 30.62%, respectively.  
  
Conclusions 
Hybrid materials can usefully combine the mechanical 
resistance of synthetic polymers and the 
biocompatibility of biological tissues. These latter, once 
decellularized, are prone to in vivo recellularization. 
 

 
Figure 1: Failure Strain (FS) and Ultimate Tensile 
Strength (UTS) values before and after fatigue tests. 
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Introduction 

An effective assessment of patient-specific 

hemodynamics is fundamental for an early identification 

of risk factors related to vascular diseases. Flow patterns 

can be partially captured by 2D Color-Doppler 

ultrasound (US) imaging that provides a projection of 

the blood flow on the US beams. Biomechanics can 

augment the missing flow information to quantify 

hemodynamics patterns. This work presents an example 

of velocity vector fields reconstruction using Color-

Doppler images and an aortic phantom. 

 

Materials and Methods 

A patient-specific model of thoracic aorta was 3D 

printed in Clear Resin (Formlabs). The phantom (Fig. 

1a) was inserted in a mock-circulatory loop system that 

reproduces the blood flow inside the aorta. A steady 

flow was imposed at the inlet. The descending aorta 

(DAo) and supra-aortic branches were the outlets. The 

phantom was filled with a blood-mimicking fluid. 

Color-Doppler images were acquired in long and 

transversal views using an iE33 US scanner (Philips 

Healthcare) with a 5 MHz linear array. The velocity 

vector field was reconstructed by adapting to vessels the 

formulation introduced in [2]. The Color-Doppler 

velocity 𝑽𝑼𝑺 is the input of the algorithm (Eq. 1) that 

minimizes a cost-function, 𝑱 [𝑽𝑹𝒆𝒄], to retrieve the 2D 

velocity field 𝑽𝑹𝒆𝒄 in the bi-dimensional domain of 

interest 𝛺𝑃: 

𝐽[𝑽𝑹𝒆𝒄] = 𝜆𝑈𝑆 ∫ (𝑽𝑹𝒆𝒄 ∙ 𝒓𝒊 − 𝑉𝑈𝑆)2 +
𝛺𝑃

 𝜆𝐷𝑖𝑣 ∫ (𝛻 ∙ 𝑽𝑹𝒆𝒄)2 + 
𝛺𝑃

𝜆𝐵𝐶𝑠 ∫ ‖𝑽𝑹𝒆𝒄 −
𝜕𝛺𝑃

𝑽𝑼𝑺‖2 +  𝜆𝑁𝑒𝑢 ∫ ‖𝛻𝑽𝑹𝒆𝒄 ∙ 𝒏‖2
𝜕𝛺𝑃

∗ +

𝜆𝑆𝑚𝑜𝑜𝑡ℎ  ∫ ‖𝛻𝑽𝑹𝒆𝒄‖2 
𝛺𝑃

  

(1) 

The five terms of Eq. 1 are: 1) deviation of 𝑉𝑅𝑒𝑐  from 

𝑉𝑈𝑆; 2) divergence-free flow assumption, 3) Dirichlet 

conditions at boundary 𝜕𝛺𝑃; 4) Neumann conditions at 

inlet/outlet (𝜕𝛺𝑃
∗ ); 5) spatial smoothness constraint. A 

weighting factor (𝜆𝑖) is associated to each term. 

 

Results 

The results of the velocity reconstruction are reported in 

Figure 1b-1c. In the aortic arch, the reconstruction 

shows some zones with helical flow and recirculation. 

On the contrary, in the DAo, the flow regime appears to 

be laminar with no helical patterns. These results 

confirmed velocity trends observed both in-silico and 

in-vivo on the same aortic geometry [3].  

Figure 1: 3D printed phantom (a); Reconstructed 

velocity magnitude (b); 2D Color-Doppler acquisitions 

and reconstructed velocity streamlines (c). 

 

Discussion 

In the aortic arch, Color-Doppler images show swirling 

velocities that are preserved in the reconstructed 

velocity field. The reconstruction complements the 

missing flow information given by 2D Color-Doppler. 

The velocity reconstruction from Color-Doppler data is 

promising as it will also allow to compute other 

hemodynamic quantities such as wall shear 

stress/pressure and to complement vascular diseases 

diagnosis. Moreover, 3D printed models, inserted in a 

mock-circulatory loop, can be beneficially used to 

investigate a variety of geometries and flow conditions.  
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Introduction 

Adult spinal deformity (ASD) is a complex and 

heterogenous disorder of the spine [1], often impacting 

functional abilities of patients during activities of daily 

living (ADL) [2]. Despite the known degeneration of 

muscles in patients with ASD due to fatty infiltration 

[3], muscles are not routinely evaluated for clinical 

decision-making. Indeed, current surgical treatments for 

ASD are mainly based on two-dimensional radiographic 

parameters that measure upright global spinal 

alignment. However, adding objective measurements of 

muscle structure is imperative to understand how 

muscles impact functional abilities. These subject-

specific measurements can be integrated into 

musculoskeletal model (MSKM) to determine if 

decreased muscle strength contribute to the observed 

impaired performance in ADL in patients with ASD [4].  

A method [5] to quantify fatty infiltration in muscles has 

been developed and validated on a healthy population, 

but has not previously been assessed in the ASD 

population. The aim of the study was to evaluate the 

reliability of this magnetic resonance imaging (MRI)-

based segmentation method in patients with ASD, due 

to their known muscle physiological changes. 

 

Methods 

Fatty infiltration of the erector spinae and psoas was 

quantified using the method by De Seze et al [5]. 

Briefly, manual segmentation (Mimics v.22, 

Materialise, Belgium) was performed bi-laterally at the 

L4 and T12 (erector spinae only) levels on T1-weighted 

MRI images. Six regions of interest of 1cm2 were 

manually selected on the segmented muscles (four at L4 

and two at T12) to represent a region minimally 

infiltrated by fat (Fig. 1). The pixel intensities within 

these six regions were pooled to determine the mean 

muscle pixel intensity and the 95% confidence interval 

(CI) for each patient. Contractile element (non-fatty) 

was defined as the muscle area corresponding to the 

pixel values between the 5th and 95th percentiles, while 

the non-contractile (fatty infiltration) element was 

defined as the muscle area with pixel intensity values 

below the 5th and 95th percentile. Intra-rater reliability of 

this method was assessed with two sets of measurements 

performed by one rater on five patients with ASD, one 

month apart. Inter-rater reliability was assessed with 

three trained raters performing measurements on the 

same five patients. The agreement between the intra- 

and inter- rater measurements were calculated with the 

intra-class correlation coefficient (ICC) (SPSS v.25, 

Chicago). ICC values >0.91, between 0.71-0.91, 

between 0.51-0.70, and <0.51 correspond to excellent, 

good, moderate, and poor agreement, respectively. 

 

Results 

Based on five repeated measures, the intra-rater 

variability was excellent with an ICC value of 0.979, 

95% CI [0.948-0.991] (p<0.05). The intra-rater 

reliability was also excellent with an ICC value of 0.963, 

95% CI [0.926-0.982] (p<0.05). 

Figure 1: Axial view of MRI at L4. Four regions of 

interest (ROI) were placed bilaterally on the psoas and 

erector spinae to represent the regions with the least 

amount of fatty infiltration (black region), compared to 

region with fatty infiltration (white region) to 

differentiate these two regions in the muscles. 

 

Discussion 

The intra- and inter- rater reliability of this MRI-based 

segmentation method has been validated for patients 

with ASD, showing excellent results. This method 

allows to separate the contractile and non-contractile 

(fat and connective tissue) elements of the muscles in 

patients with ASD. The method can therefore be reliably 

used to integrate clinical parameters on muscle quality 

into subject-specific MSKM, to understand how fatty 

infiltration of the muscles in patients with ASD impact 

their movements and quality of life.  

 

References 
1. Smith et al, Neurosurg. Clin. N. Am, 24:143-56, 2013. 

2. Pellise et al, Eur Spine J, 24:3-11, 2014. 

3. Moal et al, Worl J Orthop, 6:727-737, 2015. 

4. Severijns et al, Spine, 21:1059-1071, 2021. 

5. De Seze et al, Surg Radiol Anat, 33:735-741, 2011. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

IMAGE-BASED IN-VIVO ESTIMATION OF AORTIC LOCAL STIFFNESS 
AND HEMODYNAMICS 

Katia Capellini (1), Emanuele Gasparotti (1), Emanuele Vignali (1), Benigno Marco Fanni (1), Martino 
Andrea Scarpolini (1), Filippo Cademartiri (2) and Simona Celi (1) 

 
1. BioCardioLab, Fondazione Toscana G. Monasterio, Italy; 2. Dipartimento Immagini, Fondazione 

Toscana G. Monasterio, Pisa, Italy. 

Introduction 

Computational fluid dynamics (CFD) simulations and   

fluid structure interaction (FSI) simulations are effective 

instrument adopted in literature to investigate aortic 

hemodynamics. Nevertheless, these numerical 

approaches are characterized by some limitations such 

as the hypothesis of rigid wall for CFD and assumptions 

for material properties together with high computational 

times for FSI simulations. The knowledge of actual 

material properties of aortic tissues is crucial for the 

analysis of different pathologies. Currently the material 

stiffness is characterized through experimental tests 

requiring harvesting of ex-vivo tissues [1]. In order to 

in-vivo estimate wall stiffness and properly set FSI setup 

to improve simulation accuracy, a great effort was 

recently devoted on the development of new methods to 

evaluate wall stiffness.  The integration of Radial Basis 

Functions (RBF) mesh morphing technique with 

numerical simulations turned out to be an effective tool 

to cope vessel deformation by modelling the shape of 

computational models starting from biomedical images 

and in a meshless way [2,3]. 

In this study an aortic hemodynamic evaluation 

overcoming the main limitations of standard simulations 

technique was performed together with the 

implementation of a new in-vivo method based on 

biomedical images and RBF mesh morphing technique 

to estimate aortic stiffness.  

 

Methods 

ECG-gated CT datasets were segmented with a specific 

UNET deep neural network to obtain thoracic aortic 3D 

models at each phase of cardiac cycle. Through a mesh 

morphing approach, the movement of aortic wall was 

replicated to follow the geometric changes of aorta 

during cardiac cycle in a meshless way. The wall 

movement was synchronized with patient pulsatile flow 

during a CFD simulation execution. Thanks to the aortic 

displacements reconstruction, a method to estimate 

aortic local stiffness was developed. The circumferential 

strains were calculated by considering the aorta 

centerline and the cross-section variation between the 

minimum volume phase and the phase at maximum 

deformation. Due to the meshless nature of the mesh 

morphing implemented technique, the identification of 

same nodes at different cardiac phases was achieved. 

The circumferential stresses were estimated according 

to the equilibrium of a pressurized elbow shell. Then the 

stiffness was computed by assuming a linear 

constitutive equation and by evaluating the Young’s 

modulus (E).  

 

Results 

The mesh morphing approach resulted to be an accurate 

instrument that introduced a negligible mesh 

deterioration, and it was able to cope the aortic 

movements with high geometric accuracy. Differences 

in hemodynamic parameters estimated with the new 

simulation approach were found compared to the 

standard simulations strategies. In particular, a 

difference in terms of flow eccentricity and time 

averaged wall shear stress estimation. Regarding the 

aortic wall stiffness estimation, the Young’s modulus 

values for each node of aortic surface are depicted in 

Figure 1. 

 

 
 

Figure 1: Young’s modulus map on the ascending aorta 

(a) and the relative frequency of distributions for the 

mesh nodes (b).  

 

Discussions 

The integration of RBF mesh morphing  technique, CT-

gated images and CFD simulations was able to follow 

the aortic movements during cardiac cycle. In this way 

the consideration of actual geometric effects on the 

aortic hemodynamics was implemented with a relevant 

reduction in terms of computational costs compared to 

standard FSI approach. The estimation of aortic regional 

stiffness was successfully carried out and may represent 

an effective instrument for the in-vivo assessment of 

aortic material properties.  
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Introduction 
Current medical B-mode ultrasound does not readily 
allow imaging bone tissues and under subperiosteal 
cortical areas of bone. Many authors have discussed 
ultrasonic imaging of bones [1]. Our group has been 
focusing on the cross-sectional radial imaging process 
using diffraction-mode Ultrasonic Computed 
Tomography (USCT)[1],[2]. In the case of bone 
imaging difficulties are bound with the higher acoustical 
impedance difference, which strongly alters the 
propagation of the ultrasonic waves, and generally 
induces low Contrast-to-Noise Ratio (CNR) of the 
image. It is necessary to change the methods used for the 
processing of the ultrasonic signals. Our group 
developed a wavelet-based coded-excitation (WCE) 
method enabling to process all the information available 
in frequency and time [3]. The aim of this work is to 
investigate the feasibility of the WCE method as a mean 
of CNR enhancement of diffraction-mode USCT [4]. 
Experimental results on newborn arm phantom and on 
an ex vivo chicken drumstick, are presented and the 
usefulness of the WCE method discussed. 
 
Material and Methods 
USCT exploits the information resulting from the 2D-
diffraction of the incident acoustic field by the bone and 
surrounding tissues, and the mutual information 
between transducers [2]. The USCT is based on the 
Radon transform and the FBP (filtered backprojections) 
algorithm [4]. A prototype has been developed, 
consisting of a crown (300 mm) of 8 1MHz-transducers 
distributed every 45°. A wavelet-based coded excitation 
method (WCE) has been adapted to this device [2] 
allowing to process the local wave packets propagating 
in the inter- or centro-diaphyseal areas, and thus 
reducing the low-pass filtering effect influencing the 
CNR of the image. The method can also be used as an 
inverse regularization filter in the FBP algorithm to 
reduce the effect of Radon's singularities [4]. 
 
Results 
Experiments were conducted, using successively the 
pulse-mode (as reference method [4]) and the WCE-
mode USCT, on a newborn arm phantom containing 
blood vessels, single and joined bones (Figure 1), and 
on a chicken drumstick with skin, different muscles, fat, 
tendons, nerves, tibia and fibula (Figure 2).  
 

 
Figure 1: Newborn arm phantom (True Phantom Solution, 
Windsor, CA) at 6 mm (1) and 14 mm (2) from the elbow. (Left 
top) USCT circular antenna. (Left bottom) X-ray images 
obtained by µCT. (4 right images) 1-MHz pulse-mode (top) 
and WCE-mode (bottom) diffraction USCT. 

 

Figure 2: Chicken drumstick in the proximal area 25 mm from 
the upper tibio-fibular joint. (Left top) USCT circular antenna. 
(Left bottom) X-ray images obtained by µCT. (4 right images) 
1-MHz pulse-mode (top) and WCE-mode (bottom) diffraction 
USCT. 

The algorithm for CNR and gain calculation is detailed 
in [4]. The performance of the method is presented in 
the following table, showing a significant gain of CNR. 
 

Target CNR (Pulse-
mode) 

CNR 
(WCE) 

Gain (%) 

Arm 1 0.083 (0.076) 0.62 (0.54) 647 
Arm 2 0.069 (0.058) 1.3 (1.1) 1784 

Chicken 0.41 (0.31) 1.1 (1) 175 
Table 1: Control-to-noise ratio (average and standard 
deviation) and gain (%) between pulse-mode and WCE-
mode methods for USCT of the newborn arm phantom, 
and of the ex vivo chicken drumstick. 
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Introduction 

Patient-specific vascular modeling represents a 

powerful tool for the enhancement of diagnosis and 

treatment of vessels pathologies. In particular, 

numerical models are nowadays used to simulate 

interventional procedures [1]. However, the 

implementation of reliable patient-specific material 

properties still represents a crucial uncertainty [2]. 

The availability of the patient-specific mechanical 

properties would significantly enhance the reliability of 

in-silico models, thus enforcing their predictive 

capabilities and favoring their integration with the 

clinical workflow. The aim of this study was to define 

an indirect and non-invasive methodology to infer the 

elastic modulus (E) of vessels from phase contrast 

magnetic resonance imaging (PC MRI), routinely 

acquired in patients undergoing cardiovascular 

interventions. The proposed image-based method was 

tested on either numerical or experimental models. 

 

Methods 

This work was based on a preliminary investigation [3] 

which included a crucial corrective factor, namely χ, to 

increase the effectiveness of a standard formulation able 

to estimate the local E value of vessels from cross-

sectional area and flow-rate variations, information 

easily retrievable from PC MRI. While in the previous 

study the χ parameter was defined for a single vessel 

case, in this work we extended its applicability on a 

wider range of vascular structures. A massive numerical 

simulations campaign was run, implementing several 

fluid-structure interaction (FSI) models of different 

vessels, varying their caliber, maximum flow, and wall 

stiffness.  The χ value was iteratively adjusted to make 

the formula output matching the E value assigned in the 

simulation. The corrected equation, including the χ 

factor, was tested on a series of in-silico vascular 

models, from which virtual image data were extracted, 

and in-vitro models, consisting in compliant 3D printed 

phantoms which were acquired in terms of PC MRI, 

while subjected to the cardiac-like pulsatile conditions 

simulated within an ad-hoc mock circulatory loop. The 

phantoms were fabricated using TangoPlus, a rubber-

like material suitable for vascular applications [4]. 

 

Results 

Flow and area variations were extracted from in-silico 

models (Figure 1) and phantoms PC MRI data at specific 

cross-sections. Results were computed in terms of 

percentage difference between the E value assigned to 

the models and the E value estimated from the χ-based 

equation and standard equation also. For the in-vitro 

cases, the reference E value was the Young’s modulus 

obtained from the uniaxial tests conducted on 

TangoPlus specimens, equal to 0.5 MPa [4]. The results 

are summarized in Table 1. 

 
Figure 1: Example of in-silico model used for testing: 

geometry (a) and velocity extraction (b) from CT and 

PC MRI; indication of the analyzed cross-sections (c). 

 

Models χ-based 

equation 

Standard 

equation 

In-silico 9.3% 89.6% 

In-vitro 41.2% 93.2% 

Table 1: Percentage errors between target E values and 

estimated E values as obtained from χ-based and 

standard equations. 

 

Discussion 

In this work we presented an image-based method able 

to infer the local E value of vessel wall in a direct and 

non-invasive way. Results were promising, showing a 

huge reduction of the gap between target and estimated 

E value when using the equation including χ, with better 

outcomes with respect the standard formulation. 

However, a residual error is still present, and further 

investigation are necessary to increase the effectiveness 

of the presented methodology and enhance the 

reliability of patient-specific computational simulations. 
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Summary 

The medial and lateral gastrocnemius exhibits 

extraordinary growth in the first two years of life. Using 

3D ultrasound, we have tracked the growth of the infant 

gastrocnemius from 3 to 24 months of age. A principal 

component analysis has revealed that the medial 

gastrocnemius starts to increase in volume, relative to 

the lateral side, about the time when infants show 

autonomous walking skills. This is consistent with 

changes in spatiotemporal parameters, joint kinematics 

and kinetics which start to approach adult characteristics 

by age 2 years. When age related muscle volume 

increases were removed from the analysis, principal 

component analysis revealed that muscle belly width 

was the primary shape change, with the medial side 

showing increased muscle belly width. Understanding 

typical infant muscle growth has implications for better 

identification of muscle pathology, including cerebral 

palsy. 

 

Introduction 

Infants experience rapid muscle changes during the first 

two years of life. During this time important 

biomechanical changes are observed. For instance, step 

width decreases, while step length and walking speed 

increases [1,2]. Kinematics and kinetics converge 

towards more adult like characteristics. Two of the most 

notable lower limb muscles for adequate gait function 

are the lateral gastrocnemius (LG) and medial 

gastrocnemius (MG) [3]. Most notably, the 

gastrocnemius muscles are involved in plantarflexion 

[4]. Little is known about form function relationships in 

infants less than 2 years of age. This is paramount 

because by 2 years of age mature features of gait and 

muscle function have already formed. In this study we 

evaluate infant muscle growth in the first 2 years of life. 

Understanding typical form function developments have 

important implications for clinical recommendations in 

pathologic gait. 

 

Methods 

Four OptiTrack cameras were integrated with a custom 

3D ultrasound setup. 44 infants (3 to 24 months) were 

scanned using a single-sweep method for the MG and 

LG. Muscles were segmented from the femoral condyle 

to the distal musculotendinous junction [5] in the 

Stradwin/Stradview software suite. We used the 

software Gias2 to perform principal component 

analysis. 

 

Figure: Muscle shape changes across age (A) and with 

muscle volume removed (B). Mean and ± 2SD are shown 

with RED increase and BLUE decrease and GREEN the 

mean. 

 

Results 

The gastrocnemius size increases across age and the LG 

and MG differentiate and become less symmetric 

(Figure A). Specifically, the LG appears more elongated 

while the MG shows a wider muscle belly. A secondary 

analysis (Figure B) involving a Procrustes analysis 

where muscle size is removed, revealed the primary 

shape change was in the muscle belly with the MG being 

wider than the LG.  
 

Discussion 

The changes in the muscle belly are consistent with what 

we observed in children, and adolescents through to 

adulthood [6]. There is an increase in the MG relative to 

the LG from the time independent walking occurs. This 

may in part be explained by the development in 

kinematics and kinetics. 
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Introduction  
Crouzon syndrome is the most common 
craniosynostosis syndrome occurring in 1 in every 
25,000 births worldwide (1). In these patients, mutation 
in fibroblast growth factor receptor 2 (FGFR2) is 
associated with premature fusion of coronal skull 
sutures leading to brachycephalic head shape (2). 
Treatment of craniosynostosis is predominantly surgical 
with the aim to allow normal brain growth and cognitive 
development and normalise the head shape. However, 
the timing of surgical intervention is controversial due 
to the limited understanding of cranial bone morphology 
leading to unpredictable changes in postoperative 
growth. The aim of this study was to investigate the 
effect of the FGFR mutation on the formation and 
homeostasis of cranial bones architecture at different 
stages of skull development using Crouzon mouse 
model (Fgfr2C342Y). This is not currently known and will 
help in determining the best surgical procedure and 
optimal time for surgical intervention. 
 
Methods  
This research was carried out using WT (carrying two 
normal alleles) and HET (carrying one mutant allele) 
mice models to mimic the condition in human Crouzon 
patients. Crouzon mice (Fgfr2C342Y) were re-derived 
through the European Mouse Mutant Archive (EMMA) 
at MRC Harwell. Litters were collected at postnatal day 
7,14 and 21 (n=6 per genotype at each age group) and 
genotyped for heterozygous presence of the C342Y 
mutant allele by standard PCR protocols. All animal 
procedures were performed in accordance with the UK 
Animals (Scientific Procedures) Act 1986 (Project 
License number 70/7194). High-resolution 3D 
synchrotron X-ray microtomographic images were 
acquired at beamline I13-2 of Diamond Light Source 
using an effective pixel size of 1.625 µm (field of view 
4.2 x 3.5 mm). Projections were recorded by a pco.edge 
5.5 camera detector at equally-spaced angles over 180° 
of continuous rotation to magnify frontal and parietal 
bone sections separately. Datasets were reconstructed to 
produce 3D tomograms using the Savu software, 
processed and analysed using Simpleware ScanIP 
(Synopsis, USA) and CTAn (v. 1.14.4.1, Skyscan, 
Belgium). Morphometric measures of parietal and 
frontal bone such as Bone Volume (BV), Bone Volume 
Fraction (BV/TV), Bone Thickness (Th) and Bone 
Mineralization Density (BMD) and intracortical 
porosity inclusing vascular canal number and density 
(NCa/TV. CaV/TV), osteocyte lacunar number and 
density (NLc/TV, LcV/TV) were examined. 
 

Figure 1: Different facial and calvarial phenotypes for 
WT (A) and HET mouse (E); (B, F) Visualisation of the 
regions of interest: frontal bone and parietal bone. (C, 
G) microCT of WT (C) and HET (G) mice showing 
difference in suture patency (D, H) High-resolution 
synchrotron scans of frontal and parietal bone for 
lacunar analysis. f, frontal bone; p, parietal bone. 
 
Results  
Preliminary morphological assessment of data for the 
frontal bone showed (n=3) (i) the number of lacunae 
(N.Lc/TV) tend to increase for both genotypes between 
P14 and P21, with HET having a marked increase. 
Lacunar volume density (LcV/TV) in the eldest HET 
group was higher than the WT counterpart; (ii) canals 
(N.Ca/TV) were more numerous in HET than WT at 
each time point. A marked decrease in canal volume 
density (Ca.V/TV) for the HET group from P14 to P21 
shows that canals increase in number but decrease in 
size. 
 
Discussion 
Evaluation of postnatal cranial bone microarchitecture 
in various pathophysiological states will provide a better 
understanding of bone physical qualities such as 
strength and density at different stages of skull 
development. This would potentially provide useful 
information about bone healing capacity and would 
allow prediction of surgical outcomes of procedures 
such as spring assisted cranioplasty by means of 
numerical modelling (3). Future developments will 
address pharmacological treatment prior to surgery to 
improve bone morphology and quality.  
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Introduction
Ultrasound imaging of the cortex of long bones may
enable  a  measurement  of  the  cortical  thickness
and the wave-speed in cortical bone tissue [1]. These
can help assess bone mechanical  strength, and hence
the  risk  of  osteoporotic  fracture  [2].  Ultrasound
imaging  of  the  cortex  is  also  the  first  step  towards
ultrasound  measurement  of  intraosseous  blood  flow
[3]. However, echographic signals from inside the bone
cortex are weak due to scattering by the microstructure
(vascular  pores)  and  absorption  in  the  viscoelastic
matrix. This may prevent the identification of the inner
cortical bone  surface (endosteum) on the echographic
image. The endosteal surface is more easily detectable
for  young  healthy  subjects than  for  the  elderly  or
osteoporotic (Fig.1).

Figure 1: Typical  in vivo ultrasound images  of young
and  elderly  volunteers.  The  echographic  probe  was
placed on the tibia transversely to the bone axis. The
bright line around 4 mm is  the periosteum.  Left:  the
bright  region  aroud  9 mm  is  the  endosteum  and  is
clearly  visible  for  this  young  subject.  Right:  the
endosteum is less visible for an older subject.

In  this  communication,  we  discuss  the limitations of
ultrasound  imaging of  cortical  bone  inner  structure,
with a focus on bones with altered microstructure as
observed in the elderly and osteoporotic patients. We
also  introduce  some  candidate  methods  to  improve
imaging of the endosteum in these cases.

Method
The  effects  of  increased  porosity  and  pore  size  on
ultrasound signals were quantified from simulated data
obtained with a  finite  difference  time domain elastic
code  [4].  We  used  105  2D  images  of  bone
microstructure  based  on  3D  synchrotron  X-ray
microcomputed tomography images (resolution 10 μm)
from the femur diaphysis of 29 human donors. Porosity
ranged from 2 to  24%.  We implemented  a synthetic
aperture  imaging  sequence  with  an  array  transducer
(central frequency 2.5 MHz). Image reconstruction was
performed  using  delay-and-sum (DAS)  beamforming
with  optimized  receive  f-number,  correction  of

refraction at the soft tissue-bone interface and sample-
specific  wavespeed  [1].  The  same  imaging  protocol
was used to image 5 femur bones ex vivo for which
high  resolution  computed  tomography  images  were
available  as  reference  images.  Endosteum  interface
contrast  (CEI)  was  calculated  as  the  ratio  of  the
average  intensity  of  the  endosteum over  the  average
intensity  of  center  of  the  cortex.  For  a  given
microstructure,  a  pore  was  considered  “large”  if  its
diameter is part of the last decile of the mean diameter
distribution (typically larger than 250 μm).

Results
We found that as porosity increases, speckle intensity
inside  the  bone  cortex  increases  (Fig.2)  whereas
the  intensity  of  the  signal  from  the  endosteum
decreases  leading  to  a  20  dB  drop  in  CEI.  On  the
other  hand,  for  similar  porosities,  a  microstructure
containing  ”large  pores”  was associated  to
much lower endosteum visibility. 

Figure  2:  Reconstructed  ultrasound  images  from
simulated data for increasing porosity. The endosteum
at 4.7 mm is hardly visible at high porosities. 

Discussion
In  altered  microstructures,  the  endosteum  is  poorly
visible on ultrasound images reconstructed with DAS.
The  improvement  of  image  contrast  with  alternative
beamforming  approaches,  enhancing  specular
reflection or filtering out some of  the backscatter  by
the  pores,  will  be  presented  and  illustrated  on
simulated and ex vivo data. 
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Introduction 

Parkinson’s Disease (PD) is a neurodegenerative 
disorder that causes both non-motor and motor 

symptoms. The latter ones include general tremor, 
rigidity, and bradykinesia. These symptoms have been 
investigated in literature especially in the upper and 
lower limbs. However, they may also affect facial 
muscles causing hypomimia that is considered one of 
the clinical hallmarks of the disease. Patients 

experiencing hypomimia have a limited facial 
expression that often causes a reduction of their quality 
of life and social interaction difficulties. Despite the 
high prevalence of this feature in PD, hypomimia still 
remains under-investigated and no validated treatments 
are currently available [1]. The aim of the proposed 

preliminary study is to quantitatively assess the potential 
benefits of a complementary therapy based on 
experimental artistic interventions on hypomimia. A 
face tracking algorithm based on Facial Action Coding 
System (FACS) [2] is exploited and the pre- and post- 
treatment conditions are assessed.  

 

Methods 

Seven PD patients (mean(±SD) age: 70(±3.51) years) 
were considered in the present study. Data collection 
consisted in video acquisition of the participants. This 
session took place before (T0) and after (T1) four weeks 
of a complementary therapy. Videos were acquired by 

means of a commercial camera (GoPro Hero 8 camera, 
30 fps) while they were comfortably sitting with a 
neutral background behind them. During the acquisition, 
subjects were asked to perform the six basic emotions 
(anger, disgust, fear, happiness, sadness, surprise) and 
the neutral expression as in [3]. Videos were segmented 

into four frames per each emotion and a set of 40 
landmarks was tracked in the 2D-image space with 
TrackOnField (BBSoF S.r.l. [4]). Then, 40 Euclidean 

distances were computed from the coordinates of these 
points and averaged by frames (n_dist). A step of intra-

subject normalization was performed dividing each 
distance to the corresponding one in the neutral 
expression (ratio). Finally, an index of face mobility 
(FMI) was computed as follows:  

𝐹𝑀𝐼𝑗 =
∑ |1 − 𝑟𝑎𝑡𝑖𝑜𝑗| ∙ 100%𝑛_𝑑𝑖𝑠𝑡

𝑖=1  

𝑛_𝑑𝑖𝑠𝑡
    𝑗 = 1… 6 

 

Results 

Figure 1 reports the obtained results. Greater values of 
FMI indicate greater deviation from the neutral 
expression and consequent reduction of hypomimia. 
FMI per each emotion and subject is represented in a 
spider plot at T0 (Figure 1a) and T1 (Figure 1b).  

 

Discussion 

In this preliminary study, a quantitative evaluation of the 
treatment has been proposed and results seem 
encouraging. Pre- and post- treatment states per each 
subject and emotion are well depicted and differences 
are clearly visible. This approach could be employed to 

tailor and assess different rehabilitation treatments for 
hypomimia. Future developments will include the 
increase in the number of subjects considered in order to 
better assess the method proposed. Moreover, 
correlations between the new proposed metric and 
clinical scales could be included to further investigate 

patients’ impairments.  
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Figure 1. Spider plot of FMI per each emotion and subject at T0 (Figure 1a) and T1 (Figure 1b). 
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Introduction 

Monitoring weight-bearing symmetry (WBS) is of 

interest for tracking disease progression or rehabilitation 

progress [1]. Healthy individuals also exhibit a certain 

amount of WBS deficits [2, 3], which should be 

considered when investigating pathological cohorts. 

However, the investigations performed in healthy 

individuals are typically performed in laboratory 

settings, which may not be representative of real life 

situations. This study aimed to assess WBS of healthy 

individuals during a typical workday in an occupational 

setting, as a model system to analyze the naturally 

occurring WBS in everyday life. A further aim is to 

determine the relationship between an individual's 

relative activity level, as determined by step count, and 

WBS during a typical workday in an occupational 

setting. To achieve this, instrumented insoles measured 

weight-bearing during shift work in active hotel 

employees. 

 

Methods 

Twenty participants (14 females, 31.8±7.9 years, 

24.9±4.2 kg/m2) employed at five local hotels in 

housekeeping (n=8), reception (n=5), and service (n=7) 

departments were recruited. The local ethics committee 

approved protocols and participants gave written 

informed consent. Each participant received an iPod and 

a pair of instrumented insoles (loadsol, novel GmbH), 

then instructed on data collection. Participants wore 

insoles for a minimum of one work shift within two 

weeks. Insoles recorded the overall plantar force from 

each foot, transmitted via Bluetooth to the iPod for local 

storage. Upon equipment recovery, raw data was 

downloaded. A custom-step recognition script (RStudio 

Inc.) identified periods of static and dynamic loading. 

The absolute weighted Universal Symmetry Index 

(wUSI) [2] determined overall (input: left and right total 

impulse) and step (input: left and right step impulse) 

weight-bearing symmetries for each participant, where 

0% indicates perfect symmetry and 100% indicates total 

asymmetry. After normality tests, one-way analyses of 

variance examined the effect of group on step count and 

wUSI values (α=0.05). A Pearson correlation examined 

the relationship between the mean number of steps per 

shift and overall wUSI and between the mean number of 

steps per shift and steps wUSI across all participants. 

 

Results 

In an average shift, reception workers took fewer steps 

(3358±2298, p<0.001) compared to housekeeping and 

service (14883±3785 and 14739±4599, respectively). 

The overall proportion of dynamic loading was 11% in 

the reception group, compared to 33% in housekeeping, 

and 34% in service. A negative correlation was only 

found between overall wUSI and the mean number of 

steps taken per shift (Figure 1 A; r=-0.53; p=0.02). No 

association was found between steps wUSI and the 

mean number of steps taken per shift (Figure 1 B; r=-

0.26; p=0.3). 

 
Figure 1: Absolute weighted universal symmetry index 

(wUSI) (A) and steps wUSI (B) versus mean steps per 

shift of housekeeping (pink circles) reception (green 

triangles) and service (blue squares) participants. 

 

Discussion 

Participants did not exhibit perfect WBS (wUSI≠0), 

supporting evidence from previous observations 

suggesting that healthy individuals do not exhibit 

perfect WBS profiles [2, 3]. Studies aiming to 

investigate return to WBS in pathological cohorts 

should consider the natural occurring WBS of healthy 

individuals. In particular, many participants exceeded 

wUSI when measured during gait in healthy participants 

in a gait laboratory [2]. These results further underline 

the disparity between laboratory measurements and real-

life workplace settings. Hotel workers that took less 

steps during a work shift exhibited higher overall WBS 

deficits. Asymmetrical distribution of lower limb 

weight-bearing during daily work activities may 

accelerate musculoskeletal symptoms injuries [4, 5], 

which may be particularly exacerbated if constantly 

repeated during days, and eventually, years in the life of 

workers. These results imply that periods of dynamic 

movement can improve overall WBS, which can break 

up extended static periods. However, no association was 

found between the number of steps taken and WBS. This 

suggests that even though sectors have a different 

overall WBS profile, this effect might not be transferred 

to the WBS profile across all steps. Future work in 

expanded cohorts should aim to understand WBS and its 

relationship to musculoskeletal health. 
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Introduction 

An increasing geriatric population has increased the 
demand for walking-aids among this population. 
Walking-aids are used to aid with neurodegenerative 
diseases or to aid in people with poor balance [1]. The 
use of walking-aids requires proper adjustment to 
maintain adequate shared weight-bearing while 
maintaining correct posture [2,3,4]. Current guidelines 
leave users with vague instructions not allowing for 
proper adjustment of these devices [1,5]. The purpose of 
this investigation was to determine the effects of handle-
height adjustment on gait kinematics and kinetics in 
able-bodied older adults when walking with an all-
terrain rollator. 
 
Methods 

Participants were tested while walking at 80 and 100% 
of their normal cadence. Thirty-three able-bodied older 
adults (16 females) were recruited from the Denton, TX, 
area. Every participant signed an IRB approved 
Informed Consent Form. Participants were asked to 
complete 5 successful trials for each of three different 
handle-height adjustments (i.e., 48% of the user’s height 
[H48], 55% of the user’s height [H55], and wrist crease 
height [HW]) on two cadences (i.e., normal cadence and 
slow cadence); the participant was also asked to walk 
without the rollator (NR) as a control condition for each 
walking cadence condition. Participants were instructed 
to walk barefoot and as naturally as possible while 
applying force over the rollator. Participants were asked 
to focus their sight at an eye-level target, to avoid foot 
targeting. Participants were asked to complete an exit 
survey about their perceptions of the handle 
adjustments. Kinetic variables measured included 
ground reaction forces and lower body resultant joint 
moment. Kinematic variables included postural back 
angles (Lordosis, kyphosis, L4/L5 flexion), elbow 
flexion, shoulder elevation (inter-shoulder girdle angle), 
and walking velocity which were extracted from the 
stance phase of gait on each limb in order to see the 
effects of the rollator.  
 
Results 

Only the H48 reduced the backward peak force. Even 
more, the most reduction of forces was achieved with 
the H48, while the least were with the H55. No 
significant difference was found between the three 
handle adjustments. The use of rollator significantly 
increased the L4/L5 flexor moment by 25%, and 
decreased the hip abductor, ankle plantar-flexor, and 

everter joint moments up to 16%. The hip flexor 
moment was significantly reduced only with the HW. At 
H55 there was significant decrease in kyphosis and 
lordosis with a 9 degrees shoulder elevation. The H48 
and HW showed decreased lordosis with increased 
L4/L5 torso flexion and 6 degrees shoulder elevation.  
 

 
Figure 1. Participant perceptions. Q1. While walking with a 
rollator, which position felt that you unload better your 
weight? Q2. While walking with a rollator, which position felt 
more like your normal walk? Q3. While walking with a 
rollator, which position felt more comfortable to walk? 

Discussion 

The use of rollator improved spinal posture by reducing 
kyphosis and lordosis, but with increased shoulder 
elevation and torso flexion. The results of this study 
showed that all three adjustments allow shared weight-
bearing. However, the body posture while using the 
device was not the same, generating a slight stooped 
posture at H48 and HW conditions, which can create 
lower back pain. 
Overall, the adjustments that were more beneficial to the 
user were either the H48 or the HW conditions, but only 
the HW adjustment showed significant reduction in all 
joint moments. Even when 40% of the time the H48 was 
higher than the HW, the former is much easier to 
measure and adjust than the latter. However, this is only 
true if the purpose of using a rollator is to reduce the 
GRF and RJM; if the need for a rollator is as an assistant 
device for balance and stability while ambulating, the 
H55 condition showed to be preferred among the 
participants and they were able to maintain a more 
natural posture. With regards to walking velocity, the 
device did not limit step length, but velocity differences 
were seen due to changes in cadence. 
 
References 
1. Bradley et al, Am Fam Physician, 84(4):405-411, 2011.  
2. Lacour et al, Clin Neurophysiol, 38(6):411-421, 2008. 
3. Rosario et al, J Bodyw Mov Ther, 38(3):127-132, 2014. 
4. Woollacott et al, Gait Posture, 16(1):1-14, 2002. 
5. Van Hook et al, Am Fam Physician, 67(8):1717-1724, 

2003. 

6.1

36.4
42.439.4

24.2
15.2

54.5
39.4 42.4

0

20

40

60

Question 1 Question 2 Question 3
Pa

rti
ci

pa
nt

s (
%

)
H55 H48 HW



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

EFFECT OF SENSOMOTORIC INSOLES ON POSTURAL 
STABILITY IN KIDS WITH CEREBRAL PALSY 

Simona Bartošová (1,2), Vít Nováček (3) 
 

1. NTIS, University of West Bohemia, Czech Republic; 2. Protetika Plzeň, Czech Republic; 
3. NTC & Faculty of Health Care Studies, University of West Bohemia, Czech Republic 

 

Introduction 

There is a limited literature assessing the effects of 

sensomotoric insoles on postural stability of kids with 

cerebral palsy. Their positive effect on static and balance 

was previously demonstrated [1,2]. Sensomotoric 

insoles significantly improved gait velocity and cadence 

after three months of use but these positive changes were 

not maintained one month after withdrawal of the 

insoles [3]. The aim of this work was to assess the effect 

of sensomotoric insoles in five children with cerebral 

palsy on their static postural stability. 

 

Methods 

Five subjects with diagnosis of cerebral palsy were 

enrolled in the study (Table 1). Subjects 1–3 had spastic 

left hemiplegia, subject 4 spastic diplegia with moderate 

intellectual disability and subject 5 had spastic right 

hemiplegia. 

 

Subject Sex Age (Years) Days of Therapy 

1 M 5 35 

2 M 7 28 

3 F 6 42 

4 M 6 25 

5 F 11 25 

Table 1: Summary of subjects. 

 

The effect of sensomotoric insoles therapy was assessed 

through center of pressure (COP) trajectory and its 

antero-posterior (AP) and medio-lateral (ML) sway 

measured by Kistler force plate 9286BA. Three 

repetitions were done for each instruction: upright plain 

stand with open eyes (AD), upright stand with feet 

together and open eyes (BE) and upright plain stand with 

closed eyes (CF). For each subject, the data was 

recorded in two separated sessions: before (ABC) and 

after (DEF) approximately one month of therapy. The 

data was recorded for 30s in each test and fragmented 

into six 5s intervals to remove outliers mainly due to 

failure to follow the instruction. Subject 4 was unable to 

execute upright plain stand with closed eyes. 

 

Results 

Boxplots of COP trajectory are shown in Figure 1 for 

illustration. Table 2 summarizes statistically significant 

improvements in measured variables for all subjects and 

instructions.  

 

Discussion 

Only subject 5 demonstrated improvements in all 

variables except for AP in upright stand with feet 

together. It also demonstrated less variance and lower 

values compared to the other subjects. This may be 

attributed to higher age and better control maturity. The 

proposed assessment seems strongly affected by 

maturity of the subjects and their particular condition. It 

will require further research and detailed stratification of 

population according to age and condition. 

 

 
Figure 1: Boxplots of COP trajectory. 

 

Subject 1 2 3 4 5 

AD COP No No Yes No Yes 

 AP No No No No Yes 

 ML No No Yes No Yes 

BE COP No No No No Yes 

 AP No No No No No 

 ML No No Yes No Yes 

CF COP No Yes No NA Yes 

 AP No No No NA Yes 

 ML No No Yes NA Yes 

Table 2: Statistically significant improvements. NA 

stands for Not Available. 
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Introduction 

Ankle sprain is one of the most common injuries among 

athletes, combat soldiers, and active populations [1]. 

Lateral Ankle Sprains (LAS) often lead to Chronic 

Ankle Instability, Post-Traumatic Osteoarthritis, and 

chronic pain [1]. Following a LAS, pain is correlated to 

deficits in biomechanical parameters such as range of 

motion, peak torque, muscle activity, and step length 

[2,3]. We have developed a novel low-cost wearable 

device using vibration stimulus that implements gate 

control theory [4]. Using a single gyroscope placed on 

the shank and an adaptive algorithm, we detected gait 

events and engaged the somatosensory system to 

interrupt pain pathways from the ankle. The purpose of 

this study is to improve ankle range of motion and 

mobility by mitigating pain during gait of subacute LAS 

patients. 

 

Methods 

Using Arduino Nano 33 BLE Sense built-in inertial 

measurement unit, we developed an algorithm that 

records the change in angular velocity and provides 

stimulation synchronized to lower limb movement. The 

algorithm detects two distinct gait events i.e., Mid-

Swing (MS) and Heel-Strike (HS), by calculating the 

local minima, maxima, and zero-crossing. We 

incorporated a patient specific gait pattern self-

correcting adjustment of MS and HS thresholds.  

Two small devices were strapped on the lower leg. Each 

device has its own vibration motor specifications 

depending on the placement. The first device causes 

stimulation of cutaneous mechanoreceptor afferents on 

the tibialis anterior peroneus longus, applied 

intermittently to achieve an analgesic effect from HS to 

Toe-Off (TO). The second device was placed on the 

Gastrocnemius muscle belly to provide stimulation of 

muscle spindle primary endings by mechanical vibration 

encouraging agonistic activation from Mid-Stance 

(MSt) to TO. All components were strategically 

organized in a custom designed enclosure 3D printed of 

polylactic acid (PLA) (figure 1). 

 

Results 

The design is based on low-cost off-the-shelf 

components. We validated our gait event detection 

algorithms by capturing a LED signal indicating HS 

using a slow-motion camera. Onboard algorithms 

calculated and triggered movement synced vibrational 

simulation from MSt to TO. The device was tested on 

six healthy subjects and successfully showed consistent 

gait event detection. Additionally, we developed an app 

that records and displays the data collected in real-time 

and sends it to the cloud. The app allows for subject 

specific adjustments of cutaneous stimulation 

parameters such as intensity, duration, and type of 

activity. Data were then analyzed offline using 

MATLAB. The real-time gait detection was designed to 

be an open-source algorithm. The effects of the device 

in healthy subjects are being collected and results will 

be presented at the conference.  

Figure 1: Right, devices position on tibialis anterior 

peroneus longus and Gastrocnemius muscle. Left, gait 

event detection system components overview. 

 

Discussion 

This study provides an open-source gait phase detection 

algorithm and a low-cost off-the-shelf wearable device. 

The dual engagement of cutaneous afferents and muscle 

spindles of the somatosensory system has the potential 

to have an analgesic effect and encourage a "close to 

normal" gait in patients with ankle sprain injuries. 

Future studies will test the effect of the device on LAS 

patients. This device can potentially motivate patients 

and improve rehabilitation after an ankle sprain, by 

reducing the time of rehabilitation and progressively 

helping patients regain their muscle and gait function 

during daily walking and physical therapy. 
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Introduction 

The quantitative analysis of the three-dimensional foot 

posture is a topic of clinical and scientific interest [1], 

recently boosted by the diffusion of low dose Weight-

Bearing CT scanner. This makes it possible to overcome 

the limit of the traditional 2D measurements made with 

X-Ray radiography [2]. However, to efficiently quantify 

the foot posture in 3D, the definition of anatomical 

reference systems (ARS) is needed to calculate the 

position and orientation of all the bones in the foot, still 

lacking in the literature [3]. 

The aim of the study is to test a new technique for the 

definition of ARS based on articular morphology [4]. In 

order to verify its clinical applicability, the technique is 

tested to measure the post-operative correction in flat 

feet after clinical intervention, comparing the surgery 

outcomes with healthy feet for a reference. 

 

Methods 

We investigated three flatfeet, scanned in Weight-

Bearing CT both before and after the foot correction 

surgery. In addition, three healthy foot was also scanned 

with the same methodology. 3D bone models were 

generated using a semi-automatic segmentation 

procedure (DICE score>95%). ARS are defined 

according to a new procedure based on articular 

morphology which fit geometrical primitive on selection 

of joint surfaces [4]. To adapt the method to post-op feet, 

whose talus and calcaneus were surgically fused, pre-op 

bone model was registered to post-op talo-calcaneal 

complex through an ICP algorithm, in order to 

reconstruct the ARS poses. To measure the correction of 

the pathology, the traditional Djian-Annonier angle 

(DDA) was estimated as the differences in the flexion 

angle of the calcaneus and the first metatarsus. A one-

way anova analysis followed by post-hoc t-test was 

performed to determine statistically significant 

differences among the three groups.  

 

Results 

The mean DAA for each group considered is shown in 

the table 1. Only flat feet differ significantly from 

healthy foot, both prior and after surgery. Although a in 

reduction in the DAA is observable, this is not 

statistically significant (p = 0.077).  

Comparison among longitudinal arches (figure 1) shows 

that the intervention partially recovers the longitudinal 

arch, raising the talus and realigning the first ray of the 

foot. 

 
Figure 1: Representation of the Djian-Annonier angle 

(DDA) for one subject pre (a) and post (b) surgery, 

compared with and healthy one (c). 

 

Group DAA 

Flat pre-op 146.1° ± 6.6 

Flat post-op 133.8° ± 6.2 

Healthy 110.4° ± 6.1 

Table 1: Mean value for the Djian-Annonier angle 

(DDA) in the three considered group. 

 

Discussion 

The proposed novel ARS allow a quantitative 3D 

description of foot bone orientations in healthy subjects 

and in subjects with pathology. This description makes 

it possible the objective evaluation of the efficacy of 

surgical treatments. Compared to 2D measurements, this 

approach is independent on the orientation of the CT 

scanning plane, this offering new insights in the 

assessment of pathologies and in the quantification of 

their severity and progression. Additional feet, both 

healthy and pathological, will be acquired and processed 

in the future to corroborate the present findings. 
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Introduction 

The analysis of hand movements is challenging due to 

the high complexity of the mechanical structure of the 

hand including more than 25 degrees of freedom [1]. 

Monitoring function in rheumatoid arthritis (RA) 

patients is essential for effective treatment [2] and 

functional impairment of the hand is characteristic [3] 

for this patient group. Hand movement patterns may 

provide new possibilities to quantitatively and 

qualitatively analyze the changes of hand function in 

relation to disease activity in patients with RA [4]. 

Anatomic and empirical studies of healthy individuals 

revealed that e.g. movement of the distal interphalangeal 

joint (DIP) and proximal interphalangeal joint (PIP) is 

related with an almost linear relationship [5]. The aim of 

this study is to analyse if (a) the DIP/PIP ratio extracted 

from a passive marker-based optoelectronic 

measurement system (OMS), applies to RA patients and 

(b) differences in the DIP/PIP ratio can discriminate 

between RA patients and healthy controls (HC).  

 

Methods 

RA patients (ACR/EULAR 2010 criteria [6]) recruited 

from the Internal Medicine 3 outpatient clinics, 

Erlangen, Germany and HC participated in this trial 

(Ethics #125_16B). Participants were asked to flex the 

DIP and PIP joints of both hands for three times, starting 

with an open hand posture. Hand segment movement 

was captured using an OMS (eight Oqus7+ cameras and 

one Oqus5+ camera, Qualisys AB, Sweden) at a frame 

rate of 100 Hz with a set of 29 retroreflective markers 

placed on the hand dorsum [1]. The ratio between the 

flexion angle of the DIP and PIP joint (
𝐷𝐼𝑃

𝑃𝐼𝑃
) was 

calculated for each finger using an approach previously 

described by Sancho-Bru et al. (2014) [1]. Additionally, 

the linear fit of the measurements was tested with the 

statistical measure R2. We used linear mixed-effects 

models accounting for within-participant clustering of 

hands and adjusting for age and sex differences to 

compare RA with HC. 

 

Results 

Twenty-four patients with RA (sex: 17 f, 7 m; age: 62.3 

± 9.1 years; Disease Activity Score (DAS)-28: 2.5 ± 1.3) 

and 23 HC (sex: 12 f, 11 m; age: 50.2 ± 16.1 years +) 

participated in the study. The overall angle ratio for both 

groups was affected by sex, showing an 8% lower ratio  

for women (95% CI -15% to 1%). Measured angle ratios  

(RA 0.60 ± 0.15; HC 0.68 ± 0 .17 (
𝐷𝐼𝑃

𝑃𝐼𝑃
)) and their linear 

fit (RA 0.96 ± 0.05; HC 0.97 ± 0.03 R2) were similar for 

RA and controls (p>0.05). 

Figure 1: Linear relationship of the measured angle 

ratios (
𝐷𝐼𝑃

𝑃𝐼𝑃
) for the flexing movement and the linear fit 

(R2) of the small finger of a RA patient. 

 

Discussion 

We found that the previously described linear 

relationship of angle ratios for the distal finger joints in 

healthy individuals [6] is also valid for RA patients in 

our cohort. Variation for the value of the ratio could only 

be explained by gender-specific differences and no 

significant group differences between RA und HC were 

identified. Gender differences are a common 

phenomenon in functional tests that need to be 

considered [4]. Also, this may reflect that DIP and PIP 

joints are less affected in RA compared to other 

inflammatory arthritic diseases, e.g. psoriasis arthritis 

[3]. In conclusion, OMS based kinematic analysis of 

hand function in RA patients with low to moderate 

disease activity (DAS28: 2.5 ± 1.3) was feasible.  
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Introduction 

Knee osteoarthritis (KOA) is a prevalent 

musculoskeletal disease which has influenced 28.7% of 

the total Indian population [1], whereas it has affected 

over 250 million adults worldwide, causing severe joint 

pain, decreased functional mobility along with altered 

gait cycle [2]. The terminal KOA requires total knee 

replacement (TKR) along with post-operative 

rehabilitation. Although there are multiple studies on 

knee biomechanics and design of knee implants, there is 

scarcity of studies comparing the gait of pre-operative 

KOA patients with those of the healthy population. 

Therefore, the objective of the present study is to 

compare the pre-operative gait of KOA patients with 

that of the healthy population in terms of various 

kinematic parameters (joint angles).  

Methods 

3D gait analysis was performed in 4 KOA patients (age 

66 ± 10, height 161 ± 9 cm), before their bilateral knee 

replacement surgery, who walked at self-selected 

walking speed over the ground. A Helen Hayes marker 

protocol [3] using 18 reflective markers was used to 

capture the kinematic data using 12 BTS SMART DX-

7000 cameras (BTS Bioengineering, Milan, Italy) 

operating at 200 Hz. Subject-specific musculoskeletal 

model was developed using OpenSim 4.2 [4]. The Gait 

2392 musculoskeletal model consisting of 18 degrees-

of-freedom and 92 musculotendon actuators was scaled 

based on the captured motion data. For healthy 

population, the gait2392 dataset was considered. Inverse 

kinematics (IK) was performed to estimate the subject-

specific joint angles across a gait cycle.  

Results 
The kinematic waveforms for knee flexion-extension, 

hip Flexion-extension, and ankle plantar-dorsiflexion, 

obtained for all the KOA patients along with reference 

healthy model data (gait2392 dataset), were presented in 

Figure 1. The KOA group exhibited lower (~14%) 

values of knee flexion angles as compared to the healthy 

subject during the first half of the stance phase (0-30% 

of gait cycle), whereas a maximum decrease (~24%) in 

the values was observed during 25-30% of the gait cycle 

for all the patients. An increase in the knee flexion was 

observed in the swing phase, as compared to those of the 

healthy patient. Higher (~16%) hip extension was also 

observed during all phases of the gait cycle of the KOA 

group. Although the trend of the ankle plantar-

dorsiflexion motion was similar among all the subjects, 

a subject-specific variation was observed during the 

second half of stance. The walking speed of the KOA 

patients was less than the healthy population. 

Discussion 
The present study is the first-of-its-kind to evaluate and 

report pre-operative lower extremity kinematics of the 

terminal KOA patients undergoing bilateral TKR 

surgeries. Significant differences were observed in the 

kinematics for the hip (flexion-extension), knee 

(flexion-extension) and ankle (plantarflexion-

dorsiflexion) between the KOA patients and a healthy 

subject [Figure 1]. Moreover, decreased walking speed 

was observed in the KOA patients compared with the 

healthy control [4]. The reduced knee range of motion 

resulted in an increase in hip extension in the TKA 

patients.  
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Figure 1: Comparison of (a) knee (b) hip (c) ankle joint 

kinematics for KOA subjects with healthy population 
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Introduction 
Understanding the foot’s motion during different types 
of exercises is crucial when investigating balancing 
abilities and processes important for performance and 
particularly rehabilitation [1,2]. Many injuries occur 
during jumping and landing motions. A common tool to 
assess landing behavior is the drop jump (DJ). However, 
no previous research investigated the movement of 
multiple foot segments during DJ. In order to understand 
the role of foot segments in jumping and landing 
movements and the implementation of these findings in 
rehabilitation and treatment, a kinematic analysis of the 
foot segment’s motion during drop jumps was 
performed.   
 
Methods 
Six subjects (N = 6, Mage=25 years, 33.33% female) 
performed four DJ captured using a 3D kinematic 
motion capture system from Qualisys AB (Göteborg, 
Denmark). The Ghent Foot Model with 21 markers was 
used, dividing the foot in six kinematic segments [1]. 
The drop jumps were performed according to a 
standardized protocol from 30 cm height and proceeded 
by training trials [3]. Kinematic data was analyzed for 
the full length of the DJ performance. Joint rotational 
angles on all three movement planes and cumulative 
range of motion (cum ROM) were determined for each 
jump defining the amount of motion over time using 
Visual 3D (C-Motion Inc., Germantown, USA). 
The Ghent Foot Model divides the foot in the six joints: 
Rearfoot to tibia (RF_T), midfoot to rearfoot (MF_RF), 
medial forefoot to midfoot (MFF_MF), lateral forefoot 
to midfoot (LFF_MF), lateral forefoot to midfoot 
(LFF_MFF) and hallux to medial forefoot (H_MFF) 
(Figure 1). The mean CumROM on each anatomical 
plane was first calculated for each subject and then for 
each joint. 
 
Results 
The analysis of the motion of the foot segments over 
time of the execution of a drop jump in representation of 
the CumROM indicate high rotational movements 
within the sagittal plane of all segments. Furthermore, 
high values for the CumROM are present within the 
frontal plane of midfoot and both medial and lateral 
forefoot joints, indicating high inversion and eversion 
values (Figure 1, Table 1).   
 
 

Figure and Tables 

 
Figure 1: CumROM [°] (Mean ±SD) of DJ in the three 
anatomic planes for the Ghent Foot Model joints. 
 

 Sagittal Frontal Transverse 
RF_T 188 ±56 85 ±21 90 ±25 
MF_RF 117 ±35 37 ±11 47 ±16 
MFF_MF 110 ±57 120 ±50 56 ±30 
LFF_MF 103 ±35 89 ±32 37 ±14 
LFF_MFF 100 ±45 132 ±57 59 ±27 
H_MFF 163 ±61 47 ±26 60 ±27 

Table 1: CumROM [°] (Mean ±SD) plus standard 
deviation (SD) for the six joints of the Ghent Foot 
Model. 
 
Discussion 
The results indicate that during the drop jump 
anatomical structures represented as the midfoot and 
medial and lateral forefoot in the Ghent Foot Model 
have high flexion and extension as well as inversion and 
eversion CumROM values. Potentially indicating that 
these structures are of high importance during the 
execution of a DJ. The current findings indicate special 
importance of these areas of the feet within therapy 
concepts after foot and ankle injuries. Further research 
is needed to support this indication. 
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Introduction: 
Countermovement jumping (CMJ) is commonly used to 
assess leg strength under slow stretch shortened cycle 
(SSC) and low stretch load conditions. The CMJ is a key 
achievement claim in abounding sports (Maulder, 
2005）. This study investigates the symmetry change in 
joint angle and joint moment of knee joints following a 
Running-Induced Fatigue during countermovement 
Jump.  
 
Methods: 
Twelve amateur runners were recruited for the study to 
perform the Countermovement Jump test. During the 
push-off and lending stage, joint angle and moment 
were recorded pre- and immediately posted fatigue. The 
prolonged-running protocol is enforced to induce 
fatigue(Gao, 2020). Symmetry function (SF) was used 
to assess the symmetry of the knee Angle and moment 
variation parameters over the entire push-off and 
lending phases based on time series. Paired sample T-
test was used to examine changes in SF before and after 
acute fatigue.  
In order to compare the symmetry of the entire push-off 
and lending stages of bilateral knee joints, symmetry 
function was applied to this study (Nigg, 2013). 
SF = ∫  𝑡𝑡2

𝑡𝑡=𝑡𝑡1
𝐴𝐴|𝑥𝑥𝑟𝑟(𝑡𝑡) − 𝑥𝑥𝑙𝑙(𝑡𝑡)|𝑑𝑑𝑡𝑡                                 (1)                                         

𝐴𝐴 = 2
range (𝑥𝑥𝑟𝑟(𝑡𝑡))+range (𝑥𝑥𝑙𝑙(𝑡𝑡))

                                      (2) 

Where 𝑥𝑥𝑟𝑟(𝑡𝑡) was defined as the value of the parameter 
recorded for the right knee at the time t. 𝑥𝑥𝑙𝑙(𝑡𝑡)  was 
defined as the value of the parameter recorded for the 
left knee at the time t SF is the symmetry function. In 
addition, 𝑡𝑡1 and 𝑡𝑡2 stand for the time at heel strike and 
time at take-off, respectively. Formula (1) is an 
integrand that is referred to as the SF. The time-
dependent information of symmetry at 101-time points 
in the action stage is reflected in the SF. The closer SF 
is to 0, the more symmetric the bilateral variables are 
defined (Formula (2)). This study set a +/-5% symmetry 
threshold to discriminate asymmetry areas(Winiarski, 
2021). 
 
Results: 
The Angle and moment of the knee are asymmetrical in 
all planes (SF>0.05), with SF ranging from 5% to 130% 
in angles and 5% to 110% at the moment. There is a 
significant increase in knee joint angle asymmetry in the 
horizontal plane during the push-off and lending stage 

following the prolonged - Running Protocol 
implementation. 
 

 
Figure 1. Comparing the mean values of SF of knee 

angle and moment from all participants between Pre-

fatigue and Post-fatigue. Note: the dotted boxes indicate 

a statistically significant difference, p < 0.05. Pre means 

Pre-fatigue, and Post means post-fatigue. 

Discussion: 
This finding may provide evidence for a unilateral knee 
injury caused by running fatigue during jumping tasks. 
In performing related tasks, the risk of injury of the 
dominant knee joint should be concerned by coaches 
and shoe manufacturers. 
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Introduction  

Musculoskeletal disorders related to stress and bad 

posture are becoming common in the young population 

[1] and the current pandemic situation might have 

worsen the situation. Breathing affects motor control 

and postural stability and plays several roles in 

physiological and psychological regulation [2]. 

Furthermore, deep abdominal breathing is widely used 

as a method of relaxation [3], being therefore a good 

candidate to face the problem. However, previous 

studies have found that many young subjects seem 

unable to perform deep abdominal breathing [4]. 

Therefore, the purpose of this study was to investigate 

the relation between breathing, spine posture and 

posture stability to expand the knowledge of the effects 

of breathing on the body posture in young adults. 

Materials and Methods  

Twenty-two subjects were included for the stability 

analysis and seventeen in the spine analysis, 9 of the 

subjects being common to both analyses. All ages were 

between 18 and 23. 

For the measurement of breathing and posture 8 infrared 

cameras were used, and eighty-nine markers were 

located on the trunk [5]. Subjects were asked to stand on 

a force plate for three minutes while breathing was 

recorded.  

Subjects were classified as capable or not of abdominal 

breathing based on the volumes measured using the 

markers protocol. For the spine, the angles of flexo-

extension between the sacrum and the thoracic-lumbar 

vertebrae were recorded and parameters extracted from 

the COP signal were used to analyze the stability [6]. All 

parameters were analyzed using a multifactorial 

ANOVA. The factors taken into consideration were 

gender for the posture analysis, and the two 

compartments of the chest used for breathing 

(Pulmonary or Abdomen) for both stability and posture. 

To correct the multiple testing error, the difference was 

deemed to be significant for p<0.005 for the stability 

analysis and p<0.01 for spine posture. Binary regression 

with forward selection of variables was used to 

discriminate between subjects able to breathe 

abdominally or not with the stability parameters. 

Results 

Out of the 30 subjects analyzed, only 6 were able to 

perform a deep abdominal breathing (60% abdominal 

volume, 40% pulmonary volume). In order to perform a 

preliminary analysis, the classification threshold was 

changed to 50% identifying an even distribution of 15 

abdominal breathing and 15 pulmonary breathing. 

The posture analysis did not show any significant results 

but the angles between the sacrum and the lower 

thoracic and upper lumbar region were close to the 

significance for the factor “gender” (respectively p=0.03 

and p=0.02)). 

In relation to stability, the factor “breathing” 

significantly affected the speed of the COP 

displacement (p=0.002) and inertial axis Y (p=0.005). 

Both with lower values in the subjects with abdominal 

breathing. The parameters equivalent area, equivalent 

radius and peak distance were close to significance 

(respectively p=0.39, 0.15, 0.17). The binary logistic 

regression in Figure 1 shows the classification of the two 

groups of volunteers breathing with the abdomen or with 

the pulmonary rib cage. 

 
Figure 1: Binary logistic regression using the parameters of 

speed and peak distance 

Discussion 

The preliminary results reported hereby confirm the 

troubling fact that a consistent portion of the young 

population might not be able to properly control 

breathing. However, even a partial capability of deep 

breathing seems to improve the posture stability of the 

subjects allowing linear separability between the two 

groups. Breathing technique seems to have no effect 

over spine posture which might be slightly related to 

gender. 
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Introduction  

Dysfunctional sacroiliac joint (SIJ) was considered as a 

source of the lower back pain. Several researchers 

investigated anatomy and biomechanics of the SIJ to 

understand the relationship between the lower back pain 

and the SIJ. Many studies concluded the SIJ has little 

movement. However, some of the studies using 

spinopelvic parameters mentioned high pelvic incidence 

(PI) change. Moreover, with the development of 

imaging techniques such as EOS system and vertical CT 

/ MR, interest in sacroiliac joint movement and sagittal 

balance is increasing. Therefore, in this study, the 

movement characteristics of the sacroiliac joint were 

investigated by constructing an environment that could 

be measured and controlled more precisely than in past 

experiments. 

 

Methods 

We used six fresh cadavers (male 1, female 5).  The 

mean age was 85.25 (81~92) years and the mean height 

was 152.47 (142~161) cm. The pelvis was harvested by 

dissection. The hip bone, sacrum, coccyx, and ligaments 

between hip bone and sacrum were preserved. Patient-

specific spacer blocks for fixation of the sacrum were 

designed by CT images and printed by a 3D printer. 3D 

printed patient-specific spacer blocks were fixated at the 

anterior and posterior surface of the sacrum, and the 

sacrum with the spacer blocks was fully fixated. The 

external load was applied in superior (+) and inferior (-) 

directions at pubic symphysis (Fig. 1). Hip bone tilt 

angle, the movement of the pubic symphysis, and 

posterior superior iliac spine were measured with 

applied load. For these measurements, 13 optical 

markers and 4 motion capture cameras were used. 

 

Figure 1: Sample configuration and measurement 

parameters 

 

Results 

We observed the remarkable SIJ movements in the 

female pelvis in 5 of 6 samples (Group B). However, 

only small movements were observed (-1.25 degrees 

and 1.90 degrees at +/- 200N, respectively, Group A) in 

one male samples. In the sample where the movement 

was observed (Group B), the hip bone tilt angle was 3.93 

± 0.49º under +100N and 4.86 ± 0.39º when applied with 

+200N. The tilt angle was 3.27 ± 1.42º when -100N was 

applied and 5.76 ± 1.63º applied with -200N (Fig. 2). 

The movement of the pubic symphysis was small 

(within 0.35 mm) in all cases, and the movement of the 

PSIS was 0.69 ± 0.52 mm, 0.70 ± 0.72 mm, 0.54 ± 0.02 

mm, 0.79 ± 0.02 mm at +100N, +200N, -100N, and -

200N respectively. Regardless of the loading direction, 

it showed an outward-opening behavior. 

 
Figure 2: Hip bone tilt angle with various load  

 

Discussion 

In this study, we confirmed that the SIJ is a joint with 

movement. This is consistent with recently published 

clinical papers. In particular, significant movements 

were observed in females. Furthermore, when the SIJ 

were tilted with load, the spacing of the pubic symphysis 

had little change, and the PSIS moved in the widen 

direction according to the tilt motion of the hip bone. 
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Introduction

Ankle fracture is a common trauma in sports with rapid

changes in direction of movement, but also in falls of

older people [1]. Surgical treatment of lower limb

pathologies has been shown to benefit from 3D gait

analysis [2]. Similarly, rehabilitation and follow-up of

recovery from lower limb trauma could benefit from

instrumented gait analysis [1,2]. Magneto-Inertial

Measurement Units (MIMU), with accelerometer,
gyroscope, and magnetometer, provide an attractive

alternative to the traditional 3D optical marker-based

gait analysis used in clinical gait labs. MIMUs are cheap

and easy to deploy, permit freedom of movement, even

outside the laboratory in natural environment, both

indoors and outdoors, extend the capture volume and

allow long data acquisitions [1]. Using MIMU motion

tracking together with biomechanical model to produce

lower limb kinetics and kinematics [1,3] can provide an

additional source of information for clinical decision

making and monitoring recovery. In this study, gait
kinematics were computed from MIMU data to follow

the recovery from ankle fractures. The changes in range

of motion (ROM) for lower limb joints were monitored

for two patients and compared to a normative set,

derived with same method, from measurements of 30

healthy controls.

Methods

Two ankle fracture patients walked 400 m along a 20 m

long straight path with speed attainable within the limits

of pain and range of motion (ROM). The walking test

was repeated 8 weeks, 6 months, and 12 months post-
operation. The first post-operation measurement point

was not available for one of the patients due to pain

experienced during walking.  The walking test was also

done by 30 healthy control subjects to provide

normative MIMU gait kinematics. Eight MIMUs were

attached to the chest (representing the torso), lower back

(representing the pelvis), thighs, legs, and feet to

measure the angular speed and acceleration of the body

segments, and the local magnetic field. MIMU data were

processed to segmental rotations in a global reference

frame with a sensor fusion algorithm from Madgwick et

al. [4]. The single tuneable parameter in the algorithm
was optimized with the sub-optimal parameter tuning

method proposed by Caruso et al. [5]. The joint angular

kinematics were derived from the resulting segment

rotation data with OpenSense software, an extension of

OpenSim [3,6]. The study was done in accordance with

the principles of the Declaration of Helsinki.

Results

Figure 1 illustrates the increasing ROM in ankle

dorsiflexion for two ankle fracture patients with two

post-operation time points. For patient-1 the increase in

the ankle dorsiflexion ROM (mean of 30 steps) between

6 months and 12 months post-operation was +5.6° and

for patient-2, between 8 weeks and 6 months, +11°.

Figure 1: MIMU derived Mean and STD (30 steps) of
ankle dorsiflexion during right step for healthy controls
(HC) and for patients (1 and 2) with ankle fracture (AF).

Discussion

The results show that the recovery of ankle ROM of the

injured side of an ankle fracture [7] can be confidently
followed using low cost MIMU sensors and openly

available algorithms and software [1,3,6] in a clinical

setting. The data shows different compensation

strategies and recovery patterns for the two patients. The

normative dataset for healthy controls is also in line with

those from optical motion capture [8].  Present literature

estimates the accuracy of MIMU derived orientations,

with sufficient optimization, to be from less than 3

degrees to 5 degrees [3,5]. The errors are comparable

with optical motion capture traditionally used in clinical

gait analysis [9], giving further confidence on applying

MIMU derived kinematics in clinical decision making.
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Introduction 

Whilst biomechanics is seen as fascinating by most 

researchers immersed in the field, many students being 

taught the subject do not share this level of interest.  This 

situation can be partially attributed to the lack of 

teaching material which is informative, intuitive and 

engaging.  BoB Biomechanics is addressing this 

deficiency by providing an environment in which the 

student is encouraged to experiment, enquire and gain a 

deep understanding of the principals employed in 

biomechanical analysis with a very short learning curve 

and minimal supervision. 

 

Methods 

BoB Biomechanics writes BoB/Research which is a 

musculoskeletal software package widely used for 

biomechanical analysis[1] with applications ranging 

from sports analysis[2] through clinical analysis[3] to 

ergonomic optimisation[4].  BoB/Research can import 

users’ motion, force and EMG data to calculate many 

biomechanical metrics including joint range of motion, 

joint torques, muscle forces, joint contact forces etc.   

BoB/Research was modified to embedded pre-recorded 

examples which illustrate biomechanical principles in a 

software package called BoB/Teaching.  These 

examples range from simple single joint movements, 

through inverse dynamics illustration to motion 

captured trials.  The trials include: 

knee flexing, climbing stairs, ballet fouetté, basketball, 

manual handling, running, arm curl, single foot balance, 

jogging with EMG, wheelbarrowing, cycling with 

EMG, gait with EMG, baseball pitching, tennis serve 

and rowing. 

BoB/Teaching inherits the sophisticated graphics of 

BoB/Research using the embedded interactive 3-

dimensional viewer.  BoB/Teaching also contains a 

template of student worksheets which can be edited to 

suit the preferences and style of individual instructors or 

used “straight from the box”.  There are also numerous 

on-line instructional videos to guide the student through 

the BoB/Teaching functions and features. 

 
 

Results 

BoB/Teaching has been beta tested by 12 instructors at 

teaching institutions in the UK, USA, Brazil and 

Germany who run biomechanics courses at 

undergraduate and Masters level.   

The feedback from instructors on these courses 

indicated that the software package had a very short 

learning curve i.e. it was suitable for use in a single 

instructional session of 2 hours where the students had 

no prior biomechanical experimental experience.  

Four instructors considered BoB/Teaching to be suitable 

as a substitution for experimental biomechanical 

laboratory exercises. In response to specific questioning, 

the instructors reported that the students found the 

examples of biomechanical activates to be engaging, 

informative and provoked independent learning. 

 

Discussion 

The utility and benefits of BoB/Teaching in the teaching 

of many biomechanical principles at undergraduate and 

Masters level has been demonstrated.  The 

musculoskeletal software package has proven to be 

robust and practical to use in a teaching environment.  

Being interactive in a virtual environment, the students 

are receptive to the mode of operation of BoB/Teaching. 
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Introduction 

The knee axis of rotation (AoR) is determined from 

motion analysis data and is used to determine knee joint 

kinematics. Currently, there are several predictive and 

functional methods used to determine the knee axis [1]. 

However, predictive methods require a static trial and 

are susceptible to errors caused by incorrect palpation 

and anthropometric measurements. Functional methods 

require a large range of motion (RoM) trial for accurate 

calculation of the joint axis, which can be difficult for 

participants with reduced mobility. This paper describes 

a new method for determining the knee AoR which 

overcomes the limitations of the existing predictive and 

functional methods.  

 

Methods 

The new method for determining the knee AoR is a 

functional method. The AoR can be calculated from a 

dynamic trial or three different positions of the leg. 

Therefore, no static or RoM trial is required and the 

markers can be placed anywhere on the thigh and leg 

segments.  

In vitro validation of the method was carried out using a 

mechanical leg with a known hinge axis (see figure 1). 

Markers were placed randomly on the thigh and leg 

segments and the AoR was calculated using the new 

method and compared to the true AoR. The performance 

of the method was then compared to a widely used 

functional method, the Symmetrical Axis of Rotation 

Approach (SARA) [2].  

 
Figure 1: Mechanical leg used for validation. The hinge 

axis is from KNE to KNEM. 

 

Results 

The AoR was calculated for varying joint RoMs. The 

new method was capable of calculating the AoR within 

1.16° for a large range of motion (90°) and within 0.811° 

for a small RoM (5°) (see Table 1).  

 

 New Method SARA 

 Mean (°) Standard 

Deviation (°) 

Mean (°) Standard 

Deviation (°) 

90° 1.1618 0.3609 1.2567 0.0992 

45° 1.0946 0.3393 0.8995 0.1612 

30° 1.0412 0.4467 1.8477 0.1524 

20° 0.7421 0.3546 2.0757 0.1700 

10° 1.7674 0.2613 5.0358 0.0471 

5° 0.8106 0.4132 10.121 0.0587 

Table 1: Error in axis angle for varying RoMs. 

The root mean square (RMS) error of the distance 

between the true axis and the functional axes were 

calculated. The RMS for the new method was less than 

2.3mm for all RoMs. The new method had a lower RMS 

when compared to SARA for all RoMs (see figure 2).   

 
Figure 2: RMS error of the estimated AoR for the new 

method and the SARA method. 

 

Discussion 

The initial results using the new method suggest that the 

method is accurate, even during small ranges of motion 

and is independent of marker position. The new method 

appears to perform better than the SARA method as the 

RMS is less for all RoMs. In vivo validation of the new 

method will be carried out in a future study. 
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Introduction 

Soft tissue artefacts are a well-known problem in 

marker-based gait analysis, but there is considerably less 

focus on the issue of anatomical landmark (AL) 

calibration accuracy, even though misplaced ALs can 

have significant impact on the results [1]. As a result, if 

AL locations are not consistent, the comparison of gait 

analysis results become very difficult. Experience 

shows that the inter-examiner distance of the placed AL 

positions is not negligible [2]. 

The goal of the present study is to establish how the 

design of a calibration wand used for locating ALs 

influence the precision of this calibration procedure in 

CAST [3] type motion analysis measurements. 

 

Methods 

Three experiments were performed to study the 

precision of 3 different calibration wand designs (Figure 

1.), using an OptiTrack optical motion capture system. 

 

Figure 1: Calibration wands. Wand A is an ad hoc 

design assembled with hot glue. Wands B and C are 3D 

printed with a tip machined on a lathe, with c being a 

slightly shorter design. 

 

The calibration point of wand A was determined with 2 

different methods: firstly, by placing a marker on the tip 

of the wand and setting the center of the tracked rigid 

body to that marker in the motion capture software 

(Wand A/I); secondly, by rotating the calibration wand 

with its calibration point fixed in a conical shaped hole 

and calculating the centerpoint of the rotation (Wand 

A/B). Wand B and C were only calibrated with the 

second method. 

First, a single marker was placed on the ground, and the 

measure marker coordinates were recorded to establish 

the base precision of the system. Next, each calibration 

wand was placed 3 different points and orientations (all 

wands were placed in the same orientation in a given 

point) within the measurement volume, so that the long 

axis of the wand pointed approximately in the direction 

of one of the global coordinate-system’s axes, and the 

position of the calibration point was measured for 1000 

frames. Lastly, 3 distinct, well and exactly identifiably 

points were established in the measurement volume, and 

4 examiners performed 31 calibrations with all wands at 

all 3 points. 

The precision of each case is described with the RMS of 

the Euclidian distances of each data point from the 

center (average) of point belonging to the same case. 

 

Results 

The RMS of measuring a single marker with the motion 

capture system was 0.031 [mm]. Results of static and 

examiner measurements can be found in Table 1. 

 

RMS [mm]  A/I A/II B C 

Static trial 0.115 0.122 0.087 0.289 

Examiner A 1.190 3.541 1.570 3.738 

Examiner B 2.030 3.761 1.741 8.376 

Examiner C 2.742 2.413 2.51 5.495 

Examiner D 1.789 2.432 1.53 8.758 

Table 1: Average RMS across measurement locations of 

the static and examiner wand measurements 

 

Discussion 

Based on static trails, Wand B have a slight but 

noticeable increase in precision over wand A, wand C 

however is much worse. The smaller size of this design 

resulted in the motion capture system not being able to 

differentiate markers located close together. 

Examiner trials further reinforce that wand C is not a 

good design. Between the two methods of calibration for 

wand A, counterintuitively the marker-based calibration 

makes for a more precise wand then the calculation-

based calibration. This might be attributed to the fact 

that it was created with the marker-based calibration in 

mind, so the tip is less suitable for fixing in place with 

the conical helper hole. 

Wand B shows a slight improvement on Wand A with 

~0.2 [mm] better precision for 3 out of 4 examiners. The 

results show, that having a good, functional design for 

the AL calibration wand is important, as design mistakes 

can lead to considerably reduced precision. 
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Introduction 
The ability to reach and manipulate objects involves 
complex dynamic relationships that are affected by 
many factors. This work aims to study the effect of 
object weight and task height on hand posture and 
forearm muscle activity.  
 
Methods 
Twenty-four right-handed healthy subjects (12 males, 
12 females) participated in the experiment, approved by 
the university ethics committee. The participants wore a 
right-hand instrumented glove (Cyberglove Systems 
LLC) recording 18 degrees of freedom at 100 Hz, and 
surface EMG sensors (Biometrics Ltd) recording the 
muscle activity of seven specific spots of the right 
forearm [1] at 1000 Hz. They were asked to perform 6 
transportation tasks using a cylindrical grasp: 3 bottles 
with same handle diameter (30 mm) and different 
weights (Figure 1, left), between 2 different heights 
(Figure 1, right): from H1 to H2, and from H2 to H3.  

 

Figure 1: LEFT, bottles used: B1 (2 kg), B2 (3 kg) and 
B3 (4 kg). RIGHT, scenario with the different heights: 
H1 (1.5 m), H2 (0.95 m) and H3 (0.51 m). 

Joint angles were obtained using a validated protocol 
[2], and filtered afterwards. EMG data was filtered and 
normalized using 7 MVC actions [3]. Data from each 
task were split into reaching and grasping phases using 
time stamps marked by the operator. Mean values were 
computed for each joint angle, subject, phase and task. 
A MANOVA (sig. ≤ 0.05) with Bonferroni post hoc was 
performed on the mean joint angles, with height, weight 
and their interaction as factors. Analogously, mean 
muscle activities were computed for each spot, subject, 
phase and task, and an analogous MANOVA was done.  
 
Results 
Figure 2 shows hand joints and muscle spots that 
showed significant differences. Significant differences 
are annotated with arrows, which in the case of the 
height indicate that the mean of the given parameter has 

been found higher (▲) / lower (▼) for the height H1-
H2. In the case of weight, the arrow is accompanied with 
the affected bottle.  

Figure 2: Sig. differences. F for flexion, A for abduction; 
digits 1-5; Wrist (WR), Carpometacarpal (CMC), 
Metacarpophalangeal (MCP), Proximal Inter-
phalangeal (PIP). Spot 1 (wrist flexors and ulnar 
deviators), spot 2 (wrist flexors and radial deviators), 
spot3 (finger flexors), spot 4 (thumb muscles), spot 5 
(finger extensors), spot 6 (wrist extensors and ulnar 
deviators), spot 7 (wrist extensors and radial deviators). 
 

Discussion 
Task height and object weight affect hand posture and 
muscle activity. During grasping, height H1-H2 requires 
more flexed ring and little MCP joints, less flexed thumb 
joints and index MCP joint, and more muscle activity 
from finger flexors and wrist stabilizers (wrist ulnar 
deviators). This is attributable to the performance of the 
grasp at a less reachable position, which requires 
dynamic adjustments of the hand to fit the bottle handle 
diameter, observing that index and thumb do not fit 
completely. Bottle weight affects IP1_F and little finger 
as well as thumb muscles and wrist radial deviators 
(only for the bottle of 4 kg), which highlights the 
importance of thumb and wrist for a stable grasp during 
cylindrical grasping for heavier objects. Weight affects 
the muscles responsible for holding the object, while 
height affects the muscles responsible for wrist position 
during transport. During reaching, height H1-H2 
requires more flexion from CMC1_A and more activity 
from wrist ulnar deviators. Object weight only affects 
hand posture, probably due to differences in the handle, 
or due to prior visual preparation for the task.  
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Introduction 
Motor development is an adaptive process occurring 
within a self-organizing system and influenced by 
several factors. While evidence exists for motor control 
in severe pathologies (e.g. cerebral palsy), minor 
musculoskeletal conditions, such as scoliosis, have 
never been explored. Clinical-functional tests used for 
the analysis of motor control are time-consuming and 
significantly operator-dependent, hindering 
applicability to large populations. Inertial Measurement 
Units (IMUs) have paved the way to low-cost 
ambulatory quantitative assessment: allowing the 
estimation of temporal gait parameters [1], while 
nonlinear metrics such as multiscale entropy (MSE) [2] 
and recurrence quantification analysis (RQA) of trunk 
3D acceleration, allowed to quantitatively assess motor 
development [3,4]. The aim of this work was to assess 
motor control alterations in children and adolescents 
affected by idiopathic scoliosis using clinical-functional 
tests and IMU-based metrics related to motor control. 
 
Materials and Methods 
Thirty-four children aged between 6 and 16 years with 
scoliosis (ATR ≥ 5 ° or Cobb ≥ 10°) were included. They 
underwent MovementABC-2 for clinical assessment of 
motor competence. 
Three tri-axial IMUs (MetamotionR, mbient-Lab, USA) 
were attached on the lower back and on the shanks of 
each child. 3D acceleration and angular velocity data 
were recorded at 200Hz while the participants walked at 
self-selected speed back and forth, two times in normal 
(NW) and once in tandem walking (TW) along a 15m 
path. Foot contacts and offs were identified from the 
angular velocity around the medio-lateral axis of the 
shank [5]; turns, and the first and last two strides of each 
walking section were removed from the signal [6]. 
Stride-, stance-, and double support- (DS) times were 
calculated from foot contact events. Temporal 
parameter variability per subject was calculated as 
standard deviation. MSE (τ=1 to 6), related to 
complexity and automaticity, and RQA, related to 
pattern regularity, were calculated on trunk acceleration 
data along the 3 directions (vertical, V, med-lat, ML, and 
ant-post, AP) [3,4]. Data were compared to those of 
healthy peers of corresponding age [3]. 
 
Results  
As referred to Movement ABC-2 test, 12 patients 
received scores above the 50th percentile (35.3%) and 

22 below (64.7%). No significant correlation was 
observed with the degree of scoliosis (Cobb angle) or 
the degrees of torsion (ATR). 
As referred to temporal parameters, subjects resulted 
slower during NW, with larger dispersion of Stance and 
DS than healthy peers, while during TW, subjects above 
12 years of age resulted slower, with longer stance and 
DS for increasing age as compared to their healthy 
peers. As referred to non-linear metrics, subjects 
showed larger MSE during NW for lower values of τ (1 
to 3) in the ML and V direction and reduced RQA in AP 
direction for increasing age as compared to healthy 
peers; during TW, reduced MSE for lower values of τ (1 
to 3) in the V and AP direction and increased RQA in 
AP direction. 
 
Discussion 
Children affected by idiopathic scoliosis showed 
alterations of motor control. In particular, temporal 
parameters highlighted a slower and less stable gait, 
more evident for increasing age as related to TW. Lower 
stability is also related to a less mature motor control 
with a delay in the development of the automaticity 
characterizing healthy peers, and a reduced 
development of the motor complexity required for more 
demanding locomotor tasks. 
less mature motor control: in NW, increased MSE in the 
frontal plane highlights a delay in the development of 
the automaticity characterizing healthy peers, as well as 
reduced regularity (RQA) in the AP direction; in TW, 
reduced MSE in the sagittal plane and increased RQA in 
the AP direction are the manifestation of a reduced 
development of the motor complexity necessary for the 
management of the more demanding locomotor task. 
These preliminary data suggest that idiopathic scoliosis 
affects motor control in the developing population. In 
addition, IMU-derived metrics demonstrated their 
effectiveness in complementing clinical assessment, 
allowing to characterize the type of motor alterations 
related to the specific clinical condition. 
 
References 
1. Clark et al., J. Sports Sci. 0:1-41, 2021. 
2. Costa et al., Phys.Stat.Mech. Its Appl. 330:53–60, 2003. 
3. Bisi et al. Gait&Posture. 68:232–237, 2019. 
4. Bisi & R. Stagni, Gait&Posture. 47:37–42, 2016. 
5. Salarian et al., IEEETransBiomedEng, 51:1434–43, 2004. 
6. Tamburini et al., Gait&Posture, 59:248–252, 2017. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

DYNAMIC ANALYSIS OF GAIT MOTION IN OSTEOARTHRITIC WOMEN  
 

Torras J.(1), Espinoso A.(1), Tio L.(2), Castro-Domínguez F.(2,3), Monfort J.(2,3), Monllau JC.(2,4), 
Gonzalez-Ballester MA.(1,5), Noailly J.(1), Tassani S.(1) 

 
1 BCN MedTech, DTIC, Universitat Pompeu Fabra, Barcelona, Spain; 2 IMIM, Barcelona, Spain; 3 

Rheumatology Department, Hospital del Mar, Barcelona, Spain; 4 Orthopedic Surgery and Traumatology 
Department, Hospital del Mar, Barcelona, Spain; 5 ICREA, Barcelona, Spain; 

 

Introduction 

Over 300 million people around the world, mainly 

woman, suffers from Osteoarthritis (OA), a 

multifactorial disease affecting joints. It occurs most 

frequently in the hands, hips, and knees.  

Nowadays, studies of human motion dynamics have 

been frequently applied with biomechanical and 

computational models that use kinematic and kinetic 

parameters. Some studies of gait analysis were also 

presented [1], however none of them consider OA 

subjects.  

Nonlinear time series analysis forms a group of 

algorithms and measures used to extract dynamical 

features underlying measured signals. It allows one to 

describe dynamical systems where nonlinearities lead to 

complex time evolution. Unlike deterministic models 

that produce the same exact results for a particular set of 

inputs, stochastic models are the opposite; the model 

predicts outcomes that account for certain levels of 

unpredictability or randomness [2]. 

The main objective of this study is to analyse the human 

gait motion in women that suffer from OA to investigate 

the predictability of the underlying dynamics.  

Material and Methods 

We analyze data of 13 women who suffer from OA; 6 

who planned Total Knee Replacement (TKR) and 7 who 

followed conservative treatment. Gait recordings were 

performed using 8 cameras BTS Smart-DX 700, 1.5 

Mpixels 250 fps and 2 force plates BTS P-6000 500 Hz 

sampling (BTS S.p.A., Milan, Italy). Helen Hayes 

marker protocol with medial markers was used [1]. Each 

volunteer was asked to perform 5 valid gait sequences. 

We apply the embedding theorem to obtain delay 

coordinates and obtain an estimation of how much this 

data is predictable. We applied a delay of τ = 45. Pattern 

from the phase generated by the hip abduction adduction 

were studied and classified into deterministic or 

stochastic [1, 2].  

Results 

The embedding analysis shows the predictability from 

the patterns of the data studied from OA patients. The 

results of an exemplary TKR patient and one treated 

with conservative treatment are shown in Fig. 1 and Fig. 

2, respectively. 

 

 

 

 
Figure 1: Embedding diagram of the right hip of an OA 

patient that has TKR. 

 
Figure 2: Embedding diagram of the right hip of an OA 

patient that was treated in a conservative way. 

 

Discussion 

Parallel lines presented in the embedding diagram 

identify region of the gait characterized by mainly 

deterministic behavior. When parallel trajectories are 

lost the behavior tends to be more stochastic. In general, 

in our results seem that patients with TKR are more 

resilient and maintain more coherence when embedding 

increases compared to conservative patients which 

seems to present a more stochastic behavior. However, 

this occurs in most cases but not in all patients. For 

future studies, analysis techniques are going to be used 

to study the variability of the dynamics underlying the 

human gait motion and possibly help the clinicians in 

the treatment decision. 
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Introduction 
Wrist circumduction is increasingly used as a functional 
motion assessment for patients [1]. It is a better indicator 
of functionality in terms of activities of daily living 
performance [2] than the measurement of isolated 
flexion-extension (FE) and radial-ulnar deviation 
(RUD). Its measurement requires clear instructions, 
especially regarding the rotation sense and the fingers 
posture [3]. Goniometers have been traditionally used 
[2,4] and their accuracy is widely accepted, although 
differences can be found depending on the device used 
[1]. Less invasive or more affordable devices would be 
welcomed by practitioners to measure circumduction in 
clinical practice. In this work, two alternatives are 
analyzed: micro electromagnetic motion trackers (Micro 
Sensor 1.8 by Polhemus) and wifi IMUs sensors 
(MTAwinda from Xsens).  
 
Methods 
Wrist circumduction movement of 5 subjects (3 men, 2 
women; 4 right-handed, 1 left-handed) were recorded in 
both hands with 3 different devices (Figure 1): electro-
goniometers (EG), inertial measurement units (IMUs) 
and micro electromagnetic trackers (mEMT). With the 
forearm resting on the table, the hand cantilevered, and 
starting from a neutral posture, the subject completed six 
maximal circumduction laps in radial direction 
(counterclockwise right hand, clockwise left hand). The 
recording was repeated for mEMT and IMUs (2 
sessions, twice each session) to assess reliability and 
repeatability. Only one measure was performed with 
EG. The envelope of the six circumduction laps was 
obtained (plot of angles of FE vs. RUD) and six values 
were considered for each record, the mean module of 
vectors with origin in 0.0º in each octant sector: UD, F-
UD, F, F-RD, RD, E-RD, E, E-UD, being UD: ulnar 
deviation, F: flexion, RD: radial deviation and E- 
extension. Intra- and inter-session errors were 
computed. After averaging results of all the repetitions 
performed by each subject, measurements were 
compared by means of a repeated-measure ANOVA.  
 
Results 
Intra-session errors were smaller than 4.5º and 3º for 
IMUs and mEMT, respectively, and inter-session errors 
were smaller than 4.2º and 3.7º. Figure 2 shows mean 
circumduction records for each device, and significant 
differences marked. No significant differences were 
found between IMUs and mEMT except for E-RD 
direction in non-dominant hand. Significant differences 
appeared when comparing IMUs and mEMT with EG, 
EG showing higher values around UD and E-UD 

directions in dominant hand and around E in non-
dominant hand (Figure 2).  
 

Figure 1: Devices used: (a) Electrogoniometer, (b) 
IMUs and (c) Micro electromagnetic sensor. 

  
Non-dominant hand Dominant Hand 

 
Figure 2: Mean values (degrees) in each octant with the 
three devices. Black lines: significant differences  
 
Discussion 
IMUs and mEMT are as reliable and repeatable as EG: 
intra- and inter-session errors are similar to EG errors 
(3º and 3.8º, respectively [5]). IMUs errors are a bit 
higher probably because they are more bulky and might 
hinder movement. When comparing with the EG, 
differences around extension and ulnar deviation 
directions appear. They can be due to the well-known 
crosstalk effect of EG [6]. The other devices do not 
present this effect as the forearm rotation is also 
computed: mean pronation angles recorded were 13º 
(IMUs) and 10º (mEMT), although subjects were 
advised to lay forearm on the table to avoid pronation. 
Other source of differences may come from the non-
simultaneity of the recordings. IMUs and mEMT seem 
promising devices for clinical practice, being IMUs 
more affordable and mEMT smaller and less invasive.  
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Introduction 

Hip osteoarthritis is sometimes accompanied by flexion 

contracture of the hip, which is a partial flexion of the 

joint that cannot be straightened (Figure 1). It can can 

lead to pain, impaired locomotion and a decreased 

quality of life. Patients with flexion contracture must 

adapt their whole sagittal alignment to compensate this 

flexion while to keeping balance. 

This condition is usually diagnosed with physical 

examination, but this method does not account for pelvic 

morphology and orientation, which play an important 

role in hip function. 

In this work we propose a novel method to diagnose hip 

flexion contracture through radiological examination 

and analyse the biomechanical compensation 

mechanisms deployed by these patients. 

 

 
Figure 1: Example of hip flexion contracture which was 

solved postoperatively. 

 

Methods 

Patients with hip arthrosis and an indication for total hip 

arthroplasty (THA) were included in a prospective 

cohort. Full-body standing lateral radiographs were 

acquired in free standing position and in extension 

(Figure 1), both before and 6 months after THA. 

Standard spinopelvic parameters were measured: pelvic 

incidence (PI), pelvic tilt (PT), lumbar lordosis (LL), 

T1-pelvis angle.  

Pelvic-femur angle (PFA) was measured as the angle 

between the femur and a line drawn from the middle of 

the sacrum endplate to the centre of the interacetabular 

hip axis [1]. Patients with low PI (< 45°) were included 

in the hip contracture group if their PFA was higher than 

5°, while the threshold was -5° for patients with standard 

or high PI (PI ≥ 45°). Patients were administered the 

Japanese Orthopaedic Association Hip Disease 

Assessment Questionnaire [2] to assess quality of life 

(QOL) before and after surgery. Results are reported as 

median [2nd quantile, 3rd quantile]. 

 

 

Results 

129 patients were included, 105 women and 24 men, 

median age 70 [63; 76] year old. PFA was significantly 

correlated to PI (Spearman’s rho=-0.4, p<0.001).  

Thirty-seven patients (29%) were in the hip flexion 

contracture group, which by definitions showed higher 

PFA than non-contracture patients (p<0.001). 

Contracture patients also had lower PT and PI-LL 

mismatch, higher LL and lower T1-pelvis angle (p < 

0.001). These differences tended to decrease 

postoperatively, but they remained significant. Both 

groups showed similar QOL before surgery (16 [11, 

28]), but contracture patients showed higher 

postoperative improvement than non-contracture ones 

(67 [60, 76] versus 52 [39, 66]). 

 

 

Discussion 

This study showed that a new category of patients can 

be detected by measuring the pelvis-femoral angle in 

extension. This angle represents the extension capacity 

of the hip joint and, unlike the femoral tilt angle, it 

accounts for pelvic morphology. Indeed, the negative 

correlation between PFA and PI shows patients with 

higher PI can have higher hip mobility in flexion. 

It is interesting to notice that this classification of 

patients based on PFA can highlight a population that 

shows a specific pattern of sagittal alignment at all levels 

of the sagittal chain of balance, from the hip to the head. 

The biomechanical strategies of these compensatory 

mechanisms and their clinical implications should be 

further studied. 
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Introduction 

Full-body ambulatory gait analysis is typically 

performed using inertial measurement units (IMUs), this 

analysis can be accurate by combining biomechanical 

constraints and boundary conditions (e.g., zero velocity 

updates) [1]. When the number of sensors in this setup 

is minimized, the position/orientational drift from IMU 

can result in inaccurate spatial outcomes due to sensor 

drift and magnetic distortions [2]. Previous works have 

combined IMUs on the feet with ultrasonic sensors to 

obtain drift-free feet positions [3]. However, ultrasonic 

sensors can only provide a one-dimensional distance 

measurement, and suffers from occlusions. To alleviate 

shortcomings of previous work, this study combines 

IMUs with ultra-wideband (UWB) sensors, which 

provide relative distance and angle of arrival (AoA) to 

obtain improved spatial gait parameters. 

 

Methods 

This work† fuses the data from Xsens DOT IMUs 

(Xsens B.V, Enschede, Netherlands) and the Decawave 

UWB PDOA (Decawave Inc. Dublin, Ireland) beta kit 

to obtain spatial gait parameters by use of an Error-State 

Extended Kalman Filter (ES-EKF). The EKF tracks the 

following states (for both feet): position, velocity, 

gyroscope bias, orientation error, and distance bias; and 

has the following measurements: acceleration, angular 

velocity, relative distance and AoA. 

The performance of this method was evaluated by 

comparing the step length/width of four subjects (with 

height of 184 ± 6 cm). The proposed solution (shown in 

Figure 1) and lower-body Xsens MVN Awinda and 

HTC Vive (for accurate positioning) were used 

simultaneously for the measurements [4]. An ethical 
clearance was acquired from the University of 
Twente, Enschede, Netherlands for the experiments. 
Each trial begins with a standing pose calibration with a 

fixed distance between the feet, and then walking five 

metres in a straight line. 

 

 
Figure 1: IMU and UWB sensors attached to the shoes 

of the subject. 

 

Results 

The distance between the feet is calculated from the 

position state of the filter. The estimate of the 

instantaneous distance between both feet during a 

walking trial is plotted against time in Figure 2. As a 

reference, a curve for the aforementioned ground truth 

is also plotted. Long trials were also conducted, and the 

root mean square error (RMSE) of the gait parameters is 

tabulated in Table 1.  

 
Figure 2: Estimated distance between feet from MVN+ 

Vive (Blue) and our solution (orange). 

 
EKF input step length  step width overall 

IMU only 5.6 ± 3.2 12.8 ± 13.6 10.6 ± 10.5 

IMU+UWB 2.9 ± 2 2.9 ± 2.3 2.9 ± 2.2 

Table 1: RMSE statistics of gait parameters (compared 

to MVN+Vive) as a percentage of subject’s height. 

 

Discussion 

The results show considerable agreement between the 

ground truth and the minimal sensing gait analysis 

solution. The overall correlation between the relative 

feet distance was found to be around 0.89. The proposed 

solution has been tested over prolonged experiments 

(>10 min) with consistent results.  

In future, the system will be tailored to provide real-time 

feedback to the user. A further improvement is to apply 

sophisticated antenna beamforming algorithms on the 

UWB node, that is equipped with multiple antennas. 

This provides better measurements of azimuth and 

elevation angles which can be exploited by the EKF. 

This drift-free minimal sensing solution has potential in 

ambulatory analysis of gait, such as running, walking, 

remote rehabilitation in any environment. 
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Introduction 
Arboreal locomotion is challenging because animals 
traverse thin, compliant substrates prone to oscillation. 
One strategy to achieve arboreal stability is to limit 
vertical oscillations of the center of mass (COM), 
thereby potentially negating further undesirable 
substrate oscillations(1, 2). The mechanical and 
energetic consequences of maintaining a steady, 
unchanging COM have scarcely been studied in the 
context of arboreal locomotion. We test these 
consequences in parrots, which are well-known for their 
arboreal prowess, but few studies have explored their 
locomotor behaviour. We present kinetic data to 
quantitatively assess how the parrot’s COM varies 
between bipedal walking on flat substrate, to movement 
on a pole, and the energetic cost of arboreal locomotion.  
 
Methods  
To assess how COM shifts during bipedal walking and 
arboreal locomotion, we collect kinetic loading data as 
rosy-faced lovebirds (Agapornis roseicollis) walked on 
flat and a simulated arboreal substrate instrumented with 
an AMTI HE6X6 low load force plate. From these 
ground reaction forces, we use classic COM calculations 
to calculate phase, percent recovery, velocity, vertical 
displacement,  energy expenditure, and power 
production.  
 
Results 
On all substrates, parrots adopt phase values consistent 
running gaits regardless of duty factor. On arboreal 
substrates, parrots adopt sidling gaits, in which forward 
motion is achieved with the frontal plane parallel, rather 
than perpendicular, to the line of travel. Sidling gaits are 
characterized by increased vertical displacements of the 
bird’s COM and greater energy recovery. As such, 
parrots achieve greater percent recovery of energy 
(Figure 1a) on arboreal versus terrestrial substrates. 
Further, parrots’ require overall lower power production 
per stride on the pole compared to flat substrate (Figure 
1b).  
 
Discussion 
This study is the first to quantitively describe the sidling 
gait, which is likely a neuromuscular adaptation to 
achieve stability on arboreal substrates when ankle 
inversion potential is limited. This arboreal gait is 
associated with greater vertical displacements of the 
COM and increased energy recovery. Via this pendular 

mechanism of energy recovery, sidling birds produce a 
more mechanically efficient gait than when walking on 
a flat substrate, such that total power per stride is 
reduced by almost half. Our findings are the first to 
compare arboreal vs. terrestrial locomotor costs in a bird 
and demonstrate that adaptations for arboreal 
locomotion have mechanical consequences when 
moving terrestrially. Such data have evolutionary 
implications when considering the potential for invasion 
into terrestrial niches by arboreally-adapted species.  
 
Figure and Tables 
 

 
Figure 1: Phase and percent recovery by speed (a) and 
mass-specific positive power across a stride (b) on flat 
(green) and pole (pink) substrates. In order: kinetic-
fore-aft, kinetic-mediolateral, kinetic-vertical, kinetic, 
potential, total energy. * denotes significant difference 
between substrates after accounting for velocity. 
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Introduction 

A complex system of anatomical structures working 

together to prevent excessive bone movement is 

required to maintain the stability of the knee joint [1]. In 

this complex system all the muscles surrounding the 

knee, the hip muscles and the gastrocnemius muscle 

play an important role [2]. An anterior cruciate ligament 

(ACL) injury, the need to undergo reconstruction 

surgery and rehabilitation mean new working conditions 

for the muscles. So, the aim of the study is assessment 

of muscle activity of the knee in patients after ACL 

reconstruction during gait, jumping and one leg 

standing. 

 

Methods 

The studies involved 36 participants who underwent 

ACL reconstruction using one of the two methods – with 

use of the Internal Bracing method (12 patients), as well 

as an autologous graft (24 patients) and the 

rehabilitation process has been completed. Patients were 

qualified for the project on the basis of clinical 

assessment made by an orthopaedist. The research was 

approved by the bioethics committee. Seven actons were 

selected for the assessment of muscle activity: rectus 

femoris, vastus medialis, vastus lateralis, 

semitendinosus, biceps femoris, and the two heads of the 

gastrocnemius muscle (medial and lateral). The 

electrode was placed according to standardized 

procedures. Both the non-operated limb (ACL-NO) and 

the operated limb (ACL-O) were examined. The 

exercises consisted of: (1) gait, (2) jumping from an 

elevated platform, and then vertical jumping off the 

ground and (3) standing on one leg for 10 seconds after 

a simulated fall from a platform. Muscle activity was 

recorded until at least 5 good attempts were obtained. In 

order to normalize the results, the MVC (maximum 

voluntary contraction) procedure was performed. The 

obtained results were related to the duration of: (1) the 

gait cycle, (2) the contact with the ground (from the first 

contact of the toes, through the greatest knee flexion, 

until the toes off the ground), (3) for 10 seconds after 

first contact of toes with the ground.  

 

Results 

Figure 1 presents the example results for non-operated  

(ACL-NO) and operated limb (ACL-O). 

 

Discussion 

Analysing results presented in Figure 1 differences 

between the operated and the non-operated limb can be 

noticed. In the case of gait, higher activity of vastus 

medialis and semitendinosus were observed especially 

at the beginning of the gait cycle (approx. 0-30%), 

which suggests that these muscles work more in  

operated limb when stabilising the first knee flexion.  

This difference is even more pronounced in the case of 

jumping, where muscle activity of vastus medialis and 

semitendinosus for the operated limb was higher 

throughout. The differences reached even over a dozen 

percent. 

Summarizing, there is a visible effect of muscle activity 

in persons after ACL reconstruction. The study is still 

continuing due to successive availability of people 

operated on by different methods. This will allow us to 

determine the effect of reconstruction type on muscle 

activity. 

 
 

Figure 1: Muscle activity during gait and jumping as 

using vastus medialis and semitendinosus as an example 

(black line ACL-NO, red line ACL-O) 
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Introduction 
Abdominal aortic aneurysms (AAA) are usually 
repaired by endovascular treatment with a stent graft 
(SG) [1]. In some cases, there is a migration of the SG, 
which is caused by the hemodynamic drag force (DF) 
that acts on the walls of the graft [2]. The aim of this 
study is to determine the relationship between the 
curvature shape of the SG and the hemodynamic DF 
based on computational fluid dynamics (CFD) 
calculations for patient-specific anatomies.  
 
Method 
Here we suggest two methods to define and quantify the 
centreline curvedness (CLC) of the SG. The first is 
based on the local radius of curvature (CLC-R), and the 
second is based on the distances between the centrelines 
and similar idealized centrelines of straight branches 
(CLC-D) (Figure 1). Four 3D CFD models of specific 
patients were created from 3D CT scans. The geometries 
were reconstructed with SimVascular open-source 
software and then were smoothed with Autodesk 
Meshmixer. The finite volume model was solved in 
ANSYS Fluent. The DF was calculated throughout the 
cardiac cycle, and the maximum value was obtained at 
peak systole. The relationship between the CLC and the 
DFs was examined. In order to relate the values of the 
DF with the CLC, it is necessary to quantify the CLC 
values to a global value, and two methods were 
examined: average values and average variation along 
the centreline, for both CLC-R and CLC-D.  
 
 

 
Figure 1: Centreline curvedness of the SG (CLC) (left), 
local radius of curvature (CLC-R) (middle), distances 
between the centrelines and similar idealized 
centrelines of straight branches (CLC-D) (right). 

Results 
Wall shear stress (WSS) distributions showed a match 
between high-stress regions and locations with high 
CLC (Figure 2). From the results obtained, it can be seen 
that curvature evaluation by the average variations gives 
an excellent prediction of the drag force value in both 
methods, with coefficients of determination of 0.9781 or 
0.9379 (Figure 3).  

 
Figure 2: Comparison of WSS distribution (left), CLC-R 
(middle) and CLC-D (right) distributions along the 
centrelines. 
 

 
Figure 3: Average variation in curvature (1/mm) (left), 
Average variation in distance from line (mm) (right).  
 
Conclusions 
Our hypothesis, that curvature variability is a dominant 
factor that increases the shear stresses and drag forces, 
is supported by these results. These results will help 
surgeons diagnose possible migrations before or after 
the procedure and provide appropriate treatments. 
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Introduction 
Although a necessary process, blood clot formation can 
in certain cases become life-threatening, especially in 
patients who underwent a vascular reconstruction 
procedure. To assess the risk of occlusive thrombotic 
events and to predict their future course, results of 
computer simulations can be used. Building on our 
previous study [1] on mathematical modelling of 
postsurgical thrombosis in portal vein reconstructions, 
where the formation and growth of blood clots were 
noted to be predominantly affected by the local 
haemodynamics and vessel geometry, the aim of the 
present study is to determine whether the blood viscosity 
affects the spatiotemporal formation of thrombi and 
their histological composition. 
 
Methods 
In accordance with the processes leading to 
intravascular blood clot formation, the mathematical 
model considered in the study accounts for the presence 
of two main thrombus components – bound platelets and 
fibrin polymers. In this context, the complex mechanism 
of blood clot formation can be divided into two stages: 
The initial one, governed by the continuum model 
proposed in [2], reflects the formation of a platelet plug 
at the injury site, while the final stage represents fibrin 
activation and polymerisation, described by a model 
loosely based on the Smoluchowski coagulation-
fragmentation equation [3].  
Modelling the growing thrombus as a porous medium 
with varying permeability, its complex interaction with 
the local blood flow is expressed by means of the 
modified Navier-Stokes equations and numerically 
solved using Ansys Fluent. To study the effect of blood 
viscosity, the blood is modelled both as a Newtonian and 
a non-Newtonian fluid of Carreau-Yasuda type. 
 
Results and Discussion 
For the purpose of the study, several models of portal 
vein reconstructions were acquired from available 
medical data in accordance with their geometrical 
predisposition to thrombotic events. An example of such 
a geometry is shown in Figure 1, where the injury site 
leaking the thrombosis trigger is assumed to be located 
at the upstream anastomosis (shown in blue).  
The lower part of Figure 1 illustrates how the blood 
viscosity can affect the location and composition of the 
thrombi formed 11 minutes after initiating trigger 
release. Particularly notable in this regard is the 
significant difference in the distribution of both fibrin 
polymers (left) and bound platelets (right). The reason 
for these different developments can be found in the way 

the non-Newtonian rheology impairs the washout of 
coagulation factors in the low-velocity zones adjacent to 
the injury site, leading to accelerated formation of fibrin 
polymers. By contrast, the thrombus formed in the 
Newtonian blood flow is much smaller and comprises of 
a core of tightly packed platelets and an outer shell filled 
up with weakly bound platelets and fibrin polymers. 
Overall, our numerical results suggest that the blood 
viscosity is another important factor that should be taken 
into consideration when dealing with thrombosis, seeing 
as it plays a significant role in the formation and 
composition of the resulting thrombi. 
 

 
 
Figure 1: Selected vascular geometry and comparison 
of formed blood clots as computed for the Newtonian 
and non-Newtonian fluids – fibrin mesh (left) with 
corresponding distribution of bound platelets near the 
upper wall (right) 
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Introduction 
Coronary artery disease (CAD) is one of the most 
relevant cardiovascular diseases. An important advance 
for the treatment of CAD has been the development of 
Drug Eluting Stents (DES). The drug eluted from the 
device allows to avoid the in-stent restenosis (ISR) 
caused by the device deployment and the damage caused 
in the wall. However, the transport of the drug through 
the vessel wall is affected by the type and the specific 
geometry of the atheroma plaque. Computational 
models can aide to better understand these dependences, 
but they usually represent simplified healthy straight 
geometries or highly simplified plaques that do not 
reproduce the characteristic geometry and composition 
of them. However, there is growing evidence that plaque 
composition may well have an impact on drug 
distribution within diseased tissue. 
 
 
Methods 
Therefore, a finite element model of an idealised 
coronary artery under conditions of atherosclerotic 
disease between DES and healthy tissue is performed, 
and the effect of plaque composition and structure on 
global drug distribution is investigated. Amongst all the 
geometric factors affecting this problem, we focus on 
the thickness of the fibrous cap, the total length of the 
plaque and the length and thickness of the necrotic core 
and percentage stenosis. The arterial wall includes three 
different layers: subendothelial space, media and 
adventitia. Endothelium, internal and external elastic 
laminae are considered as semipermeable membranes. 
The device is represented by several circular struts half-
embedded in the tissue. Blood flow is modelled using 
Navier-Stokes equation, while Darcy’s law is used to 
calculate filtration velocity through porous layers. Drug 
transport within the arterial wall is modelled by means 
of advection-diffusion-reaction equations. For the media 
layer, fibrous cap and lipid core, we use a non-linear 
saturable reversible binding model to describe drug 
interactions with the cells of the tissue. 
 
Results 
A 2D map of the total NLC of sirolimus in the therapeutic 
domain at different time points after stent implantation for 
the baseline model is shown in Figure 1. The presence of 
the plaque leads to a delay on the diffusion of drug in the 
media; however, the plaque appears to act as source for 

drug, ensuring that NLC drug levels in the media are 
maintained for longer time. 

 
 

 
Figure 1: Normalized drug for different time points. 
 
Conclusions 
The results demonstrate that the spatio-temporal 
distribution of drug is highly dependent on the 
geometrical variables analysed. The composition of the 
core strongly influences the drug concentrations, due to 
the different density of binding sites in this region. The 
results suggest that lipid plaques give rise to higher drug 
concentrations than fibrotic plaques, while calcified 
plaques are basically drug-impenetrable. This may act 
as a significant barrier to drug from reaching arterial 
tissue. 
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Introduction 

After harvesting, biological tissues are preferably stored 

until testing, since the variation in time between 

harvesting & storage can be made much lower than 

between harvesting & (fresh) testing. However, literature 

shows contradicting results on the influence of 

preservation methods on mechanical behavior. 

Moreover, methodological concerns can be raised for 

past studies, such as the fact that tissue is considered 

‘fresh’ up to 24 hours after harvesting [1, 2], while some 

biological tissues already stiffen three minutes post 

mortem [3]. In this study, we investigate the effect of 

preservation on the mechanical properties of aortic tissue.  

 

Methods 

Samples 

34 porcine descending aortas were harvested in a local 

slaughterhouse to investigate 5 different preservation 

methods: fresh (G1), slow frozen short-term (G2) and 

long-term (G3), and fast frozen short-term (G4) and long-

term (G5) . Fresh samples were tested within 4 hours after 

sacrifice; short- and long-term samples were frozen for 1 

week and 6 months, respectively; slow frozen samples 

were placed in a liquid container with Phosphate 

Buffered Saline (PBS) in a -80°C freezer, and fast frozen 

samples were snap frozen (dry) using isopentane, also at 

-80 °C. From each aorta, 10 dogbone samples (5 groups 

in both circumferential and longitudinal orientation), 

were excised in a randomized manner.  

 

Mechanical testing 

Prior to testing, the dimensions of the samples were 

measured using a micro-laser-scanner (MLS) (Gocator 

2120, LMI technologies, Canada). Afterwards, a speckle 

pattern was applied to the intimal surface and the sample 

was mounted using clamps to be tested uniaxially in a 

MessPhysik biaxial tester (Zwick/Roell, Germany). 

Throughout the test, samples were immersed in PBS at 

37°C and the deformation of the samples was imaged 

using a Manta G917-B camera (Allied Vision, Germany) 

and VIC Software (Correlated Solutions, USA), 

integrated by isi-sys GmbH. The loading protocol 

consisted of multiple preconditioning cycles and the 

applied nominal strain was increased stepwise (10%, 

25%, 50%, 100%, 150%), at a speed of 5% nominal strain 

per second. Data and images were captured at 20 Hz.  

 

Data processing 

For each sample, the last completed loading cycle of each 

loading step was analyzed. All data was processed using 

Matlab (The MathWorks Inc., USA) to calculate the first 

Piola-Kirchhoff stress and stretch. The thickness and 

width of the neck region of the samples was extracted 

from the MLS measurements. VIC-2D (Correlated 

Solutions, USA) was used for digital image correlation 

measurements to calculate the sample stretch.  

 

Results 

Figure 1 shows some preliminary results: stress-stretch 

curves of the 50% nominal strain cycle of 3 

circumferentially oriented samples for each of the 5 

groups. The fresh group is shown in blue and ideally we 

want a preservation method that approaches the blue 

curves as closely as possible.  

 
Figure 1: Stress-stretch curves of 50% loading cycle of 

3 circumferentially oriented samples of each group. 

 

Discussion 

In Figure 1 a large variability between the samples can be 

observed. This can attributed to the biological variability 

between subjects, to the preservation method, or to the 

mechanical testing protocol. The analysis of more 

samples might give more insight on whether the effects 

of tissue preservation are significant compared to the 

biological and testing variability. Future work also 

includes a statistical analysis using the linearized 

stiffness & strength of the samples.  
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Introduction 

Mechanical circulatory support devices have improved 

the management, survival and prognosis of many 

patients with acute or chronic heart failure. However, 

there is still a high mortality and a wide burden of 

disease, mostly due to related thrombosis, embolization 

and hemolysis, thus requiring anticoagulation. Most of 

the current approved percutaneous left ventricular assist 

devices (p-LVADs) operate far beyond the critical 

threshold for biological damage which increases those 

disease [1]. The need for p-LVADs with minimized 

blood damage is critical. In this study we examine the 

effect of impeller design on function and hemodynamics 

of a novel p-LVAD using numerical analysis. 

 

Methods 

The suggested p-LVAD contains a straight tube which 

is located along the left ventricular outflow tract and the 

aortic root. In the tube, a levitating 2.5mm diameter 

impeller rotates at high speeds (30000-50000 RPM) to 

deliver blood from the ventricle to the aorta (Figure 1A). 

The investigated impeller designs are defined by the 

area ratio  of the outlet (Aoutlet) and inlet 

(Ainlet) areas shown in Figure 1B.                                  

 

 
 

Figure 1 - 1A a schematic description of the p- p-LVAD 

in the aortic tract; 1B the impeller, with the inlet area 

marked in green and the outlet area marked in red. 

Steady and transient numerical simulations of rotating 

frame using ANSYS CFX were performed and analyzed 

to estimate the pump’s performance and blood damage 

for different impeller design, motor speed and working 

conditions (flow and pressure).  

Estimation of RBC hemolysis was conducted according 

to four different models (based on Kolmogorov length 

scale [2]; and based on combinations of exposure time 

to shear stress above 425[Pa] [3]). Probabilities for shear 

induced platelet activation (PDF) were estimated based 

on accumulated shear stresses along streamlines [4].  

 

Results and Discussion 

The examined parameters included flow patterns, shear 

stress distribution, estimation of platelets activation and 

hemolysis index (HI), and global pump performance 

such as flow rate, pressure head, power and the 

efficiency.  

An example of resulted average PDF, hemolysis index 

and efficiency for different impeller designs and at 

different motor speed with the same head pressure and 

flow rate is shown in Figure 2.  

  

 
 

Figure 2 - Resulted average PDF, Hemolysis Index and 

efficiency for different impeller designs (3.1, 3.3 and 3.5). The 

motor speed for each model was adjusted to provide the same 

pump conditions of flow rate 2.75[L/min] and head pressure 

of 70[mmHg]. 

The main results show correlation between impeller 

design and both performance and blood damage 

parameters. Impellers with lower area ratio exhibit 

better pump performance, less hemolysis and less PDF. 

Increase in motor speed increased the obtained flow rate 

but also increased blood damage parameters (due to 

higher shear stresses) and reduced pump efficiency.  

In cases with lower efficiency and higher HI and PDF, 

regions of disturbed and recirculating flow are found. 

These results may improve p-LVAD design in the 

pursuit for efficient and safe percutaneous LVAD for 

longer periods.  
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Introduction 

Fontan operation is the current standard of care for the 

palliation of single ventricle defects results in 

significant late complications in children. The use of a 

mechanical circulatory device (a pump) to alleviate the 

missing subpulmonary ventricle could potentially 

stabilize the failing Fontan circulation [1]. A new 

alternative to traditional heart pumps is the impedance 

pump. Also known as Liebau pumps, impedance 

pumps are valveless pumps that operates based on the 

principles of wave propagation and reflection [2]. As 

example, impedance pumping is present in the 

embryonic heart of zebrafish during the early stages 

before valve formation. This works aim is to evaluate 

an impedance pump for assisting Failing Fontan 

circulation using a simplified in vitro facility. 

 

Methods 

We have built an in vitro facility to first test impedance 

pumping in a simplified way. A test rig similar to the 

one published in [3], has been constructed replacing 

with a latex pliant tube a piston pump. The latex pliant 

tube is compressed by a wave generator or pincher, 

emulating the work of [4]. In our case, the pincher is a 

diaphragm actuator like the one used in a traditional 

photo camera (Fig. 1), able to open and close at 

controlled frequency. Additionally, the test rig is 

composed of two reservoirs connected with two tubes 

of different length, which can be replaced to assess 

different configurations.  

 
Diaphragm actuator 

     
 

Figure 1: Test rig constructed for asymmetric pumping 

and a picture of the diaphragm actuator open and 

closed. 

Results 

Different pinching frequencies are studied, varying the 

speed aperture/close of the diaphragm, which lead to 

different head vs flow rate curves (Fig. 2). Main results 

show linear experimental curves. Observed heads and 

flow rates show potential application for developing 

devices to assist pulmonary circulation in failing 

Fontan patients [1]. 

 
Figure 2: Head vs Flow rate curves at different 

pinching frequencies. 

Discussion 

Impedance pumping has revealed itself as a promising 

technology for assisting in failing Fontan circulation. It 

shows interesting features like its valveless nature, and 

it can assist properly under the conditions studied.  

Future work will study impedance pumping being used 

in an in vitro loop which resembles much more 

precisely Fontan circulation. 
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Introduction
Intracranial aneurysms (IAs) are responsible for almost
500,000 deaths worldwide each year. These anomalies
of the brain vasculature are bulges typically arising on
arterial  bifurcations,  which  bear  the  risk  of  rupture,
leading  to  subarachnoidal  haemorrhage.  Mostly
detected  incidentally  on  magnetic  resonance
angiography scans, they  represent a substantial source
of anxiety for patients. Although it is well-known that
most of these bulges never rupture, some  still  carry a
continuous  threat and  have to  be  identified.  For
physicians, assessing the  hazard of an IA is a crucial
challenge  that  needs  to  be  addressed  in  order  to
evaluate the need for treatment. To date, doctors base
their decisions on the size, shape and location of the
aneurysm  in  the  brain.  However,  these  criteria  have
shown  their  limits  and  thus  require more  accurate
assessment  metrics.  Computational  Fluid  Dynamics
(CFD) simulations have arisen as a potential candidates
for  bridging  that  gap,  allowing  to  simulate
hemodynamics in patient-specific vascular geometries,
with  tailored  modeling conditions.  According  to
literature,  rupture  of  IAs  can  be  associated  with
abnormal  WSS  (Wall-Shear  Stress)  values,  be  they
irregularly  high  or  low  [1].  Assessing  WSS through
CFD  simulations  has  thus  become  a  goal  for  many
research teams to predict the stability of IAs over time.
Nevertheless, the interaction of blood flow with arterial
walls is almost systematically neglected and walls are
modelled  as  rigid.  Only  a  few  publications  further
mention  the  influence  of  the  wall  thickness  and
material  properties  on  measured  flow characteristics,
although  biological  phenomena  involved  in the
remodelling  of  IAs  have  been  shown  to  induce
substantial modifications of the arterial structure.

Methods
Inspired by previous works [2,3], we propose to apply
a  novel  FSI  framework  to  model  the  behaviour  of
patient-specific aneurysms. This framework stands as a
hybrid approach between the traditional monolithic and
partitioned  methods.  The  arterial  wall  geometry  is
immersed in the fluid-solid mesh at each time iteration
while having its independent solid mesh [4]. The fluid
dynamics  are  modelled  solving  the  incompressible
Navier-Stokes  equation.  Adding  to  the  method,  the
mesh is refined at the boundary between the blood flow
and the vessel’s wall using anisotropic mesh adaptation
and a level-set function. The approach is referred to as
the Adaptive Immersed Mesh Method.

Results
Hemodynamics  and  structural  mechanics  in  several
patient-specific  aneurysms have been modelled using
the  method  described  above.  The  stability  and
performance  of  the  method  have  been  evaluated.
Differences in flow characteristics between fully-rigid
wall  simulations  and  the  introduced  FSI  method are
presented. A particular interest of FSI simulations has
been  assessed  in  different  scenarios,  varying  arterial
wall  characteristics.  The  impact  of  different  wall
thickness profiles over the surface of aneurysm domes
has also been evaluated.

Discussion
Presented  results  prove  that  the  relevance  of  FSI
modelling  depends  on  the  used  arterial  walls
characteristics.  Considering  that  these  vary
substantially among different aneurysms and over the
surface  of  a  single  aneurysm  dome,  we  deem  FSI
modelling  necessary  to  identify  weak  points  on
aneurysm  geometries.  However,  wall  characteristics
being  difficult  to  measure  in-vivo,  assumptions  still
have  to  be  made  to  model  IAs  comprehensively.  A
better  grasp  of  aneurysm  growth  remodelling
phenomena will  certainly  guide these assumptions in
future works. We hope that this study will encourage
the research community to pursue the assessment of the
rigid-wall  assumption  validity  for  modelling
intracranial aneurysms.
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Introduction 

Atherosclerosis –a disease that causes the formation of 

plaques in the arterial wall, decreasing the lumen area 

for blood circulation- and it consequences are one of the 

main causes of mortality in developed countries 

nowadays. It can derivate, for example, in heart attacks, 

ischemia or cerebral strokes. Because of this, it results 

important to understand the process of atheroma plaques 

formation, to predict future atheroma plaques and 

prevent their consequences. 

The aim of this work is to study the influence of the 

mechanics of the arterial wall in the process of atheroma 

plaques formation, considering his porosity and 

tortuosity. 

 

Methods 

We propose a mechanobiological model to study the 

development of atheroma plaques in arteries, 

considering as main substances in the process: LDL, 

oxidized LDL, monocytes, macrophages, cytokines, 

foam cells, contractile and synthetic smooth muscle 

cells and collagen fibbers.  

 

We use a two dimensions axisymmetric model based in 

coronary artery with a previous atheroma plaque, 

considering multilayer wall, composed by the intima, 

media and adventitia layers. The first plaque causes the 

perturbation of blood flow and thus, the development of 

another new plaque, whose growth we analyze. The 

geometry can be seen in Figure 1.  

 

 
Figure 1: 2D-axisymmetric considered geometry, with 

lumen, obstacle plaque and the arterial wall layers 

 

We use Navier-Stokes equations to model stationary 

blood flow along the lumen and consider Wall Shear 

Stress (WSS) as the main mechanical stimulus to the 

development of plaques. We model plasma and 

substances flows across the endothelium with the three-

pore model [1], and use Kedem-Katchalsky equations 

for the flux of substances through the different 

membranes. We also use convection-diffusion-reaction 

equations to model substances concentrations in the 

different layers of the model. Finally, we compute the 

growth of plaques considering concentrations of foam 

cells, synthetic smooth muscle cells and collagen fibbers 

in the intima layer. 

We analyze the influence of the arterial wall mechanics 

with different models, without considering any 

mechanics in it, considering the porosity of the arterial 

wall [2], considering its tortuosity [3] and finally, 

considering a combination of porosity and tortuosity 

models. 

 

Results 

Our results compare atheroma plaques development for 

the different models analyzed, considering the porosity 

of the arterial wall, its tortuosity and both or none of 

them. In Figure 2, we can see an example of plasma flow 

through all the wall layers in the model and the area in 

which plaque is going to grow (area of higher plasma 

flow, in red color), with a detail of the area of growth. 

 

 

 

 

 

 

 

 

 

Figure 2. Plasma flow results through the multilayer 

wall. 

 

Discussion 

A computational model of coronary artery with 

multilayer wall has been developed. It can predict 

atheroma plaques formation in the artery, considering 

the influence of the arterial wall mechanics. 
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Introduction   

Femoral-popliteal artery bypass surgery is performed 
to restore the main blood flow through a popliteal 
artery by vascular graft implantation. Numerical 
simulation can help to evaluate the progression of 
patient's condition in the postoperative period. Known 
numerical studies of the flow in anastomoses (e.g. 
[1, 2]) usually don't take into account the change of 
anastomosis geometry in case of neointima growth in a 
long term after the bypass surgery. The aim of our 
study is to analyze hemodynamics changes due to the 
neointimal growth in the proximal anastomosis of 
femoral-popliteal bypass with a synthetic graft. 
 
Methods 

To perform patient-specific simulations, personalized 
geometric models of proximal anastomosis have been 
created based on computer tomography data for three 
patients. 
Definition of the neointima size and its position was 
performed with two methods: computer tomography 
and ultrasonography. The ultrasound Doppler method 
was used to measure flow rates needed to set boundary 
conditions in blood flow numerical simulation. 
Calculations were performed using the ANSYS CFX 
computational fluid dynamics package. Blood was 
modeled as an incompressible viscous fluid. The 
vessels elasticity was not taken into account. 
Velocity changes during a cycle were set as the inlet 
boundary condition, assuming the flat velocity profile. 
At the graft-section outlet the time-dependent flow rate 
was specified in accordance with the measurements. 
The no-slip condition was set on the walls. 
 
Results 

For the studied models, the inlet Reynolds numbers at 
the maximum flow rate instance were 1200 to 2900. In 
the analysis, a special attention was paid to calculated 
distributions of the time-averaged wall shear stress 
(TAWSS) and oscillatory shear index (OSI) [1, 2], as 
well as to the streamline patterns at the maximum flow. 
Fig. 1 illustrates some results for one of the studied 
models at 18 and 28 months after bypass surgery. In 
this case the model geometry has changed considerably 
in 10 months, due to neointimal hyperplasia at the 
proximal anastomosis of femoral-popliteal bypass. In 
the figure, the gray area marks the vessel wall area 
with the overgrown neointima. Its maximum thickness 
was about 4 mm. The flow constriction entails the 
velocity increase followed by a TAWSS increase and 

an OSI decrease in this area. However, within the 
substantially increased downstream stagnant zone, 
TAWSS decreases and OSI increases. 
Compared to the models without neointima, the 
TAWSS values averaged over the wall area with the 
overgrown neointima increased by 50-130%, 
depending on the patient case studied, and the OSI 
values decreased by 20-30%. 

 
Figure 1: (a,d) Streamlines at the instance of maximum 
flow rate, (b,e) TAWSS and (с,f) OSI (a,b,c) 18 and 
(d,e,f) 28 months passed since bypass surgery.  
 
Discussion 

The results obtained have pointed to significant 
changes of the flow structure during the neointimal 
growth in the proximal anastomosis of femoral-
popliteal bypass. Related considerable changes in 
distributions of the wall shear stresses were evaluated 
both qualitatively and quantitatively. Further patient-
specific calculations aimed at evaluation of the 
neointima growth effects can provide new knowledge 
on the relationship of hemodynamic and biological 
processes that is necessary for development of methods 
able to predict of increased risk of graft occlusion. 
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Introduction 

Fluid-structure interaction (FSI) simulations are more 

and more frequently employed in the modeling of blood 

flows in particular parts of the human circulatory system 

and vascular access [1, 2]. However, FSI computations 

are still time-consuming and expensive, therefore there 

is a question about the benefits of such an approach. This 

study shows the influence of the blood vessel wall 

elasticity on hemodynamic parameters in a simplified 

model of the artery as well as patient-specific examples. 

 

Methods 

In the initial study, a straight tube representing the artery 

was investigated as an elastic and rigid channel (fig. 1). 

For compliant models, different materials, damping 

coefficients, meshes, and fixations were compared.  

 

 
 

Figure 1: a) Investigated FSI domain; b) and c) two 

meshes used for the structural domain; d) example of 

mesh in the fluid domain. 

 

The blood was considered to be a Newtonian fluid 

(μ = 3 mPa s, ρ = 1040 kg/m3). The blood flow was 

assumed to be pulsating and typical for the radial artery 

feeding an arteriovenous shunt. Three cardiac cycles 

were simulated. Each cardiac cycle was assumed to last 

0.84 s. The time step equal to 0.01 s yielding a stable 

solution in acceptable real-time calculations (4-13 

hours) was set in all simulations. As a boundary 

condition at the inlet of the radial artery, a velocity 

profile was used, in which the maximal velocity (Vmax) 

located in the centreline changes in time. At the outlet 

cross-section, a pressure waveform was used as a 

boundary condition [3]. A commercial code, provided 

by ANSYS v. 17.1, was employed to solve the equations 

used to describe two-way coupled FSI tasks. A single 

workstation was used for all the calculations: Intel Core 

i7-3930K 3.20GHz, 6 cores, 64 GB RAM. Additionally, 

patient-specific cases were investigated, for which the 

non-Newtonian behavior of blood was taken into 

account. 

 

Results 

The results concerning max. wall shear stress 

(maxWSS), area-averaged WSS averaged in time 

(TAAWSS), the time-averaged pressure drop between 

the inlet and the outlet (Δp), max. displacement, and 

max. von Mises stress were extracted only from the third 

cardiac cycle. An example of the obtained results is 

presented in Table 1. 

 

Parameter 
Rigid 

material 

Linear 

material 

Young's modulus [MPa] ∞ 3 

damping coeff. (α = β) ∞ 0.01 

elastic support coeff. [N/mm3] ∞ 0.1 

maxWSS [Pa] 17.39 17.21 

TAAWSS [Pa] 2.46 2.32 

Δp [Pa] 286 256 

max. displacement [mm] 0 0.0668 

max. von-Mises stress [MPa] 0 0.0857 

calculation time [h] 4 13 

Table 1: Example of the obtained results. 

 

Discussion 

This study shows quantitative differences between 

hemodynamics in the rigid and elastic arterial models. 

Allowing the wall to be resilient, decreased the 

maxWSS, TAAWSS as well as pressure drop occurring 

between the inlet and outlet. Moreover, the elastic 

support on the external wall, which represents the 

response of the surrounding tissue, also affected 

hemodynamic parameters. To conclude, the 

development of FSI approach seems to be necessary to 

make blood flow simulations more realistic. 
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Introduction 

The human heart supports the processes of life through 
its unparalleled performance. To this end, the heart 
valves need to operate approximately 100,000 times in 
a day. Failure of the heart valves is common due to 
several reasons resulting in deterioration of the pumping 
function of which may ultimately result to a cardiac 
arrest. Heart valve replacement emerged as one of the 
most reliable and effective solutions to this problem. In 
order to investigate the performance, hemodynamics 
and design of the mechanical heart valves (MHV), 
computational fluid dynamics (CFD) is ideally suited as 
a numerical non-intrusive tool. 
In the past, several investigations using classical 
numerical schemes such as the finite volume method 
(FVM) have been carried out with MHV [1–2]. 
Nevertheless, shortcomings such as complex 
geometries, mesh generation and interface tracking are 
evident. With the emergence on meshless schemes such 
as smooth particle hydrodynamics (SPH) these 
limitations resolved own to the meshless and 
Lagrangian nature of SPH [3]. However, the potential of 
the SPH scheme is not fully explored. 
 
Methods 

In the present study, a preliminary CFD study has been 
conducted for the bi-leaflet mechanical heart valve 
(BMHV). Traditional FVM and SPH mesh-free particle 
based methods have been adopted for the simulations. A 
pulsatile velocity is considered as the inlet boundary 
condition and a pressure pulsation is taken at the outlet. 
Anatomically reasonable aorta fitted with an idealized 
25mm St Jude MHV is chosen for the present 
simulation.  In FVM, a polyhedral mesh with the prism 
layers was chosen for better accuracy and similar 
particle sizes have been used for SPH for a fair 
comparison. 
 
Results 

It is observed from figure 1 that, a three-jet structure is 
formed under the full opening condition of the leaflet 
followed by a strong recirculation zone in the wake of 
the leaflets and in the aortic sinus region. Under the peak 
inlet velocity the central jet exhibits its maximum 
velocity (1.4m/s). Similar results are observed with the 
SPH simulation which will be examined in detail. From 
the pressure distribution, it has been perceived that a 
low-pressure region (72mmHg) is created in between 
the two leaflets of the valve and that helps the leaflets 
for their natural closing (figure 1). 
 

Figure 1: The velocity (top) and pressure (bottom) 
contour of the blood flow under peak systole condition.. 
 
Discussion 

Unlike the native heart valves, BMHV act as a bluff 
body in the flow regime and exhibits flow reversal at the 
wake of the leaflets. In addition, the recirculation zone 
in the aortic sinus regions allow the blood to stay longer 
in a particular space which may initiate thrombus 
formation.  Moreover, the non-biological jet like flow 
from the BMHV can damage the blood cells and cause 
severe hemolysis in the aorta. Herein, a direct 
comparison of the FVM and SPH simulations is 
performed. 
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Introduction 

The mitral valve (MV) plays a crucial role in a healthy 

cardiac function and is associated more to the heart 

valve diseases amongst the four heart valves. Some MV 

diseases cause MV leaflets stiffening, and result in 

malfunctioning MV and disruption of the physiologic 

performance of the left heart. The impacts of MV 

stiffening (MVS) on the left atrium (LA) hemodynamics 

are not completely known. This study presents a 2D 

simplified fluid-structure interaction (FSI) model of the 

LA and the MV over a full cardiac cycle to investigate 

the impact of MVS on the LA hemodynamics. 

 

Methods 

To build the 2D model (Fig.1A), it is assumed that the 

3D LA has a symmetric spherical shape with four 

circular pulmonary veins (PVs), and therefore the 2D 

model would be a circular plane with rectangular PVs. 

The LA diameter is 45.7 mm, the LA wall thickness is 2 

mm, and the PVs diameter is 13.2 mm. Two sets of 

nearly incompressible hyperelastic material models 

were prescribed for the MV [1] and the LA [2]:  

 

    WMV = 
1

2
 µ(𝐼1𝑐 − 3) +

1

2
 𝑘𝑀𝑉(𝐽 − 1)2

         (1) 

    WLA = 𝐶𝑁𝐻 [𝐼1𝑐(𝐼
3𝑐

)
−

1

3 − 3] +
1

2
𝑘𝐿𝐴(𝐽 − 1)2     (2) 

 

where WMV and WLA are the strain energy density 

functions, µ and CNH are the stress like material 

parameters, I1c and I3c are the first and third invariants of 

the right Cauchy-Green strain tensor, kMV and kLA are 

the bulk modulus of the MV and the LA, and J is the 

determinant of the deformation tensor. To mimic the 

MVS, four different stress like material parameters, 

µ1=150, µ2=450, µ3=850 and µ4=1100 [kPa] were 

assigned to the MV. A realistic PV flowrate profile was 

applied at the inlets, and a time dependent pressure 

profile was considered as the outlet boundary condition. 

A triangular tension force function was applied to the 

LA wall to mock the LA contraction. Triangle and quad 

elements were utilized to generate the mesh. The blood 

was considered incompressible with a density of 1060 

kg/m3 and a viscosity of 4 mPa∙s. The FSI simulations 

were done in Comsol Multiphysics.  

 

Results and Discussion 

The LA pressure (LAP), LA volume (LAV), transmitral 

velocity (TV) and the MV effective orifice length (EOL) 

were calculated and the hemodynamics indices, a-peak 

of the LAP, E/A ratio of the TV, late diastolic velocity 

time integration (VTI_LD) of TV, the maximum early 

diastolic EOL (EOL_E), and the LA total emptying 

fraction (TEF) are reported in Tab.1. 

 

Index a-peak 

(mmHg) 

EOL 

(mm) 

E/A VTI_LD 

(cm) 

TEF   

µ1 11.9 16.1 2.42 1.6 0.47  

µ2 16.2 10.6 1.10 3.9 0.43  

µ3 20.0 7.9 0.9 4.9 0.3  

µ4 21.4 6.4 0.86 4.8 0.22  

Table 1: FSI-calculated hemodynamics indices. 

 

The results show that the MVS reduces EOL and 

increases the TEF, resulting in the LAP enhancement, 

keeping the LAP elevated and amplifying the a-peak of 

the LAP (Fig.1B). Considering the TV profile (Fig.1C), 

the E-peak is suppressed, and the A-peak is amplified 

which is reflected in the calculated E/A ratio and 

VTI_LD (Tab.1). In conclusion, the MVS dramatically 

impairs the LA physiologic performance.  

 

 

 

 
Figure 1: A) Velocity field in ED, B) LAP and C) TV. 

Sys=systolic ED=early diastolic, LD=late diastolic 
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Introduction 

Numerical models have become a fundamental tool in 

cardiovascular studies [1]. The first step in numerical 

modeling is reconstructing a prototypical 3D geometry 

of the structure of interest from different medical 

imaging modalities [2]. A way to reconstruct the 3D 

geometry of the cardiac components is through 

segmenting computed tomography (CT) images and 

generating a mesh. However, the generated mesh may 

be corrupted during segmentation, resulting in a flawed 

or discontinuous mesh. Moreover, repairing such a 

corrupted mesh is a tedious task. In this work, the 3D 

structure of the left atrial (LA) chamber was generated 

with a new technique by using the “freeform part 

modeling” feature in the Autodesk Inventor® 

(Autodesk, Inc., California, USA). The created 3D LA 

geometry was then used in a computational fluid 

dynamic (CFD) study of the LA during left ventricular 

diastolic phase in STAR-CCM+ (Siemens Industries 

Digital Software). 

 

Methods 

To prepare the 3D LA geometry for the CFD study, first 

the LA structure at the beginning of systole was 

segmented, using 3DSlicer, from a 4D CT image data 

set and imported into Autodesk Inventor as a surface 

mesh (Fig.1a). Then a freeform cylinder with the 

approximate dimensions of the LA structure was created 

and divided into a number of rectangular patches 

(Fig.1b). Next, each rectangular patch was manipulated 

and formed individually to be shaped like the area of the 

LA structure it covers. Afterwards, the pulmonary veins 

(PVs) are added as cylindrical tubes with circular cross-

sectional area, and the mitral valve (MV) was embedded 

as an oval conduit at the outlet of the LA. The LA 

structure was imported into STAR-CCM+ and 

polyhedral-shaped cells along with prismatic cells were 

utilized to generate volume and boundary layer mesh 

elements (Fig.1c and 1d). The final mesh consists of 

215389 elements. The PVs and MV diameters and the 

inlet flowrate profiles were taken from Dahl et.al [3]. 

The MV was connected to a long tube and a zero 

pressure was set as the outlet boundary condition at the 

end of the tube. Blood is the working fluid and 

considered incompressible, with density of 1060 kg/m3 

and viscosity of 4 mPa∙s. 

 

Results  

The results are mesh independent as the relative 

difference between the results is less than 3% after 

conducting mesh convergence analysis. The velocity 

contour on the MV plane and the intra-atrial flow field 

streamlines during the diastolic phase are displayed in 

Fig.2. The maximum transmitral velocity is 0.58 m/s 

and the maximum intra-atrial velocity is 0.47 m/s. The 

vortex rings formation is also visible in the LA chamber.  

 

Discussion 

The topology of the reconstructed LA geometry 

resembles the one reported by Dahl et al [3]. The values 

of maximum transmitral velocity and intra-atrial flow 

reported by Dahl et al [3] are 0.50 m/s and 0.60 m/s 

respectively, which are close to the findings of this 

study. In conclusion, the freeform technique could 

generate a representative model of the LA geometry.  

      

 
 

  
Figure 1: a) 3D surface mesh. b) freeform cylinder. 

covered the surface mesh. c,d) mesh structure. 

 

  

  

 
Figure 1: The intra-atrial flow field and 

transmitral velocity contour.  
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Introduction 

The projected number of aortic valve transplants for 

2050 is approximately 850 000 [1]. An inherent problem 

associated with transplantation is the need for 

anticoagulation therapy in operated patients.  

The main subject of the research is the simulation of 

blood flow through an artificial aortic heart valve using 

the finite element method (FEM). The studies aim to 

verify the shear stress occurring behind the valves of two 

types, i.e. bileaflet (BIL) and trileaflet (TRI) valves. 

Regions of high shear stress can cause a thrombotic 

response, specifically through haemolysis and shear-

induced platelet activation. 

 

Methods 

The geometrical model consisted of the left ventricle 

and ascending aorta. Our study considered two types of 

mechanical valves, i.e. BIL and TRI valves. For the TRI 

valve, we proposed a new leaflet curvature (Figure 1).  

 

 
Figure 1: TRI valve model. 

 

In our research, we analyse the blood flow at three 

positions of the valves’ leaflets defined using angle with 

respect to the vertical plane (passing through the 

symmetry axis of the valve) 40°, 20° and 0° (fully 

opened valve). 

The correlation of the flow velocity and the leaflets' time 

opening was determined using the Doppler ultrasound 

examination in an adult human being [2]. The length of 

one cycle was assumed to be 0.8 s. Heart rate was 75 

beats per minute. The flow velocity values were 

determined at the inlet, which was defined at the 

entrance to the left ventricle. A constant pressure of 14 

kPa was described at the aortic outlet, corresponding to 

a healthy human's average pressure of the systolic and 

diastolic phases. We have assumed turbulent and non-

Newtonian blood flow. The dynamics of blood 

circulation were determined using ANSYS 2020 R2 

software. 

 

Results 

The effect of using three leaflets in the TRI valve 

construction on hemolysis was assessed by shear stress 

occurring in the ascending aorta (Figure 2). Stress 

distribution in the leaflets of the BIL and TRI valves was 

calculated as well as the flow through it was 

characterised. 

 

Figure 2: Shear stress distributions in the ascending 

aorta wall for the TRI valve: a) 40◦, b) 20◦ c) 0◦ and BIL 

valve d) 40◦, e) 20◦, f) 0◦. 

 

Discussion 

Shear stress must be above 150 Pa to cause haemolysis 

and above 10 Pa to cause platelet activation [3]. A high 

value of shear stress in the ascending aorta for the BIL 

valve (i.e. 151.5 Pa, 126.88 Pa and 114.45 Pa) may 

indicate the possibility of haemolysis. Exceptionally 

high shear stress (151.5 Pa) occurs at the valve opening. 

This stress is because the flow runs close to the aortic 

wall. Furthermore, vortices occur during valve opening, 

which increases blood's impact on the aortic wall. 

The main advantage of the TRI valve design is the 

central blood flow, contributing to more physiologic 

blood flow and decreasing the risk of haemolysis 

(maximum shear stress for the BIL valve is 151.5 Pa, for 

the TRI valve 49.64 Pa) and, therefore, avoiding 

anticoagulation therapy in transplant patients. This will 

increase the possibility of implanting mechanical aortic 

valves in more patients. 
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Introduction 

Arterial wall tissue composition changes as 

atherosclerosis progresses, and it affects the mechanical 

properties of diseased wall. Arterial wall shows both 

elastic and viscous behavior, and wall motion under 

pulsating intraluminal pressure may provide valuable 

quantitative information on wall viscoelasticity. The 

aim of this study is to estimate carotid wall 

viscoelasticity using ultrasound (US) cine images and 

brachial arterial pressure waveforms.  

 

Method 

Data were collected from the patients who underwent 

both carotid US and brachial to ankle pressure wave 

velocity (ba-PWV) examination to evaluate 

atherosclerosis status at Gangnam Severance Hospital, 

Department of Cardiology. Forty-five CCA segments of 

the patients with mild and severe atherosclerotic plaque 

were analyzed. This study was approved by the 

Institutional Review Board of Gangnam Severance 

Hospital. Carotid artery US images were used to 

measure radial wall motion, and a diameter waveform 

was measured automatically using the CAROLAB 

software. The diameter waveform was measured ten 

times at the same location and the averaged waveforms 

were saved for postprocessing in MATLAB program 

(MathWorks Inc, MA). Diameter waveforms were 

filtered with a band-pass filter and detrended by 

subtracting the mean from the signal. The carotid 

pressure waveform was reconstructed from the brachial 

pressure waveform of a patient using a transfer function 

(TF). TFs were obtained from the virtual subjects whose 

age, mean and pulse pressure waveforms matched our 

patient. Diameter and pressure waveforms were 

synchronized with R wave of electrocardiogram (ECG) 

and the pressure-diameter (PD) waveform was 

constructed as shown in Fig. 1. Wall elasticity was 

estimated using the Peterson elastic modulus (Ep). Wall 

viscosity was quantified using the energy dissipation 

ratio (EDR), the viscosity index (Xvis) using a Kelvin 

Voigt viscoelastic model. The phase lag of the first 

harmonic of pressure and displacement waves (PL1) 

was also computed to assess wall viscosity.  

 

Results and Discussion 

The mean values of the viscoelastic parameters 

measured are shown in Table 1. The mean value of Ep 

of our patients was agreed with that in carotid segments 

with plaques measured in the previous study using US 

imaging and brachial artery pressure [1]. It also showed 

agreement with Ep of hypertensive subjects measured  

Figure: 1Pressure and diameter waveforms measured 

separately and synchronized using ECG. 

 

Ep EDR Xvis PL1 

735±243  7.89±5.59 5.74±4.61 5.21±8.97 

(mmHg) (%) mmHg·s/mm degree 

Table 1: Viscoelastic parameters measured (Mean±SD) 

 

from US imaging and carotid applanation tonometry [2]. 

Three parameters (EDR, Xvis, PL1) were computed to 

assess the wall viscosity. They show significant positive 

correlations each other, which implies all three viscous 

parameters can represent viscous nature of arterial wall. 

The correlation coefficient between Xvis and EDR, and 

Xvis and PL1 was 0.92 and 0.80, respectively. The mean 

value of Xvis of our subjects and the carotid wall 

viscosity index of hypertensive patient was similar [1]. 

The mean value of EDR was also agreed with that of 

carotid artery of healthy subjects [2]. 

 

Conclusions 

The viscoelastic properties of carotid artery were 

estimated from PD curves measured from carotid US 

images and brachial pressure waveform. Albeit from the 

limitations of non-simultaneous measurement of carotid 

pressure and diameter, PD relationship was successfully 

obtained using the transfer function and ECG 

synchronization. Estimated viscoelastic parameters 

agreed with those of published data, and all three 

viscous parameters showed good positive correlations.

  

References 
1. Armentano RL et al, Hypertension, 31: 534-539, 1998. 

2. Shau, Y-W et al, Ultrasound in Medicine & Biology, 25: 

1377-1388, 1999. 

 

Acknowledgements 
This work was supported by the Research Fund NRF-

2020R1A2C1004354.  

[문서에

서 멋진 

인용문

을 가져 

오거나 

핵심 

포인트

를 

강조하

는 

공간으

로 

사용해 

보세요. 

이 

텍스트 

상자는 

문서 

어느 

곳에도 

끌어다 

놓을 수 

있습니

다.] 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

ADHESION PROPERTIES OF A MONOLAYER OF ENDOTHELIAL CELLS ON 
MICROFLUIDICS DEVICES 

Itziar Ríos Ruíz (1), Miguel Ángel Martínez (1,2), Estefanía Peña (1,2) 
 

1. Aragón Institute of Engineering Research (I3A), University of Zaragoza, Zaragoza, Spain 
2. Biomedical Research Networking Center in Bioengineering, Biomaterials and Nanomedicine (CIBER-

BBN), Spain 

Introduction 

The mechanism of atherosclerosis involves many complex 
micro- and macroscale processes. The disease is known to 
start with a dysfunctional endothelium, which implies an 
increased permeability of the vessel wall. Several 
experimental tests, especially in the field of microfluidics, 
have been developed in order to study endothelial cell (EC) 
response to flow [1], which would help relate the 
permeability of the endothelium to different blood flow 
conditions [2]. ECs in general respond to laminar and 
unidirectional flow by aligning and elongating [3]. And 
although this response to flow is reported to happen 
significantly in the first hours of the experiment, 
microfluidic tests with longer durations have shown that 
ECs keep on elongating and aligning throughout more than 
24 hours [4]. One of the main challenges of these longer 
microfluidic tests is the adhesion of ECs to the substrate. 
ECs are delicate and flow tests can be harsh. If ECs detach 
during a flow experiment, the results are invalid as cells 
will modify their behaviour.  
In this study, we have performed and adhesion study on 
human umbilical vein endothelial cells (HUVECs), 
considering the substrate material as well as the adhesion 
treatment for the surfaces. 

Methods 

For this study, a microfluidic device previously developed 
was used to apply the flow conditions in the monolayer of 
HUVECs. These conditions were computed with fluid-
structure interaction simulations. The device is made of 
PDMS. It is prepared by pouring PDMS in a resin mould 
and, once polymerised, it is attached to the substrate. In this 
study, this substrate is either a glass slide, or a PDMS base 
of around 1.6 mm in thickness. 
The adhesion treatment of the microfluidic devices was 
performed as follows. The hydrophilicity of the substrate 
was enhanced by a O2 plasma treatment for 60 seconds. 
Immediately after, a coating suspension was introduced in 
the device and kept in the incubator for one hour. 
Afterwards, the suspension was carefully removed and the 
device was cleansed three times with PBS, in order to 
remove all traces of the suspension. Afterwards, HUVECs 
were seeded in the microfluidic device and left to attach 
and grow in the incubator overnight.  
Before the tests, the formation of a homogeneous 
monolayer was checked and phase contrast images were 
taken as initiation of the experiments. Flow was applied 
with a peristaltic pump and its inherent pulsatility was 
reduced by the use of a damper. Images were taken at 16 
and 24 hours of the experiment. These images were 
processed afterwards with a self-developed algorithm and 
cell counting was performed automatically. 
 

Results 

 
Figure 1. Monolayers of HUVEC before (a) and after (b) 
the adhesion study with fibronectin coating  

The best adhesion treatment for HUVECs was found to be 
fibronectin, see Fig. 1. Moreover, PDMS as substrate 
showed better behaviour for cell adhesion than glass slides.  

Conclusions 

This is the first step needed to be developed before a flow 
microfluidic test that is to be performed for more than a 
few hours. Cell adhesion was notably different for the 
coating treatments we used, highlighting the importance to 
optimise the adhesion procedures in the experiments. Once 
the adhesion of ECs is assured, flow tests with different 
conditions can be performed to obtain cell response in 
terms of these parameters. 
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Introduction 

Coronary plaque rupture is a precipitating event in 2/3 

of myocardial infarctions [1]. Frequent considered 

precursors for a lesion are thin overlying fibrous cap 

separating the core from the lumen (i.e. thin-cap 

fibroatheroma, TCFA) [2], and large, necrotic, lipid core 

and superimposed thrombus [1]. Currently, the risk of 

plaque rupture is computed based on demographic, 

clinical, and image-based adverse features. However, 

the absolute event rate per single higher-risk lesion 

remains low. Hence, additional methods for assessment 

of plaque vulnerability are required to improve the 

ability to predict plaque rupture and decide the best 

intervention and/or treatment for the patient. In this 

regard, increased plaque structural stress (PSS) could be 

a potential predictor, and/or classifying feature, for 

vulnerable plaque rupture [2]. This work studies the 

potential of PSS as a potential feature for stratifying 

vulnerable and non-vulnerable coronary plaques. 

 

Methods 

Virtual histology intravascular ultrasound (VH-IVUS) 

data of 55 patients, 29 with unstable angina pectoris (G1 

group) and 26 with chronic stable angina (G2 group) 

were elaborated to reconstruct the two-dimensional (2D) 

cross-sections of vessels for FEM modeling 

(ABAQUS® 2019). The FEM model allows the analysis 

of von Mises stress along the coronary to determine 

specific thresholds for both groups of patients and 

identify a risk classifier for atherosclerotic plaque 

rupture. For each patient, around 10 sections (meshed 

with triangular elements) distributed equally along the 

coronary were analysed. In particular, three sets of 

simulations were performed for each plaque section: (i) 

a simulation using the mean hyper-elastic parameters, 

(ii) a Montecarlo simulation considering 100 different 

hyper-elastic parameters covering the range of stress-

strain data reported in the literature [3] for the different 

plaque constituents, and (iii) a simulation using a linear 

elastic approximation of the mean stress-strain response 

for the plaque constituents used in (i). In the analysis, 

plaque structural stress (PSS) was described using 

maximum von Mises stress (peak MISES or pMIS) at 

the dynamic pressure, Pdyn = Psys − Pdia, defined as: 

 pMISdyn = max(MISi
sys

−MISi
dia), (1) 

with the subscript i=ith centroid node (1 per element). 

Statistical analyses, performed in MATLAB R2020b, 

concerned the assessment of normality using the Jarque-

Bera test and comparison using the Wilcoxon rank sum 

test (p-value<0.05 considered statistically significant) of 

the dynamic peak MISES. 

Results 

The G1 group is characterized by the higher median 

peak MISES respect to the G2 group for all three sets of 

simulations, namely: pMISdyn=103.83 vs 90.73 kPa, p-

value=8.0e-04*, for the simulations using the mean 

hyper-elastic parameters; pMISdyn =124.31 vs 106.35 

kPa, p-value<1e-12* for the Montecarlo simulations; 

and pMISdyn=48.81 vs 41.92 kPa, p-value=3.9e-05*, 

for the simulations using the mean linear-elastic 

parameters. The ROC curve (Fig. 1A) with the higher 

Area Under Curve (AUC), sensitivity (true positive rate, 

TPR), and specificity (true negative rate, TNR) was 

obtained for the pMISdyn + Pdyn in both the Montecarlo 

and mean hyper-elastic parameters simulations 

(AUC=0.69). However, no significant difference in the 

ROC curves and AUCs for pMISdyn + Pdyn was found 

for the simulations using the linear elastic 

approximation (AUC=0.68, see Fig. 1B). 

 
Figure 1: Receiver operating characteristic ROC 

curves. 

 

Discussion 

The results suggest the pMISdyn as a robust classifier of 

vulnerable coronary plaques since it is an independent 

parameter, which takes into account the loading 

conditions in addition to the geometric features of the 

atherosclerotic plaques. Last but not least, our study 

demonstrates that the ability to distinguish between the 

two populations of atherosclerotic plaques is 

independent of the mechanical properties, but dependent 

on the stress state and plaque geometric peculiarities, 

since considering variable hyper-, mean hyper-, and 

mean linear-elastic mechanical properties leads to 

similar ROC curves. This legitimates the choice 

commonly made in the literature to consider the 

mechanical average properties of plaque components, 

and the possibility of using linear-elastic properties for 

tissue characterization. 
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Introduction 
Computational modeling has been proven a powerful 
tool and a compelling ally of physicians to confront 
cardiovascular diseases. In the past decade, there has 
been an effort by scientists to approach Drug-Coated 
Balloon (DCB) angioplasty exploiting this numerical 
tool. Nevertheless, the vast majority of the studies have 
so far focused on mass transfer and drug-elution kinetics 
within the arterial wall, neglecting further aspects of the 
DCB treatment. Literature indicates that the coating 
transfer onto the arterial wall is to date insufficient and, 
as evidenced, there is a strong dependence of the coating 
transfer rates on the local contact pressure values [1,2]. 
Furthermore, the drug coating on the balloon may 
experience preliminary loss, during the various 
manufacturing processes involved. Consequently, the 
objective of this study is the investigation of, pre- and 
during-treatment, mechanical processes that could 
influence the coating transfer rates onto the mural 
arterial surface, using computational means. 
Methods 
The DCB thickness was gauged in a number of bare 
balloons, along their longitudinal axis. An accurate 
replica for the angioplasty balloon was introduced into 
the finite element models, reproduced of shell elements 
on Abaqus software. The realistic folding process of the 
balloon was simulated, as implemented in a recent study 
[3], taking into account possible non-uniform balloon 
thickness. Subsequently, the folded balloon was inflated 
in peripheral arterial models. The contact pressure with 
the arterial wall (as an indication of the coating transfer), 
was evaluated, as a function of oversizing and different 
vessel features. Simplified models of peripheral arteries 
were used, considering cylindrical shapes with the 
addition of different stiffness areas, as occurring in vivo. 
Results 
Our preliminary measurements on real devices suggest 
a varying thickness along the longitudinal axis of the 
balloons (thicker at the two ends). This was expected as 
a direct consequence of the blow molding process 
during the balloon forming and was implemented in the 
numerical models. The balloon folding simulations 
forecasted increased strain values at the crests and the 
“valleys” of the folds, suggesting a possible risk for 
microcracks on the coating or delamination during the 
folding process (Figure 1), as the strain values exceeded 
the calculated strains at break [4]. Moreover, the 
expansion of a folded balloon inside an undersized 
cylindrical arterial model revealed linearly-patterned 
areas with elevated contact pressure values, due to the 

irregular contact of the non-distended balloon with the 
arterial wall (Figure 2). These results could justify the 
observed drug coating transfer distribution onto the 
mural surface of porcine femoral arteries [1]. 

Figure 1: Maximum principal logarithmic strain 
percentage at integration points of the folded and 
pleated balloon. 

Figure 2: Contact pressure variables at the nodes of the 
arterial wall during the inflation of a uniform-thickness 
balloon, inside a slightly undersized simplified artery 
(black color equals to values below 0.4 MPa). 
Discussion 
In this study, we aimed to examine the parameters that 
could impact the coating transfer onto the arterial wall. 
There are some mechanical effects that arise during the 
pre- and during-operation processes, which could 
deteriorate the coating layer. Thus, we regarded the 
inclusion of the folding process of the balloon as a 
consequential factor when approaching the DCB 
treatment computationally. Furthermore, the heavy 
fluctuation of contact pressure values between the DCB 
and the vessel could justify the observed 
inhomogeneous coating transfer on the arterial wall [1]. 
Effectively, our study concluded that the mechanical 
aspects of DCB angioplasty can justify the reduced 
coating transfer rates. 
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Introduction
The ascending aorta is the first segment of the largest
artery in the human body, located at the exit of the left
ventricle.  Several  evidence  suggest  that  aging,
environmental factors, lifestyle and pathologies such as
Bicuspid  Aortic  Valve  (BAV)  or  stenosis  are
responsible for a loss of elasticity in the arterial wall. If
this degeneration process yields an increase of 50% in
diameter,  then  it  is  defined  as  an  Ascending  Aorta
Thoracic Aneurysm (AATA) [1].
According  to  the  European  Society  of  Cardiology
(ESC), surgical intervention is recommended when the
aneurysm exceeds 55 mm, but it has been shown that
dissection or rupture of the ATAA may occur before
reaching this threshold [2]. Hence, the current method
of  diagnosing  AATA  is  not  conservative  and  more
thorough methods need to be developed [3].
The  use  of  computational  modelling  and  simulation
tools has proven to be a powerful tool in describing the
hemodynamics and structural stresses involved in this
pathology,  as  it  may  allow  leveraging  the  clinical
analysis of the patient without invasive medical exams.

Methods
In this paper, a method was developed to analyze the
hemodynamic  and  structural  response  of  the  ATAA
from  the  patient's  CT  scans.  For  this  purpose,
SimVascular  [5,6]  was  used,  given  its  ability  to
encompass the numerical study from the design of the
patient-specific  geometric  model  using  a  three-
dimensional  segmentation  tool  to  the  Fluid-Structure
Interaction  (FSI)  calculations  which  incorporate  the
impact of the aortic wall on the hemodynamics. 
The  numerical  model  in  the  Lumen  Domain  was
defined by using a flow rate variation at the inlet and a
three element Windkessel model or RCR model at the
outputs  since  it  can  predict  the  pressure  distribution
downstream over time [6]. Furthermore, the inlet and
outlet surface in Anulus Domains were defined with a
zero-valued Dirichlet boundary condition.
The hyperelastic behaviour of the aorta was simulated
with a Neo-Hookean constitutive model. The fluid was
considered Newtonian with laminar flow, as this is an
acceptable approximation for largest arteries.

Results
The separation of the geometric model in lumen and
solid domains is an important step in the development
of  FSI  numerical  models.  Although it  increases  pre-
processing  complexity,  the  numerical  efficiency  is
much higher, thus reducing the required computational
effort. Furthermore, it was shown that using a prestress
analysis  improves  numerical  stability,  improving  the
numerical model.

Discussion
The proposed numerical model proved to be capable of
predicting patient-specific hemodynamic and structural
parameters. This FSI approach was able to predict the
ATAA  effect  on  the  hemodynamics.  Nevertheless,
more data should be incorporated into the analysis in
order  to  calibrate  the  model  for  patient-specific
evaluation.

References
1. Dieter, R., R. Dieter e R. D. III,  Diseases of the Aorta,

2019.
2. Erbel, R. et al, 2014 ESC guidelines on the diagnosis and

treatment of aortic diseases, European Heart Journal: 35,
2873–2926, 2014.

3. Youssefi, P. et al, Functional assessment of thoracic aortic
aneurysms - The future of risk prediction? British Medical
Bulletin 2017: 121, 61–71.

4. Updegrove,  A.  et  al,  SimVascular:  An  Open-Source
Pipeline  for  Cardiovascular  Simulation,  Annals  of
Biomedical Engineering 2017: 45, 525–541.

5. Valente,  et  al.  Fluid-structure  interaction  modelling  of
ascending  thoracic  aortic  aneurysms  in  SimVascula.
Biomechanics 2(2), 189-204, 2022.

6. Bäumler, K. et al, Fluid–structure interaction simulations
of  patient-specific  aortic  dissection,  Biomechanics  and
Modeling in Mechanobiology 2020: 19, 1607–1628.

7. Mourato A. et al, On the RANS modelling of the patient-
specific thoracic aortic aneurysm, Advances and Current
Trends in Biomechanics 2021, 1, 98-102. 

Acknowledgements
This  research  was  funded  by  Portuguese  Foundation  for
Science  and  Technology  (FCT)  under  the  project
PTDC/EMD-EMD/1230/2021,  and  UIDB/00667/2020
(UNIDEMI). A. Mourato is also grateful to the FCT for the
PhD grant UI/BD/151212/2021.

27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

COMPARISON OF DIFFERENT TENSEGRITY MODELS OF THE LIVING 
CELL UNDERGOING COMPRESSION  

Alessandro Arduino (1), Sofia Pettenuzzo (1), Alice Berardo (1,2), Valentina Salomoni (3) Emanuele 
Luigi Carniel (4), Carmelo Majorana (1) 

 
1. Department of Civil, Environmental and Architectural Engineering, University of Padova, Italy  

2. Department of Biomedical Sciences, University of Padova, Italy 

3. Department of Management and Engineering, University of Padua, Italy 

4. Department of Industrial Engineering, University of Padova, Italy 

 

Introduction 

The mechanical properties of human cells and their 

subcomponents play a key role in the mechano-

transduction of external stimuli into physiological 

processes such as proliferation, differentiation, and 

migration. As a result, the interest in the mechanical 

behavior of living cells has drawn a lot of attention 

within the scientific community in recent years. Many 

possible models of the cell mechanics have been 

proposed throughout the years and the most used and 

investigated are continuous models and tensegrity 

models. Tensegrity models were first introduced to the 

field of cellular mechanics by the insights of Donald 

Ingber [1] and have been used to mimic many different 

types of cells. Although the abundance of works in the 

literature, there is no clear answer to what type of 

tensegrity structure better represents most cells. 

 

Methods 

To shed some light on the effect of considering different 

types of tensegrity models, three-dimensional Finite 

Element (FE) Models (developed with Abaqus/CAE 

2019, Dassault Systems) of the cell were created and 

compared. The used models varied from the usual 12 

nodes tensegrity icosahedron [2,3,4] to the 24 nodes 

cuboctahedron [5,6]. Furthermore, the effect of the 

introduction of a nucleoskeleton as an inner tensegrity 

layer has been investigated. Finally, the models have 

been tested for both rigid and bendable struts. 

 
Figure 1: Example of a 12 node tensegrity ichosaedron. 

Blue lines represent the struts (i.e. the microtubules) 

while the green lines represent the tensile cables (i.e. the 

microfilaments). The lines in red are fixed in all degrees 

of freedom to simulate adherence to a substrate. A 

concentrated vertical force or a fixed displacement is 

imposed on the three upper nodes (purple arrows) to 

simulate AFM indentation. 

 

Results 

These FE models have been used to simulate indentation 

through atomic force microscopy by applying a constant 

force or displacement in the upper nodes of the structure. 

The values of the reaction forces or displacements were 

then recorded. The resulting data were compared with 

similar in vitro experiments from the literature [7]. 

 

Discussion 

The results of this work can help to develop a better 

understanding of the role of the cytoskeleton in the 

overall mechanical response of the cell. Furthermore, 

the addition of a nucleoskeleton structure can be a useful 

method to quantify how much of an external force is 

translated into mechanical stimuli to the cell nucleus and 

thus how they influence the proliferation, 

differentiation, and migration of living cells. 
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Introduction 

Healing of a large bone defect is generally challenging. 

Specifically in patients with Type 2 diabetes (T2D) 

endogenous bone healing capabilities are impaired. 

Bone regeneration is known to be influenced by various 

factors [1] and concepts to heal large bone defects have 

advanced [2]. Scaffolds have been shown to act as a 

bridge between the bone ends and guide cells to self-

organize and fill the defect along the biomaterial [3]. 

Curvatures of such scaffolds surfaces cause cells to 

drive cellular migration and eventually phenotype [4]. 

Scaffold geometry and material properties can be tuned 

to provide favorable conditions for cells to enable 

osteogenesis. However, all these cellular activities are 

energy consuming. Recent advancements in 

metabolomic research show that patients with T2D have 

a disrupted gut microbiota composition resulting in 

increased membrane transport of glucose (leading to 

high blood glucose) and branched chain amino acid 

(BCAA) transport but decreases in short chain fatty acid 

(SCFA) production and metabolism of cofactors and 

vitamins [5]. These differences in the endogenous 

substrates’ composition associated with T2D disrupt the 

metabolism homeostasis and potentially contribute to a 

dysregulated pro-inflammatory response, a lack of anti-

inflammatory factors alterations in angiogenesis, and 

eventually mineralization [6]. All these phenomena 

have been observed in fracture patients with T2D [7].  

Hence, the aim of our work was to investigate 

metabolism alterations during regeneration in a T2D rat 

model of scaffold-guided bone healing.  

 

Methods 

In vivo: A well-established 5 mm critical-sized femoral 

defect was used and healing in healthy versus T2D rats 

was compared. Scaffolds made of polycaprolactone 

(PCL) designed with 70% porosity and gyroid 

architecture were press-fit into the defect. At 2, 4 and 5 

weeks’ time point, in vivo µCT was performed as well 

as at the time of sacrifice. At 3 and 6 weeks, explants 

were collected, and flash frozen in liquid nitrogen until 

further processing.  

Metabolomics: Explants of the femur containing the 

scaffolds were processed following a previously 

established protocol [8] and central carbon metabolites 

(CCM) were measured with gas-chromatography mass 

spectrometry (GC-MS). 

 

Results 

Bone regeneration was impaired in T2D compared to 

healthy animals as evidenced by the lower bone volume 

from the µCT data at 3 and 6 weeks. Semi-targeted 

metabolomics revealed that metabolic pathways, such as 

the tricarboxylic acid (TCA) cycle and glycolysis were 

differently regulated in T2D compared to healthy animal 

indicating a disruption in the energy metabolism which 

facilitates bone regeneration.  

 

Discussion 

Metabolism homeostasis plays a pivotal role in 

maintaining a “healthy” endogenous bone healing 

potential. This study highlighted the relevance of the 

central carbon metabolic pathway in bone defect healing 

and eventually could pave the way to a better 

understanding of what should be different in 

metabolically challenging defect healing settings. 

Patients with T2D may need a more personalized 

treatment compared to otherwise healthy patients to 

metabolically reprogram the different cell types towards 

successful regeneration.  
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Introduction 
Osteocytes are cells embedded in the mineralised bone 
matrix and are regarded as the mechanosensors directing 
bone formation and resorption in bone adaptation and 
regeneration [1]. Likewise, immunohistochemistry is a 
foundational technique applied in bone research to 
retrieve cellular morphometry and protein expression. 
However, automated methods that can efficiently 
analyse histological sections from bone are still lacking, 
hampering its throughput and integration into 
correlative multimodal imaging approaches combining 
cellular data from histological sections with tissue- 
organ-level information from micro-computed 
tomography (micro-CT). In this work, we developed a 
pipeline for large-scale quantification of osteocyte 
morphometry and protein expression in histological 
sections in a mouse femur defect model of bone 
regeneration. We expect this analysis to be generalisable 
to other preclinical models used in bone research. 
 
Methods 
The data used here was collected in a previous study [2]. 
Briefly, 20-week-old C57BL/6J mice underwent femur 
defect surgery and were imaged weekly with in vivo 
micro-CT (vivaCT 40) over seven weeks after surgery, 
revealing bone remodelling regions between images [2]. 
Ex vivo 10-µm thick histological sections were collected 
from one paraffin-embedded femur from day 49 and 
stained for Sclerostin (Fast Green counterstain), and 
individual cells were annotated around the lacunar 
borders in QuPath [3] by one operator. The pipeline was 
developed in Python, combining binary cell annotations 
with original high-resolution histological images (0.39 
µm pixel size). For protein expression quantification, 
the image was converted to HSV space, and the value 
channel was segmented with a multi-Otsu criterion (for 
Sclerostin, the third threshold out of 4 classes was found 
to work best). Next, a median filter was applied to 
smooth the segmented areas, followed by a binary 
erosion step, yielding the set of pixels representing 
stained protein for each cell. The size of this set of pixels 
over the measured cell area from the annotation gives a 
normalized mean intensity protein expression per cell. 
Cell annotations were also used to quantify the 
perimeter, major and minor axis length, orientation, and 
eccentricity. Cells were individually labelled, and the 
data was exported to a table for statistical analysis. 
 
Results 
Two Sclerostin slices from the middle of the femur were 
analysed with this pipeline (Fig. 1B), providing cell-
specific data for over 2,500 cells. Mean intensity values 

were significantly lower in formation vs. quiescent 
regions (Fig. 1C). Cell orientation was also significantly 
different (p<0.0001) between these regions, while other 
parameters showed no significant differences. 
 
Discussion 
The results agree with existing literature, which 
indicates an anti-anabolic effect of Sclerostin. Also, 
osteocyte orientation has been suggested to influence 
mechanosensitivity [4]. Combined, these results 
reinforce osteocytes’ role in bone mechanoregulation, 
especially in highly dynamic events, like bone 
regeneration. Local stretch in some cell clusters and 
variations in image quality and illumination across the 
image were the main factors affecting the output of the 
analysis. Moreover, manual annotation of the cells is the 
biggest bottleneck in the analysis. Ongoing work aims 
to investigate the effects of stretch in the histological 
sections on the analysis and to increase the throughput 
of cell segmentation by leveraging recent deep learning 
approaches designed for this task. 
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Figure 1: A) Histological section showing Sclerostin 
staining,  around the fracture callus and adjacent cortex 
(FCR), Scale bar: 400µm; B) Binary mask with 
annotated Sclerostin+ cells in FCR; C) Mean intensity 
values per cell as a proxy for Sclerostin expression; D) 
Cell orientation (in radians). 
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Introduction 

Bone mechanotransduction, a process in which physical 

forces are converted into biochemical signals, 

coordinates matrix remodeling to maintain bone mass 

and evokes changes in bone structure [1]. In this process, 

complex interactions are required between many cell 

types, such as osteocytes, osteoblasts, osteoclasts, and 

their progenitors MSCs and monocytes. The ability of 

bone explants to preserve tissue specific cells in their 

native 3D extracellular matrix provides a unique 

environment to study remodeling [2]. In bone explants, 

mechanical loading - such as compression - also appears 

to play an important role by enhancing osteocyte 

viability [2-4]. This research aims to examine the 

potential of compressive forces on preserving cell 

viability and bone formation of porcine bone explants.   

 

Methods 

Bone cores (Ø=8 mm, 7 mm height) were isolated from 

porcine femoral condyles, obtained freshly from the 

slaughterhouse’s left-over material. Bone explants were 

cultured for 4 weeks in culture medium supplemented 

with ascorbic acid and ß-glycerophosphate. Samples 

subjected to compressive loading were cultured in a 

custom-made bioreactor system (LifeTec Group BV). 

After an initial preload of 3N, a loading regime of 

dynamic compressive loading (40N, 1Hz) was applied 

for 30 min, 5 days a week.  

DNA levels were measured in explants both in static and 

dynamic culture conditions (n=3,4). Micro computed 

tomography (μCT) was performed to quantify 

mineralized tissue volume change. Loaded and 

unloaded samples (n=2 per group) were scanned at the 

start of the culture period and a follow-up scan was 

made after 4 weeks of culture.  

 

Results 

Similar amounts of DNA per explant (Fig. 1A) were 

seen for loaded and unloaded samples suggesting 

comparable amounts of cell numbers and no adverse 

effects of compressive loading.  

When bone volume of week 4 was compared to the bone 

volume at the start of culture (Fig. 1B) a trend towards 

a greater increase in bone volume for samples cultured 

under compressive loading conditions was observed 

(2.9% vs 5.7%). Nonetheless, only 2 samples were 

included for analysis at this point. Additional research is 

in progress to increase sample size which is required for 

comprehensive comparison.   

 

 
Figure 1: (A) Amount of DNA per explant measured 

after 4 weeks of culture in static (dark-grey column) and 

dynamic (light-grey column) culture conditions. (B) 

Quantitative analysis of µCT scans. Percentual increase 

in bone volume over 4-week culture period for statically 

(dark-grey column) and dynamically (light-grey 

column) cultured samples. 

 

Discussion 

These preliminary results demonstrate a first indication 

of increased bone formation upon compressive 

mechanical stimulation in bone cores cultured ex vivo. 

Additional analysis of cellular response and bone 

formation using for example histology and techniques 

for overlaying µCT images are currently performed to 

increase sample size and to verify the initial results. 

Moreover, further optimization of culture and loading 

conditions together with a larger sample size will give 

more insight in the effects of compression on bone 

explants. Taken together, the addition of compressive 

mechanical loading in bone explant cultures is a step 

forward in mimicking the natural bone remodeling 

environment more closely, which might set ground in 

bridging the gap between in vitro and in vivo studies.  

 

References 
1. Jing et al, FASEB J, 28(4):1582–1592, 2014 

2. Cramer et al., Curr Osteoporos Rep, 19(1): 75–87, 2021; 

3. Chan et al, Cell Mol Bioeng, 2:405-415, 2009. 

4. Lozupone et al, Clin Rheumatol, 15(6):563–572, 1996 

 

 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

CLOSED-LOOP BIAXIAL CELL STRETCHING SYSTEM FOR 
CONTROLLING CELL MECHANO-TRANSDUCTION PROCESSES 

Luigi Crimaldi (1), Valeria Panzetta (2), Carlo Natale (1), Paolo Antonio Netti (1,2) 
 

1. Centre for Advanced Biomaterial for Health Care, Istituto Italiano di Tecnologia, Napoli, Italy; 2. Centro di 
Ricerca Interdipartimentale sui Biomateriali, Università degli Studi di Napoli Federico II, Napoli, Italy 

 

Introduction 

Deformable cell culture systems, such as cell stretcher 
device, proved to modulate cell behaviour through a fine 
tuning of mechano-sensing/transduction events 
occurring at cell-material interface. Although a 
heterogeneous category of cell stretchers offers high 
performances and flexibility in modulating cell 
mechanics [1], nowadays a precise automatized cell 
stretching system capable to operate in a closed-loop 
system along with cell biochemical and biophysical 
response is still missing. Along these lines, the goal of 
this project is the development of a custom-made biaxial 
cell stretcher equipped with a feedback loop on cell 
response for the control of cell mechano-transduction 
processes. 
 
Methods 

The cell stretcher’s device consists of two stepper 
motors connected to stainless steel trapezoidal reverse 
lead screws. The rotation of these screws is converted 
into a linear translation of nuts which, in turn, is 
transferred to a custom-made PDMS cell chamber 
through a system of linear rods and mechanical 
bearings. Moreover, the stretching device (Fig.1) is 
mounted on the top of an inverted fluorescence 
microscope allowing live-cell fluorescent imaging. A 
MATLAB algorithm is implemented to interface the 
microscope and the actuators, creating a closed-loop 
system. Biophysical (cell and nucleus morphology) 
and/or biochemical (gene/protein/transcription factor 
localization and expression) information will be 
extracted real-time from digital images acquired by 
microscope camera and once processed by the 
algorithm, they will provide information concerning the 
perturbed cellular state following stretching. Based on 
that, the entity of substrate stretch will be automatically 
and dynamically adapted by the control algorithm, until 
the cell reaches the desired controlled state. 

Fig.1: Cell stretcher device placed on an inverted 
microscope. 

Results 

To validate the control algorithm, a preliminary test was 
carried out on micropatterned circular islands (semi-axis 
of 38.5 µm) of fluorescent fibronectin, realized on the 
PDMS chamber’s substrate through microcontact 
printing technique. The input provided to the control 
algorithm was the increase of vertical semi-axis by 30%. 
During the controlled stretching (Fig.2), the vertical 
semi-axis reached the reference approximately after 8 
iterations and oscillated around it with an average error 
of 0.2% respect the setpoint (50 µm). 

Fig.2: Controlled stretching of circular adhesive 
islands. 

 
In future, similar experiments will be aimed to precisely 
control cell/nuclear shape and gene/transcription factor 
expression to guide mechano-transduction related cell 
functions in a predictable way. 
 
Discussion 

This project presents a custom-made automated biaxial 
cell stretcher representing a first example of synergy 
between Mechanobiology and Automation Engineering. 
The next steps will be the realization of an incubation 
chamber to perform mechanobiology studies and the use 
of Machine Learning algorithms for Image Processing. 
In this way, we expect that such a tool could further 
elucidate the mechanisms behind cell mechano-
transduction processes and give important insights about 
the mechanical dosing necessary to guide cell functions 
or fate. 
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Introduction 

In the early 1950s, the first clinical observations on the 

effect of Ultrasound Stimulation on Bone Regeneration 

(USBR), were reported [1]. However, the effects of the 

mechanotransduction are still unclear and USBR 

remains controversial [2]. To better understand the 

interaction between ultrasound and bone cells, the 

development of in-vitro experiments is a key step. 

One of the first challenges was to characterize and 

monitor the ultrasound dose delivered to the cells inside 

a Petri dish. In order to avoid perturbating phenomena 

such as multiple reflections and standing waves, an 

innovative experimental set-up including an anti-

reflection cover [3], has been proposed: bone cells are 

seeded in a Petri dish and are stimulated by using a 1 

MHz transducer. However, experimental results showed 

that the intensity distribution is heterogeneous and 

concentrated in the middle of the Petri dish. In order to 

enlarge and homogenize the acoustic intensity 

distribution inside the Petri dish, an acoustic lens is 

designed. In this study, a numerical model using Finite 

Element (FE) method is developed to reproduce the 

experimental set-up, and guide the design of this lens. 

Different configurations are thus tested in order to 

optimize the geometrical and material composition of 

the lens. 

 

Methods 

A numerical 2D axisymmetric model (black dashed 

rectangle on Fig. 1) of the in-vitro stimulation 

experimental set-up is developed under COMSOL 

Multiphysics® v5.5, due to cylindrical nature of 

experimental set-up (Fig. 1). 

The Pressure Acoustics module (transient) is used for 

the propagation of acoustic wave in the fluid parts (lens 

and water) and the Solid Mechanics module for the 

elastic wave propagation in the solid parts (Petri dish).  

Figure 1: Schematic of the experimental set-up 

Results  

Figure 2 presents the normalized ITA (Temporal Average 

Intensity) [4] inside the Petri dish (in the xy-plane) for 

three configurations: without the lens, with a lens made 

only in epoxy and with a lens made in epoxy and PDMS. 

The black dashed circles (Fig. 2) delimit the covered 

surface, such that the ITA≥0.25max(ITA). This surface is 

equal to 15.7% without the lens, 70.2% with an epoxy 

lens and 96.3% with a lens made in PDMS and epoxy. 

The homogeneity of the intensity field is quantified by 

the calculation of the mean value and standard deviation 

of the absolute value of the gradient of the normalized 

ITA [4]. The mean ITA gradient is equal to  

0.058±0.108 mm-1 without the lens, 0.081±0.067 mm-1 

with an epoxy lens and 0.130±0.117 mm-1 with a lens 

made in epoxy and PDMS.  

Figure 2: Normalized intensity inside the Petri dish 

without the lens, with a lens made only in epoxy and with 

a lens made in epoxy and PDMS.  

 

Discussion 

With the lens almost all the surface is covered (96.3%). 

Nevertheless, the intensity distribution is not 

homogeneous (the mean gradient is higher than without 

the lens or than with a lens made only in epoxy) and the 

maximum intensity is significantly reduced (less than 10 

mW/cm² with the lens, 77.3 mW/cm² without the lens). 

This means that the lens can be used to enlarge the 

acoustic intensity distribution inside the Petri dish, but 

not really to homogenize it. 

In order to improve that, some parametric studies will be 

conducted on the size of the lens. Then, once the lens is 

designed, it will be fabricated and tested in in-vitro 

conditions with murine osteocytes cells. 
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Introduction 

Cells have developed multiple mechanisms to 
apprehend and adapt finely to their environment. Signals 
from the extracellular matrix are known to influence 
spatio-temporal organization of cells and tissues, 
guiding many processes such as morphogenesis, 
pathology, and repair. A physical cue that is gaining 
importance in the comprehension of cell mechanics is 
the local geometry [1]. Here, the effects of surface 
curvature on the focal adhesions (FAs) dynamics and 
cytoskeletal rearrangement have been investigated by 
using a molecular-mechanical model.  
 
Methods 

Cells probe tissue properties through their contractile 
and adhesive molecular machinery that is referred to as 
a “molecular clutch”. We developed a modified version 
of the molecular clutch model [2], as schematized in 
figure 1, to explain the recent observations of cell 
response to concave and convex substrates. The master 
equations governing the dynamic evolution of the 
system are those introduced by Odde [2] with some 
modifications that consider the spatial organization of 
the actin stress fibers and the slope of the substrate. 
Monte Carlo simulations have been used to predict the 
clutch binding and unbinding events. The velocity of the 
clutch is weighted by the probabilities Pb,i that the clutch 
is either bound or unbound. If it is not bound, its end has 
the same velocity of the substrate dxs/dt because it has 
zero extension. Otherwise, if the clutch is bound, its end 
moves with a velocity that is a fraction of the actin 
retrograde flow rate vf as reported in the equation (1).   
 

𝑑𝑥𝑐,𝑖

𝑑𝑡
= (1 − 𝑃𝑏,𝑖)

𝑑𝑥𝑠

𝑑𝑡
+ 𝑃𝑏,𝑖𝑣𝑓 cos(𝛾)          (1) 

where:  

     𝛾 = 𝛼𝑣𝑓 − 𝛽                                                           (2) 

is the angle of the stress fibres respect to the tangential 
plane of the cell (𝛼vf) and the curvature of the substrate 
(𝛽).  
 
Results 

The model has been implemented in MATLAB and we 
firstly analyzed the actin retrograde flow that can be 
interpreted as a measure of the cytoskeletal activity. 
Two different trends have been identified through 
computational insights. On concave surfaces, the 
equilibrium condition, corresponding to the minimum of 
the actin retrograde flow rate, is characterized by a lower 
number of clutches bounded respect to the planar case. 

Specifically, it decreases as the concavity of the 
substrate increases. Contrariwise, the simulations on 
convex substrates identify a trend that is completely 
reversed, in fact, a higher number of clutches is involved 
in the adhesion process respect to the planar case. In 
addition, the model predicts that these substrate slope-
dependent changes in clutch dynamics lead to 
substantial differences in the mean traction forces 
exerted on curved versus flat substrates. Again, we 
identified two opposite trends. Cells exert a force that 
increases as the convexity of the substrate increases. 
Moreover, the simulations were carried out on different 
substrate stiffness. The trend has the same shape 
previously discussed but it is shifted, demonstrating that 
the model is still sensitive to the material stiffness.     
 

 
Figure 1 – Molecular Clutch Model in concave, planar 
and convex configuration.  
 
Discussion 

The concavity induces a softening effect in the cellular 
perception of substrates with cells adopting a spider-like 
configuration characterized by a lower number of 
involved clutches than in the planar case. On the other 
hand, the convexity induces a stiffening effect that 
results in cells adopting a snail-like configuration with a 
higher number of clutches involved in the adhesion and 
exerting a greater force on the substrate [3]. Cell 
mechanosensing is not mediated only by substrate 
stiffness but also the curvature plays a key role in the 
mechanical response of the cell. The model predictions 
will be tested using an ad hoc microfluidic device able 
to deform a PDMS membrane generating concavity 
and/or convexity with different radii of curvature. This 
is really promising because, differently to substrate 
stiffness, curvature can be changed dynamically 
according to the real time response of the cell.  
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Introduction 

Endothelial cells in the arterial wall may play a decisive 

role in the etiology of atherosclerosis. To improve the 

understanding of the cell mechanical response, the 

bendo-tensegrity concept was recently used to describe 

the characteristic behavior of the cytoskeleton. This 

helped to overcome the excessive stiffness of 

microtubules from the previous tensegrity-based cell 

models. In the presented hybrid model, actin filaments 

(AFs) serve as tension-supporting cables, while 

microtubules serve as compression-supporting bended 

beams. The AFs are prestressed which is essential for 

the cell shape stability, while the intermediate filaments 

(IFs) are wavy, thus not bearing any load until 

straightened. 

 

Methods 

A hybrid FE model was created by combining the 

cytoskeleton model with continuum parts of the cell 

(nucleus, cytoplasm and cell membrane) taking into 

consideration different physiological shapes of 

endothelial cells. Additionally, four different variants of 

the model were created (regular flat and domed, 

elongated flat and domed) being even closer to its 

physiological shape [1]. To validate the described model 

with experimental results, the model was transformed 

(by keeping the same volume) into different shapes 

observed in vitro which were then used in Finite 

Element (FE) simulations of tension and 

compression [2]. 

 

Results 

The objective of this work is to investigate the 

mechanical response of endothelial cells to different 

loading conditions (compression, uniaxial and biaxial 

tension, and shear). The cell model was used for 

assessment of the impact of wall shear stress acting on 

the endothelium cells in arteries under their biaxial 

tensional load corresponding to the physiological 

conditions in the arterial wall (axial pre-stretch and 

mean arterial blood pressure causing circumferential 

stresses and strains). Finally, the model is intended to be 

used in FE simulations of the cell populations and their 

debonding from the substrate (basal lamina) under 

cyclic load corresponding to pulsatile blood pressure. 

Considerations on the role of the mitochondrial network 

in cell mechanical responses are also scheduled. 

 

Discussion 

The significant contribution of the cytoskeleton and its 

individual components to overall cell stiffness was 

assessed and nucleus deformation has been established 

as a decisive quantity for mechanotransduction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure: Suspended cell model for simulation of 

compression test: (a) unloaded cytoskeleton in front 

view (b) unloaded model in wireframe and under 50% 

compression [2]. 
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Introduction
Osteocytes  are  known  as  the  master  orchestrator  of
bone remodeling  being the mechanosensors  of  bone.
They  are  dendritic  cells,  ubiquituous  in  the  bone
extracellular  matrix  (ECM)  forming  a  complex
micrometric  3D  network.  The  space  between  the
osteocytes  and  the  ECM is  called  the  pericellular
matrix  (PCM) and can  be  considered  as  a  fluid.  To
relevantly  analyze  the  mechanical  stress  induced  by
external  stimulation such as physiological  loading or
ultrasound (US), this 3D micro-environment need to be
taken into account. Several papers have been published
on the interaction between lacuno-canalicular network
(LCN) and physiological loading, currently represented
as a gradient of pressure (30Pa/µm). However, to our
knowledge, no study has been published on the action
of ultrasound stimulation (USS) on osteocytes in a 3D
configuration  representative  of  their  in-vivo micro-
environment while ultrasound stimulation is clinically
used  in  bone  healing.  To  overcome  this  lack,  we
propose  a  first  numerical  finite-element  model  to
investigate the effect  of ultrasound stimulation on an
3D idealized geometry of the PCM.

Material and Methods
As currently admitted in the literature in the case of
physiological loading, osteocytes are mainly sensitive
to  the  fluid  shear  stress  induced  inside  the  PCM.
Consequently, the goal of this study is to estimate the
wall shear stress (WSS) applied on the osteocytes by
ultrasound stimulation considered as harmonic acoustic
wave. This configuration is modeled in the frequency
domain  with  finite-element  commercial  software
Comsol  Multiphysics  v6.0.  The  idealized  2D
axisymmetric  geometry  is  inspired  from  [1]
(Figure 1a). The ECM and the osteocyte are considered
as rigid bodies and the PCM as water. The boundary
condition  at  the  ends  of  the  canaliculi  is symmetry
condition  in  order  to  represent  a  succession  of
osteocytes.  The  US loading  is  represented  by  the
displacement of the ECM/PCM interface in the radial
direction  (er),  with  an  amplitude  U0 imposed  at  the
frequency f.
Considering  the  dimensions  of  the  system  and  the
wavelength, the Thermoviscous Acoustics module and
the Laminar flow module of Comsol Multiphysics are
coupled  to  take  into  account  the  acoustic  streaming
induced in the PCM and to estimate the WSS at  the
osteocyte surface [2].

Results
Two parametric studies on U0 and f were carried out in
order to produce a WSS in the range [0.8-3] Pa defined
by [3] to trigger the osteocytes remodeling response. 

Figures 1b  and  1c,  clearly  state  that,  whatever  the
amplitude and/or the frequency, WSS is quite zero at
the  osteocyte  body  whereas  it mainly  acts  on  the
processes  known as  the  privileged sites  of
mechanotransduction in osteocytes. Figure 1c confirms
that  the  WSS  increases  with  the  frequency,  i.e.  the
same level of stimulation will be reached for a lower
loading by increasing the frequency. 

Discussion
These results confirm that USS could reach WSS levels
liable  to  trigger  bone  remodeling.  However,  more
realistic  boundary  conditions  and  geometry  will  be
investigated  to  be  closer  to  the  physiological
environment,  especially  considering  a  network  of
osteocytes with irregular shape. In addition, the WSS
reference  range  can  be  questioned  because  it  was
established for a physiological load that has different
characteristics  from  USS  (load  direction  and
frequency). A WSS range dedicated to USS has yet to
be defined.  A better  understanding of  the interaction
between  US  and  LCN,  will  lead  to  a  better
interpretation of experimental and clinical observations
on USS of bone regeneration in order to finally achieve
an optimized therapeutic protocol.
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Figure  1: a) Geometrical 2D axisymmetric model; b)
WSS at f=1 MHz for different values of U0; c) WSS for
different values of f at U0=0.4 nm.
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Introduction 

Mechanical cues are known to influence the bone 

healing process, guiding cell proliferation, 

differentiation, and migration. Mechanobiological 

computer models have proven useful to define the 

optimal biomechanical environment to enhance bone 

healing in long bones [1]. However, the 

mechanoregulation of bone regeneration in the fractured 

mandible remains to be clarified. This knowledge is 

highly important to replace devices made of clinically 

used titanium for more advantageous materials, such as 

biodegradable ones.  

This study aims to investigate the biomechanical cues 

induced by already established and novel fixation 

devices within the healing region in a mandibular body 

fracture and their effect on the bone healing process. 

 

Methods 

A computer model based on combined finite element 

(FE) and agent-based modeling techniques was used to 

quantify the mechanical strains within the healing 

region and simulate MSCs activity and phenotypical 

response to those stimuli in time. 

A mandibular body fracture fixated with two parallel 

miniplates was simulated and physiological post-

operative loading and boundary conditions were applied 

(Fig. 1) [2]. Material properties of traditional titanium 

and novel biodegradable magnesium alloy WE43 were 

assigned to the fixation devices. 

(a) (b)  

Fig. 1: (a) Loading and boundary conditions of the FE 

model; (b) Bone callus (dark green); healing region 

(light green). 

 

In an iterative process, the mechanical conditions at the 

callus region predicted by the FE model were used as an 

input for the agent-based model, where the cellular 

processes of differentiation, proliferation, migration, 

and apoptosis were simulated according to 

mechanoregulation rules [1]. MSCs were able to 

differentiate into osteoblasts, chondrocytes, and 

fibroblasts, each of them associated with the formation 

of new bone, cartilage, and fibrous tissue, respectively. 

The material properties of the healing region were then 

updated in the finite element model for a new iteration. 

Results 

Post-surgery, strains within the healing region were 

between 0.4 and 1% with a clinically used titanium 

fixation. Higher mechanical strains (0.7-1.5%) were 

predicted within the healing region for magnesium 

fixation (Fig. 2). 

(a)  (b)  

Fig. 2: Distribution of absolute maximum principal 

strains within the healing region during unilateral 

clenching induced by (a) titanium and (b) magnesium 

WE43 fixation devices. 

Peak von Mises stresses within the fixation devices were 

always inferior to the yield strength of both titanium 

(880 MPa) and magnesium (162 MPa) (Fig. 3).  

(a)  (b)  

Fig. 3: Stress within the (a) titanium and (b) magnesium 

WE43 fixation devices. Peak stress [MPa] (in black) 

and peak stress as a percentage of the yield strength of 

the material (in red). 

Discussion 

In this study, the strain ranges within the healing region 

in a human mandibular body fracture stabilized with two 

titanium miniplates were determined. These strains were 

in the range of those reported to induce 

intramembranous ossification in long bone fractures [1]. 

Strains induced by novel magnesium fixation devices 

were only slightly higher than those with titanium, 

suggesting that magnesium devices are able to support 

the healing process. No implant failure was predicted. 

Future studies will aim at optimizing fixation devices to 

promote bone regeneration.  
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Introduction 

Sarcomere is the contractile unit of the heart. Its 

contraction is caused by the interaction between two of 

its filaments - actin and myosin. The myosin filament 

has several myosin heads, which attach to the actin 

filament, forming a crossbridge. Described as the sliding 

theory, the attachment of several crossbridges leads to 

the sliding of myosin past actin, causing sarcomere´s 

contraction. 

Since distinct heart pathologies result from contractility 

impairments, it is important to study sarcomere’s 

functioning. Therefore, this work proposes an extended 

version of a biological model of sarcomere’s contraction 

[1], as computational tools have become an asset in 

biomechanical studies. To validate the algorithm, 

experimental data was also collected to compare the 

experimental and numerical curves obtained. 

 

Methods 

The devised algorithm describes the functioning of each 

myosin head with a Markov chain. Depending on the 

Ca2+ concentration, each myosin head have two possible 

states - attached or not attached to the actin filament. The 

probability associated to each state is determined and 

correlated with the active force, FA, generated when the 

myosin head is attached to the actin filament, forming a 

crossbridge. Using the nonlinear finite element method 

(FEM), the active stress is also determined. Assuming 

isometric conditions, distinct sarcomere lengths (SL’s) 

are tested (from 1.9 to 2.2 µm), obtaining an active stress 

response at distinct SL’s. The model also studies the 

active response at distinct Ca2+ concentration levels, 

presenting the Ca2+ sensitivity curve at 2.2 µm. 

Figure 1 presents the numerical model used in the 

simulations. Sarcomere’s geometry is simplified, but 

carefully designed to respect the dimension of each 

filament composing this structure. 

 

 
 

Figure 1: 2D numerical model of a sarcomere unit of 

contraction. 

 

Results 

In regards to the active stress, σA, as SL increased, σA 

also increased. The same behavior occurred when Ca2+ 

concentration increased. 

The σA levels obtained with this model were validated 

with experimental data. For instance, at SL = 2.2 µm,  

σA = 37.0 kN/m2, corresponding to a 1.1% deviation 

from the experimental data.  

 

Discussion 

The levels of σA depends on the Ca2+ concentration and 

SL. Maximum σA is attained at 2.2 µm and maximal 

Ca2+ activation, as actin and myosin filaments present an 

optimal overlap under these conditions. 

Active response of the sarcomere was fully described 

with this model, combining a previously proposed 

biological model [1] with a nonlinear mechanical 

analysis. 
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Introduction 

Mechanical forces play a key role in the structural 

organization of multicellular organisms, with 

consequences in cell differentiation, tissue renewal and 

homeostasis, as well as in pathogenesis [1]. To 

investigate in vitro the mechanotransduction pathways 

triggered by mechanical stimuli, traditional monolayer 

static cell cultures performed on rigid substrates are 

unsuitable. Contrarily, dynamic cell cultures, performed 

by controlled culture devices (i.e., bioreactors) designed 

for mimicking defined native-like mechanical stimuli, 

represent a powerful investigation tool. Here, we 

developed and characterized a customized flexible 

substrate for exposing adherent cell cultures to defined 

uniaxial stretch within a tunable bioreactor [2], with the 

final aim of elucidating the role played by mechanical 

stretch on cellular behaviour. 

 

Methods 

The flexible substrate was designed: (1) to be 

cytocompatible and autoclavable; (2) to guarantee 

controlled planar and uniform uniaxial strain; (3) to 

allow parallelization of experiments; and (4) to be 

clamped in a uniaxial stretch bioreactor. Based on these 

requirements, the substrate design was characterized by 

two parallel rectangular wells (Figure 1A). Substrate 

size and shape were optimized by finite element 

analyses (FEA, Comsol Multiphysics), imposing a 

uniaxial displacement of 2 mm to a substrate side while 

fixing the opposite one. Once the optimized design was 

defined, the corresponding mould was designed and 3D 

printed, and the substrate was manufactured by casting 

polydimethylsiloxane (PDMS, Sylgard 184). Digital 

image correlation (DIC) method was adopted to 

characterize the substrate mechanical behaviour under 

uniaxial stretch and to validate the simulation outcomes. 

Finally, the substrate was used, with and without 

fibronectin functionalization, in preliminary cell 

experiments to investigate the effect of cyclic uniaxial 

stretch (90 s, 1 Hz, 15% total strain, every 6 h) on 

adipose-derived stem cells (ASCs). ASCs were seeded 

on the substrate and, after 4 days, exposed to static 

(control) or dynamic (within the bioreactor, Figure 1B) 

culture for 3 days, and the expression of an osteogenic 

markers (e.g., osteocalcin (OCN)) was assessed. 

 

Results 

Numerical simulations demonstrated that the substrate 

design allows a uniform strain distribution at the bottom 

of the wells, with a minimal out-of-plane deflection 

(Figure 1D). DIC tests showed a very good agreement 

between simulated and measured strain and 

displacements values at the wells bottom (Figure 1D). 

Biological tests revealed that ASCs cultured under 

uniaxial stretch on PDMS substrates without fibronectin 

expressed the highest levels of OCN (Figure 1E). 

 

 
Figure 1: Substrate design, characterization, and 

application. (A) Technical drawing of the flexible 

substrate; (B) PDMS substrate clamped in the uniaxial 

stretch bioreactor; (C) Simulated strain (εxx); (D) 

Experimentally measured strain; (E) Biological results 

showing OCN expressed by ASCs. 

 

Discussion 

The adopted engineering design process based on 

development, modelling, testing and validation of the 

proposed flexible substrate allowed optimizing the 

substrate design and accomplishing the design 

requirements. Indeed, the proposed substrate, to be used 

in combination with a stretch bioreactor, allows 

providing controlled uniaxial stretch and guaranteeing 

uniform uniaxial strain on two parallel wells, supporting 

process reproducibility and reliability. Further 

biological tests are ongoing, imposing different stretch 

patterns and testing different cell types, in order to 

unravel the cause-effect relationships between 

mechanical stretch and cellular behaviour. 
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Introduction 

Living cells can sense and respond to mechanical cues 
through mechanosensing and mechanotransduction, 
respectively. These signals can be either external forces 
applied on the cell from the extracellular matrix, or 
intracellular forces generated in response to 
extracellular matrix variations [1].  
On the cell scale, the geometric form of cells and their 
biological functions are inherently correlated; 
particularly, there is increasing evidence of the effects 
of substrate curvature on cell behavior. In fact, cells can 
discriminate between planar, convex, and concave 
surfaces [2]. Then, there is a spatio-temporal 
dependence in the influence of cell response from its 
surrounding environment, which has to be analyzed [3]. 
 
Methods 
A specific microfluidic platform has been designed to 
dynamically stimulate single adipose derived 
mesenchymal stem cells along a preferential direction 
(Figure 1). It is designed choosing the 
polydimethylsiloxane (PDMS) embedded with 
fluorescent nanoparticles as cell seeding material, 
whereas the other layers were made with 
polymethylmethacrylate (PMMA). Even if PMMA and 
PDMS are two polymers with characteristics completely 
different, their combination permits to attach the PDMS 
substrate to a more rigid polymer, like PMMA, which 
ensures the mechanical deformation only to the 
membrane where the cells are seeded. Furthermore, the 
microfluidic platform can be reused. 
This mechanical cue is applied with a pressure controller 
modifying the curvature of the PDMS substrate. As 
response, the influence of these signals on single cell 
behavior has been studied.  
 
Results 
The effects of cyclic mechanical stimulation on cell 
morphology, cell orientation, and focal adhesion 
organization have been analyzed using the confocal 
microscopy technology. To visualize in real time the cell 
response to the dynamic mechanical solicitation, the 
electroporation technique has been used. Particularly, 
actin cytoskeleton and focal adhesions are viewed.  
Moreover, to quantify stresses and strains developed on 
substrate surface during the mechanical solicitation, a 
specific 3D finite element model (FEM) has been 
formulated. Knowing the mechanical properties of the 
PDMS membrane and the pressure variations applied 

during the experiments, the stress/strain on the material 
surface has been quantified.  
Studying the single cell responses to the dynamic 
mechanical stimulation in short time (1h, 2h), variations 
of the cell area and the cell orientation with respect to 
the undeformed configuration have been observed. 
Particularly, cells tend to reorient along the preferential 
direction fixed by microfluidic platform. 
 
Discussion 
The combination of microfluidic platform, 
electroporation, pressure controller and FEM models 
introduces different novelties, such as the possibility to 
stimulate cells with different pressures, the knowledge 
of the stresses exerted on cells and their real time 
visualization. 
 

 
Figure 1: 2D View of the microfluidic device and single 
cell response into undeformed and deformed 
configuration (gray actin filaments, yellow focal 
adhesions). Scale bar: 50 µm 
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Introduction 

Solid-tumor cell invasion typically occurs by collective 

migration of attached cell-cohorts, yet we show here that 

indirect cell-interactions through the substrate can also 

drive invasiveness. We have previously shown that 

well-spaced, invasive cancer cells push-into and indent 

impenetrable, physiological-stiffness gels to depths of 

10 µm [1], while closely adjacent, non-contacting 

cancer cells may reach up to 18 µm, potentially relying 

on cell-cell interactions through the gel-substrate [2]. 

 

Methods 

We developed finite element models of indenting cells, 

using experimental gel mechanics, cell mechano-

structure, and force magnitudes. Forces were applied in 

two different configurations: in-plane/traction only or 

combined in-plane and normal [3]. Meshing of the gel-

substrate and the cell, and the model simulations were 

performed using FEBio Studio. 

 

Results 

We show that under 50-350 nN of combined traction and 

normal forces, a stiff nucleus-region is essential in 

facilitating 5-10 µm single-cell indentations, while 

uniformly soft cells attain 1.6-fold smaller indentations. 

We observe that indentation depths of cells in close 

proximity (0.5-50 µm distance) increase relative to well-

spaced cells, due to additive, continuum mechanics-

driven contributions. Specifically, 2-3 cells applying 

220 nN normal forces gained up to 3% in depth, which 

interestingly increased to 7.8% when two cells, 10 µm 

apart, applied unequal force-magnitudes (i.e., 220 and 

350 nN). We note that nucleus stiffening or cytoplasm 

softening by 25-50% increased indentation depths by 

only 1-7%, while depths increase nearly linearly with 

force-magnitude even to two-fold levels. 

 

Discussion 

We have shown that the stiff nucleus facilitates 

indentations 5-10 µm, indicating its important 

mechanical role in invasiveness. In addition, cell-

proximity triggered, synergistic and additive cell-

interactions through the substrate can drive collective 

cancer-cell invasiveness, even without in absence of 

direct cell-cell interactions. 
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Introduction 

Cancer cells acquire structural alterations associated 

with malignancy progression, such as changes in cell 

morphology and cell elasticity. Such processes are 

largely due to cytoskeletal remodeling as cell signaling 

and tissue integrity become disrupted and are linked to 

metastatic potential [1-3]. Further, nuclear shape and 

morphology have been found altered in malignant cells. 

Evidence exists that this process is active, possibly in 

order to facilitate easier cell migration through tissues 

during metastatic progression [4-6]. In this work, we 
correlate cell mechanical parameters of three differently 

aggressive breast cancer cell lines (MCF10A, MCF-7, 

MDA-MB-231) to their nuclear morphology and 

cytoskeletal arrangement. 

 

We use Atomic Force Microscopy (AFM) to study the 

mechanical properties of the cells and Confocal Laser 

Scanning Microscopy (CLSM) to image cell nuclei and 

cytoskeletal compounds such as actin. We found 

significant differences to exist both mechanically and 

morphologically. 

 

Methods 

Cells were grown on glass slides and measured by AFM 

in force spectroscopy mode using cantilevers with a 

spherical particle. The cells were indented at a constant 

force (1 nN) above the nuclear and cytoplasmic region, 

then the z-position kept constant for 10 s to perform 

stress relaxation measurements (see Figure 1). Apparent 

elasticity and viscoelastic values were determined by 

fitting a modified Hertz model to the indentation 

segments, and a Zener model to pause segments of the 

force-distance curves, respectively [7]. For CLSM, 

nuclei and cytoskeleton were labeled with fluorophores 

and 3D-imaging via z-stacks was performed (see Figure 

2). Actin arrangement and nuclear aspect ratio was 

analyzed using ImageJ software. 

 

Figure and Tables 

 

Figure 1: Schematic AFM stress relaxation curve (left) 

and applied mechanical model (inset, left). Schematic of 

AFM experimental set-up (left). 

 

 
Figure 2: CLSM images of the MCF10A, MCF-7 and 

MDA-MB-231. Nuclei shown in blue, actin in red. The 

scale bar indicates 50 µm. 

 

Results and Discussion 

MCF10A are non-malignant and non-invasive, MCF-7 

are malignant but low-invasive, and MDA-MB-231 are 

malignant with high invasive potential. The apparent 

stiffness of the cell lines is inversely correlated to their 

malignancy (see table 1). With increased invasiveness, 

cell nuclei appear more deformed and less spherical. 

CLSM also reveals structural differences in actin 

arrangement between the cell lines. These results 

suggest that nuclear morphology contributes to altered 

mechanics in breast cancer cells, potentially constituting 

a factor for cancer cell invasiveness. 

 

Cell line E [Pa] τ1 [s] τ2 [s] 

MCF10A 297 0.13 2.94 

MCF-7 249 0.16 3.46 

MDA-MB-231 224 0.18 4.21 

Table 1: Apparent Young’s modulus and relaxation 

times for the compared cell lines. 
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Introduction 

Ventricular Septal Defect is the most frequent 
congenital heart disease. Initially, isolated VSD shunt 
occurs in systole, from Left Ventricle (LV) to Right 
Ventricle (RV). This is explain by a transventricular 
pressure gradient for restrictive VSD and by a 
pulmonary/systemic vascular resistances ratio < 1 for 
non-restrictive VSD. This shunt leads to pulmonary 
overflow with an increase of LV End Diastolic Volume 
(EDV). [1] 
  
VSD hemodynamic profil is easily represented by LV 
and RV Pressure Volume Loops (PVL). In vivo PVL 
require invasive measures by percutaneous cardiac 
catheterization. However, there are analytical 
hemodynamic models that allow access to PVL in a non-
invasive way. Digital model Circadapt is the most used 
to model congenital heart disease in children but is not 
validated to model VSD. 
  
Our aim is to determine if Circadapt is adapted to model 
VSD in children based on known pathophysiological 
and clinical data. 
 
Materiel and Method 

Circadapt software aims to represent heart and its 
circulation with a variable elastance ventricular model 
coupled to a four elements Windkessel model. The last 
one models the vascular system by an electrical circuit 
with impedance, resistance, compliance and inertia 
properties. Circadapt is a lumped parameters model 
which source code is implemented in Matlab® 6.5.0 
(Mathworks, Natick, MA) with differential ordinary 
equations. [2] 
  
VSD is simulated as a flow through a valve  between the 
left and the right ventricle, with a variable diameter. The 
valve is opening and closing gradually depending on 
pressure gradient.  
 
We simulated two virtual patients populations: infant 
and children by varying the inlet parameters (venous 
return, cardiac frequency, mean arterial pressure, atrio 
ventricular delay and tricuspid insufficiency) based on 
patient age [3]. Then, we modelled four ventricular 
septal defect sizes from 1 to 20 mm in infant and 
children.  Our primary endpoints were left and right 
ventricle EDV. 

 

Results:  Main results are represented in tables. 

 

Infants VSD  EDV LV (mL) EDV RV (mL) 
No VSD  88 98 

1 mm  
5 mm  

12 mm  

88 
92 

107 

99 
117 
177 

20 mm 130 234 
Table 1: Reference (no VSD) and VSD simulation with 
Circadapt in infant 
 

Children 
VSD  

EDV LV (mL) EDV RV (mL) 

No VSD 114 133 
1 mm  
5 mm  

12 mm  

114 
125 
152 

134 
158 
252 

20 mm 156 266 
Table 1: Reference (no VSD) and VSD simulation with 
Circadapt in children 
 
Discussion 

By modelling 10 virtual patients with Circadapt we 
found an expected LV dilatation but we also found a RV 
dilatation even more important than the LV one, both 
increasing on proportion to VSD size. The RV dilatation 
is not observed in clinical practice and not explained in 
a pathophysiological way. We believe that model  VSD 
as a valve between the LV and directly the pulmonary 
artery would be more representative of this LV to RV 
shunt occurring only in systole when the pulmonary 
artery valve is opened.  

Conclusion 

Circadapt, widely used in children, is not adapted to 
model VSD in children and infants. This preliminary 
study led us to develop a Circadapt adaptation to model 
VSD hemodynamic profil on the basis of clinical 
reference data and known pathophysiologic 
considerations. This work is on process. 
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Introduction 
Edge loading pre-clinical testing of hip replacements 
reflects the increasing clinical need to evaluate more 
than just the wear performance of both hard-on-hard 
bearing combinations and the newer, more wear 
resistant, highly-crosslinked UHMWPE liners. 
Understanding how different designs compare in terms 
of fatigue and fracture resilience necessitates a detailed 
understanding of the underlying stress/strain state 
during loading. Computational modelling is particularly 
well suited to support experimental testing in this 
regard. Representing testing under ISO 14242:4 
conditions, however, involves modelling a dynamic 
system where inertia plays a role in the kinematics and 
subsequent loading, where the contact sweeps across 
different sections of the liner, and where the non-
conforming rim contact requires a very refined mesh. 
The resulting dynamic explicit finite element (FE) 
models can be infeasibly time consuming to develop and 
run [1] and therefore a robust, optimised, and well 
documented approach could speed the adoption and 
implementation of this technique in industrial practice. 
 
Methods 
FE models, matching the ISO 14242:4 test, were created 
(Abaqus 2019, Dassault Systèmes, France) using the 
geometry of a 36mm metal-on-polyethylene. Separation 
translations were allowed at the rigid femoral head 
rather than the liner, allowing mass-scaling of the 
UHMWPE elements without changing the translating 
mass. Elastic-plastic conventional UHMWPE material 
properties were used [2]. A combined mesh refinement 
and mass-scaling sensitivity was performed across three 
different input cases, with model run times from ~5min 
to ~600h. A ‘Recommended Mesh’ (RM) model was 
selected as a reasonable compromise between accuracy 
and solution time, recommended as a time efficient 
starting point for model development in new studies. 
 
Results 
The RM model had a run time of ~40min using a 1mm 
linear tetrahedral global liner mesh, 0.075mm linear 
hexahedral rim mesh, and mass scaling to a target time 
increment of 1E-5s. Compared to a ‘Best Estimate’ (BE) 
model (0.25mm global, 0.025mm rim, 1E-6s, ~190h) it 
underestimated peak and total plastic strain by 7% and 
9%. Largest difference was a 25% overestimation of 
swing phase contact area. For the RM model and ISO 
input case, peak liner strain was 0.17, swing phase 
contact area was 1.5mm2. 
 

 
Figure 1: Mesh sensitivity test for effect of element size 
on the liner peak absolute principal plastic strain and 
total dissipated plastic strain energy at the end of the 
cycle. Mass-scaling target time increment of 1E-5s. 
Larger marker points indicate results from RM model. 
Approximate model run times given along the x axis. 
Values from the BE model are shown as dashed 
horizontal lines from each vertical axis. 
 
Discussion 
With mass-scaling, it is possible to drastically reduce the 
run time of dynamic explicit models of edge loading to 
a point where the models would be convenient for 
parameter sweeps and comparison of early-stage 
product designs. This can allow for mesh refinement 
improvements that can capture higher localized plastic 
strains. Compared to previous static, and less refined 
dynamic, models in the literature, this model generated 
peak plastic strains ~2x higher. Previously published 
models therefore may have underestimated the 
accumulation of plastic strain at the rim. 
Although the ideal settings for a particular study will be 
dependent on the design, materials, and aim, the 
‘Recommended Mesh’ model from this study would be 
a suitable starting point and would significantly reduce 
the model development time required. 
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Introduction 

Mechanical hemolysis is one of the major issues for 

cardiovascular devices and the assessment of the 

induced mechanical blood damage is a key point in their 

design and optimization. Hemolysis can lead to anemia 

and tissue hypoxia; therefore, it is necessary to assess 

the amount of red blood cells (RBCs) damage caused by 

implantable and blood recirculating devices [1]. 

Computational fluid dynamics (CFD) models represent 

a powerful tool for the assessment of the risk of 

mechanically induced blood damage associated with 

cardiovascular devices [2]. However, the sole 

knowledge of the mechanical stress profile in the blood 

streaming through the device is not sufficient per se to 

identify the cause-effect relation leading to hemolysis 

[2]. Currently, there is not a universally accepted 

computational model of mechanical hemolysis. In this 

study, a computational model was implemented in order 

to predict mechanically induced hemolysis in catheters 

for hemodialysis. In vitro tests were carried out to assess 

the capability of the in silico model to predict the risk of 

hemolysis associated to the devices. 
 

Methods 

Two different central venous catheters for hemodialysis 

were considered, namely the Palindrome™ Precision 

Symmetric Tip (Medtronic, Dublin, Ireland) and the 

Arrow-ClarkTM VectorFlow® (Teleflex, Wayne, 

Pennsylvania). The finite volume-based solver Fluent 

(Ansys Inc.) was used to solve the governing equation 

of fluid motion. The Lagrangian stress-based blood 

damage model proposed by Grigioni et al. [3], 

accounting for the shear history of RBCs, was 

implemented incorporating the equivalent shear stress 

formulation proposed by Faghih and Sharp [4]. 

According to the international standard ASTM F1841, 

in-vitro tests were performed (Figure 1) to validate the 

in-silico model. The modified index of hemolysis (MIH) 

was calculated to compare experimental and 

computational results. 

 

Results 

The Lagrangian representation of the flow fields in the 

two catheters is presented in Figure 2. Blood elements 

entering the catheters through the side holes are 

subjected to a higher equivalent shear stress than those 

entering through the tip. The in silico approach 

highlighted a higher degree of hemolysis induced by the 

VectorFlow® catheter than by the PalindromeTM. The in 

vitro experiments confirmed the results of the in silico 

model.  

 

 
Figure 1: Experimental set-up: 1) pump reproducing the 

catheter flow, 2) pump reproducing the systemic flow, 3) 

catheter, 4) reservoir and 5) thermostat bath. In blue and 

orange are reported the point where flow and pressure were 

measured, respectively.  
 

Discussion 

The in silico - in vitro approach of the present work 

allows to develop and experimentally validate a 

computational model capable of predicting the degree of 

hemolysis in cardiovascular devices. The CFD model 

correctly predicts the higher degree of hemolysis 

induced by the VectorFlow® and shows the 

fundamental importance of carefully choosing the set of 

parameters for the blood damage model.  
 

 
Figure 2: Trajectories of red blood cells entering the arterial 

lumen (a) and exiting the venous lumen (b) of the catheters. 
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Introduction 
Urodynamic techniques aim at evaluating urethral 
resistance throughout micturition in order to correlate 
this quantity with different disorders and/or pathologies, 
such as strictures, prostatic hyperplasia, bladder outlet 
obstruction. The study aims at analysing the effects of a 
geometric obstruction within the lower urinary tract due 
to different sized transurethral catheters (1.5-, 3- and 6-
Fr) on urodynamics pressure-flow measurements in 
men. The analyses have been developed by means of 
Computational Fluid Dynamics (CFD) simulations. 
 
Methods 
Four different three-dimensional CFD models of the 
male lower urinary tract were developed, by varying the 
diameters distribution along the urethra, according to 
inter-individual anatomical variability. Average data of 
bladder and urethra morphometry [1–2] were considered 
for the models’ generation. 
The urethra, along its length from the bladder neck to 
the urinary meatus, was assumed as subdivided into five 
regions, characterized by different diameters. A fully 
opened and circular conformation was adopted, so that 
the lumen resulted in the actual diameter continuously 
changed all along the urethral axis. Different values of 
mean intraluminal diameter were considered, from 3.14 
mm to 7.72 mm, resulting in the four analysed 
conformations. For each conformation, the development 
of the catheterized configurations required the 
subtraction of a cylindroid swept along the urethral axis. 
CFD simulations were performed to analyse the urine 
flow from the bladder up to the urinary meatus, 
considering both the free urethra and three different 
catheterized conditions (1.5-, 3-, 6-Fr) for all four 
models. The fluid characterization of urine assumed 
incompressible and Newtonian behaviour [3]. With 
regard to typical micturition conditions, bladder wall 
pressure defined the inlet condition, while atmospheric 
pressure provided for the outlet condition at the urinary 
meatus. Values ranging between 0 and 6 kPa were 
assumed [4–5] to perform transient CFD simulations. 
All the simulations have been performed by means of 
the general-purpose code Comsol Multiphysics 5.4 
(Comsol Inc., Burlington, MA, USA). 
 
Results 
At the same bladder pressure condition, simulations 
showed that the voiding phase of micturition was 
influenced by the urethral configuration considered and 
the presence of one catheter rather than another of 
different size. The pressure profiles along the urethra 

were extracted to quantify the influence of each catheter. 
In terms of urodynamics parameters, the minimum flow 
rate and the maximum urethral pressure were obtained 
in the model with the lowest mean urethral cross-section 
obstructed by the 6-Fr catheter. 
 

Figure 1: Urine velocity fields at 6 kPa bladder pressure 
condition for the model with lowest mean urethral 
diameter in condition of free urethra (a), in presence of 
1.5-Fr (b),3-Fr (c) and 6-Fr catheters (d). 
 
Discussion 
Transurethral catheterization could lead to an improper 
interpretation of pressure-flow findings, thus confirming 
the observations of previous studies [6]. Therefore, with 
regard to patients needing urodynamics evaluations, 
these insights could help in reducing the uncertainties on 
the measured parameters relevant to diagnosis, and 
consequently provide more efficient clinical assistance. 
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Introduction 

Osteoporosis (OP) is characterized by low bone mineral 

density (BMD) and bone architecture deterioration, 

which is associated with increased fracture risk. Hip 

fractures are of particular concern given their severe 

impact on the patient’s health. However, one of the 

major challenges in the development of drug treatments 

for OP is the need to run large clinical trials, with 

increased time and costs [1]. Computer modelling and 

simulation could improve the development of drugs by 

refining or partially replacing clinical trials using virtual 

patients (In silico clinical trials) [2]. Finite element (FE) 

models based on Computed Tomography (CT) data 

have been developed and validated for the prediction of 

the femur strength [3]. Also, FE models have been 

integrated in a multiscale approach to predict the current 

absolute risk of hip fracture (ARF0) [4]. To predict the 

fracture risk at subsequent years, a similar approach 

could be applied by adding a disease progression model 

to account for bone changes over time. The simplest 

model could be implemented by including a loss of 

BMD over time, by adjusting the material properties in 

FE models.  

The aim of this study is to perform a systematic review 

to collect data on BMD variations over time measured 

in placebo groups of interventional phase III clinical 

trials for OP drug treatments.  

 

Materials and methods 

Clinical trials were searched using a combination of 

relevant MESH terms and key words in PubMed. The 

search was built by combining multiple relevant terms 

related to the population of interest (postmenopausal 

women), type of study (phase III clinical trial), treatment 

arm (placebo group), measurement of interest (BMD 

measured with DXA) and anatomical location (femoral 

neck or total hip). Inclusion criteria were based on age 

of participants (55 and older), femoral neck T-score (-1 

and lower), number of subjects enrolled (at least 200), 

duration of the study (at least 1 year). BMD changes 

from baseline (mean and SD) were collected from each 

eligible study at each follow up time point. The reported 

statistical properties were used to artificially generate 

synthetic data distributions with the same statistical 

properties to mimic the clinical data. Two sample t-tests 

were used to evaluate if the distributions were 

statistically different among studies. 

 

 

Results 

Preliminary results based on three large clinical trials for 

evaluating the efficacy of alendronate [5], risedronate 

[6] and denosumab [7] are presented in Fig1. BMD 

decreased in an approximately linear manner between 

years 1 to 4. Average BMD variations were 0.08 ± 

0.30% at 1 year, -0.47 ± 0.37% at 2 years and -0.96 ± 

0.46% at 3 years. The BMD loss reported in one of the 

studies [7] was significantly different from the others 

(p<0.001). 

 
Figure 1: proximal femur BMD over time reported for 

placebo groups of three different clinical trials.  

 

Discussion 

Data collected from previous clinical studies is useful to 

characterize the BMD loss in OP patients, which can be 

applied to simulate OP progression in In Silico clinical 

trials. The differences observed for one of the studies 

suggest that a further stratification of the population may 

be needed. The BMD variability needs to be included in 

the model. Future work will include further relevant 

clinical trials. 
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Introduction 

Deleterious consequences of posterior meniscal root 

detachment have been related to variations in contact 

pressure (CP) distribution seen in biomechanical 

investigations. However, little is known about the 

biomechanical effects of lateral anterior root avulsions 

(ARA), despite clinical studies reporting it as a lesion 

concomitant with anterior cruciate ligament (ACL) 

injuries and tibial fractures [1,2] and as an iatrogenic 

injury during ACL reconstructions [3,4]. This work 

analyzes variations in CP due to lateral meniscus (LM) 

ARA using a knee finite element model (FEM). 

 

Methods 

A human cadaveric specimen was used to create and 

validate a knee FEM to compute the tibio-femoral CP 

distribution in three conditions of the LM: intact, with 

ARA and with posterior root avulsion (PRA).  

Meniscus, cartilages, femur and tibia were segmented 

from MRI data (T1, thickness=3.5mm) using 3D 

Slicer®. From the point clouds extracted, solid models 

were built and assembled in Solidworks®. Cartilage 

models were refined using a 3D Laser Scanner (Picza 

LPX-1200, Roland DG, Hamamatsu, Japan). From the 

assembly, a FEM was defined in Abaqus®. Ligament 

insertions were identified in MRI images (Figure 1). 

  
Figure 1: Knee FEM developed in Abaqus®. 

 

Bones were assumed rigid. Meshes of cartilages and 

menisci were created using 1.5mm second order 

tetrahedral elements. Linear isotropic elastic materials 

were applied to the menisci (E = 59MPa) and cartilages 

(E = 5MPa). Menisci root and ligaments were modelled 

as nonlinear elastic axial springs with material 

properties extracted from the literature [5,6]. Surface-to-

surface contact was defined at all menisci/cartilage and 

cartilage/cartilage interfaces. 

To validate the model, the same specimen with intact 

menisci was subjected to an experimental axial 

compression test with the knee in extension under a 

1000N load. A pressure sensor (K-scan 4000, Tekscan 

Inc., Boston, MA) placed between menisci-tibial 

cartilage captured the CP. 

Boundary conditions were replicated in the FEM and CP 

given by the two methods were compared. The validated 

model was used to compute the CP distributions in the 

three pre-stablished conditions of the lateral meniscus. 

 

Results 

In the intact condition, the CP distributions of 

experimental and FEM methods were similar (Figure 2). 

In ARA and PRA, the CP increases and the contact area 

decreases (Table 1). 

 
Figure 2: Tibial cartilage CP: (a) Intact experimental; 

(b) Intact FEM; (c) ARA FEM; (d) PRA FEM.  

 
FEM Pmax Pavg Contact Area  

Intact 6.40MPa 1.02MPa 578.28mm2 

ARA 6.92MPa 2.00MPa 387.01mm2 

PRA 6.81MPa 1.98MPa 367.49mm2 

Table 1: FEM contact area, maximum and average 

pressures in the three conditions of the lateral meniscus. 

 

Discussion 

Changes observed in knee contact biomechanics after 

lateral meniscus ARA indicated potential for similar 

cartilage damage than observed after a PRA. Since most 

daily activities and sports are done in low flexion angles 

in which anterior roots bear most of the load, an ARA 

could be even more critical. Therefore, special attention 

should be paid to diagnostic and treatment of this injury.  
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Introduction 
Infants with single ventricle physiology (SV) make up 
the largest cohort of the 8,000 children hospitalized each 
year for heart failure [1]. These patients undergo a 3-
stage palliative surgical procedure. During the first week 
of life, children undergo the Norwood procedure, which 
has the highest mortality rate [2]. After this surgery, 
physicians may place children on mechanical 
circulatory support to improve outcomes. The Berlin 
Heart EXCOR (BH) is the only licensed pediatric 
ventricular assist device (VAD); the device comes in a 
wide range of volumes, and physicians can control 
different settings [3]. While the BH has shown promise 
in supporting SV patients, there is an incomplete 
understanding of interactions between the device and 
extra pulmonary flow in the Norwood circulation [4]. 
Moreover, clinicians struggle to determine the 
appropriate BH size and settings for each patient. While 
existing literature analyzes continuous devices in these 
patients, the models are limited to 0D and they do not 
investigate the BH, which is pulsatile and the primary 
device for SV patients [5]. In this work, we present a 
multiscale model of the Norwood physiology and study 
the performance of the BH. 
 
Methods 
We utilized a closed loop, 1D-0D model in Python to 
capture the physiology of a 3 month old infant with 
Norwood circulation and a 4 mm modified Blalock-
Taussig shunt [6]. We represented the cardiovascular 
system in three parts: the heart, the pulmonary 
circulation, and the systemic circulation (Figure 1). The 
atrium and ventricle are simulated with the single-fiber 
model. The pulmonary and systemic circulations are 
lumped parameter networks, with a shunt connecting the 
pulmonary artery and ascending aorta. We then virtually 
“implant” the BH with inflow at the atria and outflow at 
the ascending aorta. The BH is represented as a lumped 
parameter network using a novel, mechanistic model 
[7]. We quantified the cardiac output (CO), the 
ventricular stroke work (VSW), and the ratio of 
pulmonary to systemic flow (Qp:Qs) in the patient with 
and without the BH. Finally, we analyzed the 
relationship between BH volume, rate, and these 
metrics.  
 
Results 
Although we are still tuning our model, our simulations 
will quantify changes in CO, VSW, and Qp:Qs after BH 
implantation. We will also quantify the relationship 
between these metrics, device volume, and device rate. 
Our multiscale model will also quantify how the BH 

offloads stress and strain on cardiac sarcomeres, which 
can provide insight into the molecular effects of 
mechanical circulatory support.  

 
Figure 1: Multiscale model of the Norwood circulation, with 
the heart in red, BH in black, aorta in orange, systemic 
circulation in green, shunt in purple, and pulmonary 
circulation in blue. 
  
Discussion 
Our study aims to investigate the impact of pulmonary 
flow on BH performance and to inform clinical 
decision-making on device volume and settings for 
patient. Our results will identify interactions between 
the atrium and BH, which will provide insight on device 
output and efficiency. Finally, we will uncover trends in 
CO, VSW, Qp:Qs, and BH performance after device 
implantation and changes in device volume and rate. 
These findings can guide clinicians in determining 
appropriate BH treatments for patients. Future work 
involves coupling a 3D model of the ascending aorta, 
pulmonary artery, and shunt to our 1D-0D model to 
more thoroughly characterize the impact of the BH.  
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Introduction 

Synovial joints are complex structures connecting 

skeletal elements. A diverse range of joint shapes allow 

different body motions. These shapes emerge from a 

process called joint morphogenesis in which the 

opposing joint surfaces are moulded into reciprocal and 

interlocking shapes. Joint morphogenesis remains the 

least understood aspect of joint formation. Some cellular 

activities have been identified as being involved, such as 

cell volume expansion, intercalation, orientation [1], but 

the cell-level dynamics underlying joint shaping are 

poorly understood. In this research, we quantify the 

cellular dynamics involved in growth and 

morphogenesis of the zebrafish jaw joint and synthesise 

tracked, cell-level data in a predictive computational 

simulation of joint development. We use the simulation 

to test if growth heterogeneity or growth orientation are 

the dominant influences on joint growth and 

morphogenesis. 

 

Methods 

Confocal image stacks of larval zebrafish jaws labelled 

with cartilage markers were obtained at twelve-hour 

intervals from 3.5 to 5.5 days post fertilization (dpf). All 

zebrafish experiments were approved by the local ethics 

committee and performed under a UK Home Office 

Project Licence. Distance and orientation variations 

between adjacent cell centroids over time were used to 

calculate the rate and direction of local tissue 

deformations [2]. These results were then integrated into 

a finite element model (FEM) of the zebrafish jaw, with 

which growth for each twelve-hour time window was 

predicted. The impact of growth characteristics—

magnitude and orientation—was explored by 

successively simulating heterogeneous or homogeneous 

growth and anisotropic or isotropic growth. 

 

Results 

Spatial and temporal patterns of growth in the zebrafish 

jaw joint were observed from 3.5 to 5.5 dpf with 

elevated rates of growth at the level of the retroarticular 

process of the Meckel’s cartilage. Integration of the 

biofidelic, heterogeneous anisotropic growth patterns 

into the zebrafish jaw FEM resulted in accurate shape 

predictions (Fig 1). Simulating homogeneous 

anisotropic growth resulted in very slight shape changes 

compared to the biofidelic predictions for all time 

windows (Fig 2). However, the removal of growth 

orientation resulted in marked shape changes for three 

of the four time windows (Fig 2), indicating that growth 

orientation, rather than growth homogeneity, dominates 

embryonic joint morphogenesis in the zebrafish.  

 
Figure 1: Cell-based data enable accurate growth 

predictions. Growth predictions of the zebrafish jaw 

joint from 4 to 4.5 dpf obtained from heterogeneous 

anisotropic growth fields. A: Anterior, P: Posterior, D. 

Dorsal, V: Ventral.  

 

 
Figure 2: Growth orientation plays a major role in joint 

shaping whereas growth heterogeneity minorly impacts 

zebrafish jaw shape predictions. Jaw joint growth 

predictions obtained from heterogeneous/homogeneous 

anisotropic/isotropic growth fields (from 3.5 to 4 dpf).  

A: Anterior, P: Posterior, L: Lateral, M: Medial. 

 

Discussion 

Accurate shape predictions in the larval zebrafish jaw 

joint were obtained from direct quantification of cell 

rearrangement, volume expansion and ECM deposition, 

suggesting that these behaviours are the main drivers of 

zebrafish jaw joint growth and morphogenesis. 

Proliferation was not an important influence on growth, 

which may be specific to this stage of zebrafish 

development. The importance of growth orientation was 

emphasized when isotropic growth patterns resulted in 

altered shape predictions, whereas growth heterogeneity 

was found to play a minor role. This suggests that cell 

rearrangements and orientation, likely responsible for 

growth orientation, are dominant influences on joint 

growth and morphogenesis. 
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Introduction 
Plantar pressure (PP) history of patients can be used as 

a powerful pathological recognition tool to predict and 

thus prevent pathologies, such as ulceration in diabetes 

that is more likely on a foot high-pressure sites and 

scoliosis progression that results in changes in a foot 

pressure distribution  [1, 2]. The preserve of the history 

of PP data for many patients costs a massive storage 

capacity. Recently, the compressive sensing (CS) 

technique was used to compress high-dimensional data 

using the sparse selection of the most important 

information in data and subsequently reconstruct high-

dimensional data based on the low-dimensional 

compressed data [3]. In this paper, we employed CS 

principles to: 1) compress high-dimensional PP data of 

a normal foot; and 2) reconstruct the PP data using the 

compressed data. Results indicated that using the CS 

method to compress 50% of the original data, the root-

mean-square-error (RMSE) between the reconstructed 

and original data (RRMSE) was found to be about 0.7% 

of the highest pressure data. 

Method  
PP data at the midstance phase of a female foot (75kg) 

were measured using a pressure mat and depicted on a 

foot model (Fig. 1a). Different percentages of the 

original data, ranging from 1% to 100%, were sparsely 

selected to be compressed into low-dimensional data 

and subsequently reconstructed as the high-dimensional 

PP data based on the low-dimensional compressed data 

using the CS method [3] (Fig. 1b,c) (Eq. 1). 

𝑓(𝑥) = min
𝑥
‖𝒫 − 𝜓𝑥‖2

2  

∇𝑓(𝑥) = 2(𝜓𝑇𝜓𝑥 − 𝜓𝑇𝒫) 

(1) 

The optimization library PyLBFGS in Python was 

utilized to calculate the least-squares objective function 

𝑓(𝑥) which is the 𝐿2 norm of the residual squared 

between the matrices of random sample pressure data 

(𝒫), and original high-dimensional pressure data (𝜓𝑥). 

Results 
Given sparsely selected data percentage less than 55%, 

results revealed that the RMSE between the compressed 

and original data (CRMSE) is less than RRMSE. 

However, this observation was reversed for the sparsely 

selected data greater than 55% where the RRMSE 

reduced as the data percentage increased (Fig. 1d). 

Conclusion 

In agreement with the data in the literature, The plantar 

pressure magnitudes during walking occurred under the 

calcaneus and distal metatarsal ends (Fig. 1a), which 

showed the most likely positions of the ulceration 

development [1]. According to the current study, storing 

the sparsely selected 50% of the original data enables us 

to recreate the PP distribution using the CS method with 

an RMSE of 3.4kPa which is about 0.7% of the highest 

PP. Despite the RRMSE exceeding the CRMSE for the 

data percentage less than 55%, the results intuitively 

signified the viability of the CS technique to depict the 

highest pressure sites based on sparsely selected 1% of 

the original data (Fig. 1c). As a crucial tool to evaluate 

adolescent idiopathic scoliosis effects on PP distribution 

[2], a finite element analysis can be used to investigate 

the plantar stresses for scoliotic patients [4].   

 

(a) 

 

(b)   1% 

 

(c)  1%            10% 

 

 
(d) 

 
Fig. 1. (a)  Original  plantar pressure image at the 

midstance phase. (b) An image showing an example 

of the sparsely selected data, here 10%, of the original 

pressure data using CS that is called the compressed 

data. (c) The reconstructed PP data based on the 

compressed data using CS. Two images showing 

examples of the reconstructed data, here 1% and 

10%, of the original data. (d) RRMSE compared to 

the CRMSE for different data percentages. 
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Introduction 

Over the years many in silico cell models have been 

developed to successfully answer very specific 

scientific questions [1]. However, the repurposability 

of these models is very poor. For instance, combining 

the knowledge gained from two different studies into a 

single model too often requires rewriting a new model. 

This is a huge problem because the lack of 

repurposability will prevent us from tackling complex 

emergent processes, for example, involving a great 

number of known phenomena. Repurposability is 

therefore key to efficiently tackle multicellular 

modeling. In addition, we really need to allow large 

teams or even a community to work on and update the 

same model. Otherwise, modeling advanced 

embryogenic and regenerative processes will remain 

out of reach. 

To solve the problem of model repurposability, we 

propose to use cell modularity [2] to our advantage. A 

prime example of cellular modularity is differentiation. 

A cell type may be viewed as the expression of one or 

more genes, or proteins. Yet; in the end, what 

differentiates one cell type from another is the 

expression of a new module (i.a. podosomes, filopodia, 

stress fibers, cell-cell contacts) or the change in 

behavior of a module by adding or removing one or 

more protein isoforms. 

We hypothesize that based on pre-identified cell 

modules, we can create a functional digital twin that 

can be upgraded over time. However, this approach 

differs from already popular cell modeling frameworks 

that propose the modeling tools as modules, for 

example, physics library and solvers. 

Instead, our aim here is to consider the biological cell 

as an ensemble of modules and, based on the observed 

living system, create our cell avatar module by module. 

Modular design is standard in the software industry; it 

allows different parts of the software to be designed 

and upgraded independently by hundreds of 

programmers. 

In this study, we created the basis of a reusable cell 

avatar based on the modular architecture of adherent 

cells. We aimed for it to have an emergent behavior 

that arose from the interactions between autonomous 

agents defined by each subcellular module. We then 

tested the ability of the cell avatar to exhibit durotaxy, 

haptotaxy and to interact with substrate anomalies in 

free adhesion conditions. 

 

Methods 

To allow the cell avatar to spread, migrate and adhere 

to the substrate, we created the following modules: 

focal adhesions, protrusion and the cell membrane 

combined with the actin cortex. Each module is used to 

create one or more autonomous agents. 

 

Results 

The behavior of the cell avatar is emergent. After 10 

single cell simulations of free adhesion, 72h each, cells 

were able to exhibit durotaxis and haptotaxis over a 

distance ranging between 50 to 100 µm (figure 1). The 

cell avatar could also interact with the substrate 

patterns and topological anomalies in a convincing 

manner. 

 

Discussion 

Although this is still preliminary work, we were able to 

create a model based on cell modularity. The modules 

could be modified independently as long they did not 

require new types of interactions with other modules. 

In the future, this modular approach should allow large 

teams or even a community to work and update the 

same model. 

 
Figure 1: Visualization of the cell avatar (left). 

Migration results of 10 single cell simulations over a 

72h free adhesion run on a substrate with a rigidity 

and coating gradient (right). 
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Introduction 

Low back pain (LBP) is a major cause of disability 

worldwide. It is often related to      intervertebral disc 

(IVD) degeneration (IDD), characterized by loss of 

water, proteoglycans, and type-II collagen, in the 

nucleus pulposus (NP) of the IVD. Extracellular matrix 

(ECM) degradation results from complex biochemical 

processes, with redundant and feedback-looped 

processes that further interact with physical factors. 

Accordingly, IDD has a strong inertia and might only be 

tackled if apprehended sufficiently early. While its 

pathogenesis remains poorly understood, several 

numerical [1,2] and experimental [3,4] models explore 

underlying biomechanical and biochemical processes. 

Yet, the integration of knowledge about IVD cell 

regulation in health and disease still needs to be 

improved. Accordingly, a new NP cell (NPC) regulatory 

network model (RNM) is presented, incorporating 

critical biochemical interactions in IVD regulation. 

Methods 

First,      a unique corpus of 120 articles was      built 

about the biochemical stimuli in the NP and their 

activation and/or inhibition effect on the regulation of 

soluble cytokines, proteases, and ECM proteins by NPC. 

Due to the limited knowledge about IDD and the lack of 

experiments with healthy human IVD material, the 

corpus was enriched through the STRING database,      

including general protein-protein interactions in      

Homo Sapiens. In particular, relevant interactions in 

chondrocyte regulation were retained. To build the 

RNM, proteins were represented as nodes that interacted 

among each other through a directed network of 

inhibition and activation edges. Nodal activations were 

calculated through a system of ordinary differential 

equations that semi-quantitatively interpolates Boolean 

rules and provide the stable steady states (SSS) of the 

RNM [5]. Finally,      two experimental studies, using 

healthy human [3] and bovine [4] IVD NPC, were 

simulated to evaluate the model. 

Results and Discussion 

Fig. 1 shows the topology of the final NPC regulatory 

network, highlighting the complexity of the system.  

 
Figure 1: Network topology after enrichment 

 

Simulations revealed      an anabolic basal SSS of the 

RNM (light blue bars in Fig. 2). According to the 

experimental measurements [3,4] related to the 

simulated NPC perturbation, initial activation of IL-17A 

enhanced slightly COL1A and MMP13, while 

inactivating almost completely the anabolic ECM 

components, indicating      its negative role in the IVD 

regulation. In contrast, initial activation of GDF5 up-

regulated not only the expression of ACAN and 

COL2A, but also important growth factors and anti-

inflammatory cytokines that play an important anabolic 

role in the IVD. Interestingly though, the increase of 

MMP-13 activation with IL-17A was very low, which 

seems to be supported by some evidence that this 

protease might not play a clear role in IDD, in contrast 

to osteoarthritis [6].  

  
Figure 2: Initial state (light blue) and stimuli-state (yellow) of the IVD 
NC network with the (A), IL-17A and (B), GDF5. 

Further experiments      with      anti-inflammatory IL-4 

and      TGF-B showed a      significant increase      of 

the anabolic factors and a decrease      but not depletion 

of the catabolic ones, emphasizing the complexity      of 

the IVD regeneration. IL-1B initial activation      

increased the activation levels of ADAMTs, the primary 

enzymes that cleave proteoglycans in      IDD 

progression, whereas the activation of MMP3, believed 

to increase in advanced stages of IDD [6], remained low. 

Despite, the relatively limited amount of knowledge 

about IDD, compared to other diseases, e.g., such as 

osteoarthritis, an enriched RNM was built and 

successfully assessed against independent experiments. 

This directed RNM in IDD stands for a unique basis to 

further integrate both mechano-regulation and 

biochemical knowledge and enrich existing dose-

dependent NPC activity model.  
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Introduction 

The most common cardiovascular condition is coronary 

artery disease, one of the leading causes of death 

worldwide [1]. Coronary artery disease is caused by a 

narrowing or complete occlusion of the coronary artery 

lumen. Early diagnosis and correct assessment of the 

existing stenosis is essential. 

The main subject of the research is the simulation of 

blood flow through coronary arteries using the finite 

element method (FEM). The studies aim to non-

invasively define the fractional flow reserve (FFR) ratio 

based on computed tomography (CT) images and 

pressure measurements.  

 

Methods 

The geometrical model was generated in Mimics 

software from CT images. The model consisted of the 

aortic root and coronary arteries (Figure 1). 

 

 
Figure 1: Geometric model of the coronary artery based 

on CT images. 

 

The blood flow was determined using ANSYS 2020 R2 

software. The flow pressure values were determined at 

the inlet, defined at the aortic root. The length of one 

heart cycle was assumed to be 0.8 s. Heart rate was 75 

beats per minute. We have adopted non-Newtonian 

blood flow.  

 

Results 

FFR is defined as the ratio of mean pressure measured 

distally behind the stenosis location (Pd) to mean 

pressure measured in the aorta (Pa) (Equation 1) [2]. 

FFR < 0.8 determines surgical treatment.  

 

 FFR ≈  
𝑃𝑑

𝑃𝑎
  (1) 

 

From the defined flow, we obtained the pressure 

distribution in the artery (Figure 2). This allowed us to 

determine the FFR ratio, which gives information on the 

degree of artery stenosis and to give the medical doctors 

guidelines for further treatment. 

 

 
Figure 2: Pressure distribution in the coronary artery 

 

Discussion 

Studies so far suggest that geometric parameters of the 

coronary artery have an essential role in the final 

hemodynamic results of the simulations performed. This 

issue is important because coronary branches' number, 

length, irregularity, and given boundary conditions at 

the ends influence the pressure value behind the 

stenosis. Consequently, their underestimation or 

omission may distort the determined FFR ratio.  

Coronary artery imaging using CT may be a reliable, 

non-invasive method for assessing the degree of 

coronary artery stenosis [3]. The FFR can be defined 

based on CT images and pressure measurements. This 

method would eliminate the need for an invasive 

coronarography examination. In addition, it would 

increase accessibility and shorten the waiting time for 

the test because, by its very nature, it does not require 

hospitalization of the patient. Currently, there is only 

commercial software that is not publicly available. 
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Introduction 

The Anterior Cruciate Ligament (ACL) rupture is a very 

common knee injury in sport activities. Usually, it 

requires the total replacement of the native tissue with a 

graft that is fixed through tunnels, drilled in both tibia 

and femur bones. This procedure is known as Anterior 

Cruciate Ligament Reconstruction (ACLR), and it 

features a plethora of different parameters. In this work, 

we present a Finite Element (FE) gait simulation study 

to compare two of the most common ACLR surgery 

techniques regarding tunnel drilling, the Anteromedial 

(AM) and Transtibial (TT) portal approaches. The 

former method usually demonstrates poor ability to 

place the femoral tunnel in the location of the native 

ACL insertion site, while the latter one leads to 

increased graft bending angle around the area of femoral 

insertion area. 

 

Methods 

The MRI data used throughout this work are acquired by 

the OpenKnee database [1] and processed using tailored 

segmentation tools [2]. The ACLR modeling pipeline is 

developed in Blender. The tibia and femur tunnels were 

drilled using a Boolean operator. The graft was modeled 

as a cylinder that passed through the tunnels. The results 

of the modeling workflow are presented in Figure 1. 

 
Figure 1: The tunnels in TT (left) and AM (right) portal 

surgery techniques. In the case of the TT technique the 

tunnels are placed in a more parallel direction, while 

the AM is characterized by a femoral tunnel placed in a 

more horizontal orientation. 

The created geometries were used to assembly two FE 

models utilizing the FEBio software [3], along with 

meshes that represented the other key anatomical 

structures, such as the menisci and the cartilages. The 

ligaments were modelled as non-linear springs and 

proper contact and material models were established. 

The knee joint was modelled as a universal joint 

composed of three cylindrical joints. The final FE 

models are presented in Figure 2. Regarding boundary 

conditions, a dynamic simulation of gait using the 

OpenSim software was performed to acquire knee joint 

reaction loads and primary knee joint kinematics (knee 

flexion angle) for the stance phase of a gait cycle. The 

superior – inferior force and abduction – adduction 

moment were prescribed and applied to the FE models, 

as well as the knee joint flexion angle. Tibia was 

constraint in all Degrees of Freedom (DoFs), whereas 

femur was fixed in anterior – posterior and internal – 

external rotational DoFs. At the end of each simulation, 

we measured cartilage contact pressures, menisci and 

graft von Mises stress and graft contact pressure at the 

femoral and tibial insertion sites. 

 
Figure 2: The AM (left) and TT (right) FE models. The 

graft bending angle around femoral insertion is clearly 

increased for the AM case.  

 

Results 

The AM graft featured a peak contact pressure around 

the entry point of the femoral tunnel of 16.59 MPa, that 

was almost the twice of the corresponding value of the 

TT approach. Additionally, the peak graft von Mises 

stress in the AM technique was almost 13 MPa higher 

than in the case of TT. On the other hand, TT exhibited 

a higher contact pressure on the entry point of the tibial 

tunnel. The maximum contact pressure in both cases 

occurred close to knee extension before toe-off. 

Moreover, the graft von Mises stress was larger in the 

case of AM compared to TT. Finally, cartilage contact 

pressure and menisci stress were identical for both 

cases. 

 

Conclusion  

In conclusion, the TT portal technique features smaller 

graft stress and contact pressure at femoral tunnel 

insertion compared to the AM approach. Nonetheless, 

the possible superiority of AM to place the femoral 

tunnel closer to the anatomical ACL footprint, and thus, 

further restore knee kinematics after ACLR was not 

evaluated under the scope of this work and will be 

addressed in following studies. 
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Introduction 

The market of dental implants are growing in the world, 

to improve the life of patients. The aplications is a stetics 

changing the personal image or functional in a lack of 

teeth. Due to their high success rates, although there are 

still existing reports of biological and technical 

complications related with implant interface. The 

success of dental implants depends on several factors [1] 

as the implant design, the surface topology, the bone 

quality [2]. The market presents several solutions, with 

different screw geometries and with support in tissue 

level and bone level [3]. The present work aims to study 

the effect of the dental implant design in load transfer on 

the surrounding bone and the comparison with the tooth. 

 

Materials and methods 

The geometric models of the three Comercial dental 

implants presented in figure 1, was obtained from 

catalogs, a) Straumann Bone Level implant (SBL), b) 

Straumann Tissue Level implant (STL), c) Dentatus 

Anew ® Narrow body implant (DAN). Another model 

for comparison was the real tooth obtained from a CT 

scan of a right first premolar d). The model considers the 

tooth geometry and cancellation of the local cortical 

bone; the periodontal ligament with 0.2mm of thickness 

was assumed in the tooth model. The finite element 

model was expanded to a 3: 1 scale. Each model was 

built and a convergence study performed . 

 
      a)                    b)                 c)                        d) 

Figure 1: CAD models of three dental implants and one 

tooth. 

The size of each implant was selected according to the 

recommendation of implantation, considering the 

1.5mm of bone thickness. Table 1 presents the 

geometric properties of each implant and the mechanical 

properties of tissues and implants made of Titanium 

alloy. The boundary condition applied in the models 

considered a fixation in the cortical bone and a 100 N 

lingual load with an inclination of 30° with the vertical 

axes of the tooth was applied on the models [3]. 

Structure/ 

Model 

Diamenter/ 

Length 

(mm) 

Young’s 

Modulus 

(GPa) 

Poisson

’s ratio 

Cortical bone  19  0;3 
Trabecular bone  0.21 0.3 

Ligament  2.55 0.4 

Dentin  22.5 0.25 

SBL 3.5/10.5 110 0.34 

STL 3.5/10 110 0.34 

DAN 2.4/11.5 110 0.34 

Table 1: Dimensions and material properties. 

 

Results 

The results point out the importance of implant design 

in implant stability. The SBL implant is the most stable 

(6µm) inducing reduced movement of the crown but it 

presents a higher stiffness comparable with tooth (90 

µm). The distribution of stresses is different from that of 

the tooth (figure 2), and different between implants. The 

narrow implant presented the highest values and SBL 

the lower values, similar to the tooth. 

 
Figure 2: Von Mises stress distributions at the cortical 

level. 
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Introduction 

Elastomeric products are applied in orthodontics 
mainly as the elastic ligatures or chains and have 
become an alternative to wire ligation made of titanium 
alloy or stainless steel. Despite their popularity among 
the dentists and undoubtful advantages some essential 
warnings are being raised mainly concerning the 
degree of load loss due to the relaxation phenomenon 
which seems to be a dominant feature in time-
dependent behaviour of those elements in orthodontic 
procedures as dentition corrections or teeth extrusions. 
The aim of the paper was to examine and analyse 
strength and rheological properties of biocompatible 
orthodontic elastomeric ligatures. The proper 
assessment of their rheological properties will enable 
the dentists to predict the degree of load/stress loss due 
to the relaxation phenomenon in elastomeric ligatures 
and finally will enable the precise control of the 
treatment progress in various orthodontic procedures. 
 
Methods 

Ligatures and chains are made of polyurethanes, 
characterized with a rubber-like elasticity, have a long 
chain and a poorly cross-linked structure. Elastic 
behavior is the result of reducing the entropy 
associated with the twisting of the macromolecular 
chain from its most likely conformation. Nevertheless, 
the local movements of the chain segments must be 
limited for the polymer to return to its original shape, 
since irreversible movement of the chains with each 
subsequent movement will cause constant distortion of 
the material. Cross-linkages between the chains must 
be relatively few in order to facilitate high stretching 
without any breakage of the base bonds [1, 2]. 
Elastomeric ligatures are the main element supporting 
and maintaining wire arch in channel of orthodontic 
lock. Five different orthodontic ligatures were chosen 
for the tests - three of them were of chain type (denoted 
in the experiments as A, B, C); the next two were of 
string type (D and E) – Fig. 1.   
 
 
 
 
 
 
 
 
 
Figure 1: Examples of chain and string elastomeric 
ligatures and the results of the orthodontic extrusion 
after 2, 3 and 5 weeks of the treatment.  

Results 

Fig. 2 presents a comparison of relaxation courses for 
all types of ligatures plotted in logarithmic time scale. 
Regardless the type of ligature the basic relaxation 
time, corresponding to the inflection point of the curve, 
varies between 50 and 100 seconds, so that is why only 
the initial parts of the relaxation courses are presented.  

 
Figure 2: Examples of the relaxation course for each 
group of the elastomeric ligatures. 
 
Discussion 

The proper orthodontic extrusion assumes that the 
tooth should descend towards the occlusal line about 
0.15 mm per day. Correlations between stress-strain 
curves and stress relaxation characteristics enable to 
estimate the value of the therapeutic force that should 
be applied to the treated tooth in order to provide the 
extrusion phenomenon to follow the recommendations, 
i.e. at a rate of about 1 mm per week. The most 
important conclusions from the research are as 
following: the relaxation process runs most rapidly in 
the first phase of the phenomenon, after a day, the 
influence of the extrusion process on the decrease in 
strength begins to outweigh the influence of the 
relaxation process, a secondary increase in the tension 
of the ligature slows down the relaxation process and 
increases the asymptote value by about a half of the 
difference between the primary and secondary 
tightening. The power-law descriptions fit the best the 
time-dependent behaviour during orthodontic 
procedures. Power-law model gives the most intensive 
initial relaxation which is characteristic for elastomeric 
ligatures.  
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Introduction: 

All-ceramic materials are considered to be the most 
esthetical choice of election in restorative dentistry 
nowadays[1-2]. Although their mechanical structure is 
constantly improving, these materials still present a 
brittle character that makes them more prone to 
fracture. Studies in literature revealed that the first 
reason for failure of dental restorations is their fracture 
[3].A new class of improved glass-ceramics that strives 
to combine the mechanical strength and the aesthetical 
properties is zirconia reinforced lithium silicate (ZLS). 
This type of glass-ceramic microstructure is based on a 
lithium- metasilicate glass ceramic reinforced with 
10% zirconium dioxide. ZLS ceramic is part of the new 
hybrid ceramics that combines both aesthetical 
properties of glass-ceramic and mechanical resistance 
of zirconia [4]. 
 
Methods: 

16 all-ceramic crowns were obtained from zirconia 
reinforced lithium silicate glass ceramic (ZLS). Half of 
them were obtained using heat-pressing technique 
(Celtra Press, Degudent Dentsply, Hanau,Germany) 
and the other half were milled (Vita Suprinity, Vita 
Zahnfabrick, Germany) using CAD/CAM technology. 
The abutment was an upper premolar typodont tooth. It 
was prepared with a 6 ° convergence of the axial wall, 
the reduction of the axial and of the occlusal surface 
was 1,5 mm. The marginal preparation design was a 1 
mm circumferential rounded chamfer. The  abutment  
preparation  was  digitally scanned  using  a  D2000  
3D  optical  scanner  (3Shape, Copenhagen, Denmark). 
Thermocycling was conducted for 10.000 cycles with a 
thermocycling equipment  in two distilled baths with 5 
degrees Celsius and 55 degrees Celsius temperature. 
The dwelling time was 20 seconds. Tests were 
conducted after thermal aging using a universal testing 
machine (Instron 3366, Instron Corp, Norwood MA, 
USA). Each probe was placed in the testing machine at 
0 degrees to the long axis of the tooth. A stainless steel 
stylus of 15 cm, with a rounded 6 mm tip, was used to 
express the force, to occlusal surface. 
 
Results: 

One-way ANOVA revealed that there were no  
significant differences (p<.05) after thermocycling the  

samples and static fracture test (Figure 1). The tested 
crowns suffered fractures that started where the 
indenter took contact with the sample. Also, radiant 
cracks were seen all over the ceramic crowns. Some 
samples fractured in multiple parts for both ZLS 
materials.  

 
Figure 1: Maximal compression force (N) for every 
sample of heat-pressed (ZLSP) and milled (ZLSM). 
 
Discussions: 

Fracture toughness is used to characterize the fracture 
resistance of the ceramic materials [5]. Fractographic 
results determined that the ZLS crowns milled and 
heat-pressed had a similar fatigue bahaviour after being 
adhesively luted to resin abutments. The ZLSP 
restorations had better performance compared to the 
other material, but without statistically difference. The 
average fracture load values for the samples in this 
study ranged from 438 -845 N. These values are lower 
compared to the forces for the unrestored maxillary 
premolars-932 N [6]. 
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Introduction 
Nowadays, physical impairments are common, and they 
are caused by different reasons [1]. The normal aging 
process accentuated by increasing life expectancy, 
neurodegenerative diseases and finally daily living 
misfortunes such as accidents (falls, motor vehicle 
accidents, sport practices and others), all having a 
significant contribution for this reality. 
The resultant mobility deficit has a high and long-term 
impact on social, economic and financial sphere of 
communities and health care systems worldwide [2]. 
Besides, the psychological effect of these life changes 
on patients may be stressful, painful and in some cases 
depressive [3]. 
As an attempt to mitigate the negative effects of these 
mental and physical conditions, some solutions were 
already developed. They include wanderers, wheeled 
vehicles and wheelchairs [4]. However, most devices do 
not have rehabilitation as primary goal. 
Despite the early stages of development, exoskeletons 
and exosuits [5] already play an important role in a 
rehabilitation context, as seen in some solutions 
described on literature [6,7]. 
 
Soft Design 
The design, being one of the most valuable 
characteristics, has a direct impact (at different levels) 
on users’ appreciation about the solution  . This explains 
why every design decision must be made carefully. 
It is crucial the design adopted can accommodate some 
natural movements of the user, such as flexion and 
extension, abduction and adduction and/or some 
rotations. In summary, it must allow the appropriate 
degrees of freedom (DOFs) [8]. 
Also, the aesthetic appearance is a very relevant 
consideration. The patient should feel comfortable and 
secure, and that he is using a simple and usable device 
with practical benefits in his life. 
Being a wearable soft solution premises the use of soft, 
flexible and biomimetic materials, such as some 
biocompatible polymers [9,10]. This fact contributes for 
a global solution more adaptable to the user. 
As an example of these concepts, figure 1 represents a 
very early scheme of what could be a soft wearable 
design for the elbow. 
 
Discussion and Conclusion 
Although every important aspect of an exoskeleton or 
exosuit is well known and well described on literature, 
from distribution of weight to safety measures or power 

production and consumption, it is important to keep the 
design development as a whole. 
Having the patient point of view in mind, these devices 
should be perceived as natural body extensions, instead 
of strange and exogenous objects. This aspect may 
become more important than the overall helpfulness of 
the device, if baseline objectives are achieved through 
its usage.   
 

 
Figure 1: Scheme of an elbow exosuit. 
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Introduction 

People with upper limb pathologies usually have 

difficulties to carry out activities of daily living. 

Assistive devices (ADs) can help to improve their 

quality of life by increasing their autonomy and 

facilitating the performance of certain tasks [1]. 

Occasionally, biomechanical deficiencies are 

accompanied with cognitive damages, which may 

hinder the use of the ADs, causing frustration. This work 

uses Eye-Tracker (ET) technology to assess design 

aspects of ADs accountable for their intuitive use with 

the aim of reducing the level of frustration. 
 

Methods 

Sixty subjects participated in an ET study in which they 

were shown images of six models of ADs aimed to open 

jars (Figure 1, top). The research was approved by the 

University Ethical Committee and each participant gave 

his/her written informed consent to take part in the 

study. The six models were selected to cover different 

movements be made in the opening action. The grip area 

and the contact area with the lid in each AD model were 

defined as areas of interest (AoIs) to be tracked by the 

ET. Based on the transmitted information by the device 

through the image and without having previously used 

the product, each subject was asked what kind of effort 

they would make during the jar-opening action (Figure 

1, bottom). The subject had to select the effort from a 

list of six answers: (a) pull, (b) push, (c) turn, (d) clench 

and turn, (e) push and turn, (f) others. After the ET 

study, the subjects were asked if they were familiar (if 

they knew it and/or if they had use it) with any of the 

models observed. 

 
Figure 1: TOP, images used of the six ADs; BOTTOM, 

examples of the image observed by the subject during 

the ET study (Spanish version). 
 

Only one of the answers was considered correct for each 

model, based on customer instructions and tests of use. 

For each AD, the percentage of subjects that provided 

an incorrect answer was calculated. The time of decision 

making by each subject for each AD was also measured 

as the total duration time until clicking the selected 

response. In case a subject had used previously a 

specific AD, the data of this model for this subject was 

discarded for the posterior analyses. For each AD 

model, the time spent observing each AoI was computed 

with the ET. Finally, the percentage of subjects who 

were familiar with the model, but had never used it, was 

also computed. 
 

Results 

Table 1 shows the different results obtained. Models 4 

and 5 show the worst rates of correct effort selection, 

and model 1 the best one. Model 1 shows the smallest 

time of decision making, while model 2 the highest one. 

Model 1 is the only one that is relatively familiar to the 

interviewed subjects. Time spent looking the lid AoI is 

larger in all models than that looking the grip AoI, but 

especially in model 3.  

Model AD1 AD2 AD3 AD4 AD5 AD6 

Wrong (%) 19.3 48.3 48.3 60 58.6 37.3 

Decision Time (s) 

Mean (SD) 

7.42 16.98 12.55 9.81 9.19 11.35 

(5.11) (12.91) (8.86) (6.87) (5.95) (9.93) 

Time grip AoI (s) 1.12 1.94 0.64 0.33 0.24 1.52 

Time lid AoI (s) 1.94 5.30 3.46 3.52 1.99 2.73 

Unknow (%) 52.2 95 91.7 80 87.9 91.5 

Table 1: Percentage of subjects who selected a wrong 

effort, mean (SD) of time of decision making (s), and 

percentage of subjects who did not know each model. 
 

Discussion 

The simplest models (with less elements in their design) 

(1, 4 and 5) require less time in decision making. Model 

1 is the most intuitive one, as it shows the lowest 

percentage of error in the response, and the least time in 

the decision making. Its clothespin shape is familiar, and 

the need of both squeezing and turning has been 

identified by most of subjects. However, these results 

may be influenced by the fact that model 1 is also the 

most familiar to the participants. Simplicity of models 4 

and 5 provided a fast response, but with a high failure 

rate, as the shape of the model only indicates the need of 

turning, but not the need of pushing (there is not any 

signifier [2] in the design asking for pushing on it). 

Models 2, 3 and 6 are the least known models, with the 

highest time in decision making and trying to understand 

their mechanism, but they are moderately intuitive, 

considering that the information transmitted is 

understood by almost 50% of the subjects. The effort is 

better understood in those models where the gripping 

area and the use position are familiar. 
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Introduction 

The transition to autonomous driving brings new 
challenges, but also new opportunities. It enables the 
application of driving maneuvers that respond faster and 

more flexibly than a driver could. In addition, new ways 
are being explored to ensure compliance with safety 
standards and further reduce the risk of injury in traffic 
hazards. Especially in public transport, experiments 
with crash test dummies or crash simulations with 
complex finite element models of the human body 

cannot cover all interesting scenarios for passenger cars 
since both methods do not take into account the active 
movements of the occupants and only consider a very 
short time horizon. Optimal control of multibody 
models is a promising method to address this issue. It 
has been successfully applied to predict various sports 

and lifting tasks [1] [2] involving highly dynamic 
motions and interaction with objects. However, for the 
calculation of long movements, e.g. during a braking 
maneuver that lasts several seconds, a balance between 
model accuracy and calculation time must be achieved, 
which we want to investigate in this work.  

We apply optimal control to predict balance recovery 
motions of a standing shuttle occupant using a handrail. 
Furthermore, we analyze the effect of actuation models 
of different complexity on motion prediction by 
comparing joint torques (T), muscle torque generators 
(MTG), and Hill-type muscles (M). 

 

Methods 

The human is represented by a rigid multibody system 
with 40 degrees of freedom. The different actuation 
models are limited to the arms, since they are the main 
actors in balance control using a handrail. In case of M, 
29 Hill-type muscles [4] (including bi-articular ones) 

actuate each arm. In case of MTG and T, 14 MTG [3] 
and 7 simple torque sources actuate each arm, 
respectively. They neglect the effect of bi-articular 
muscles. The remaining joints are torque-controlled. 
A multiphase optimal control problem using the method 
of [4] is set up that predicts human behavior during a 

shuttle deceleration. The outline of the motion is as 
follows (Fig. 1): After a quiet stance phase, the braking 
profile is applied. A short phase in which the actuation 
of the manikin does not change simulates the reaction 
time of the occupant. In the third phase, it can react to 
the perturbation. The movement ends when the manikin 

is at rest in an upright position again after completion of 
the braking profile. For all three actuation models, the 
applied constraints are identical or comparable with 
respect to the actuation system. 

Results 

The optimized motion of a short braking maneuver with 

model M at shoulder height grip is shown exemplarily 
here (Fig. 2). The braking profile follows that of [5] with 

a maximum braking acceleration of 2
𝑚

𝑠2
. The manikin is 

able to counteract the disturbance. Due to the response 

time, the upper body shifts forward. During the motion, 
a peak hand force of 96 N and a maximum displacement 
of the Center of Pressure (CoP) by 10.3 cm occurs. 
 

Discussion 

The optimized motion could reproduce key 
characteristics observed in recorded balance recovery 
motions. The maximum displacement of the CoP and 
the peak hand force of the optimized motion agree well 
with mean values (9.0 cm and 82.9 N) observed in [5]. 

Furthermore, this approach offers the possibility to 
estimate the effect of different braking profiles for a 
variety of occupant positions with comparably low 
computational effort. This allows defining guidelines 
for braking profiles, which responds suitably to potential 
traffic hazards while ensuring occupant safety. 
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Introduction 

The aim of the project was to experimentally measure  

a load of selected muscle groups on the body of medical 

staff when handling patients in nursing care in bed. 

Based on the identified parameters, optimal procedures 

were designed for medical staff in handled patients in 

bed so that the physical loading on staff is as low as 

possible [1,2,3]. Several procedures have been 

experimentally analyzed to safely lift a lying patient into 

a sitting position. 

 

Materials and Method 

The aim of the project was to experimentally measure 

the selected muscle groups loading on the body of 

volunteers who simulated the handling of a patient in 

bed. Two basic situations were analyzed; the first was 

lay handling, the second was professional handling 

according to recommended procedures in nursing. 

Experimental measurements were realized on 

volunteers who were instructed to perform which tasks. 

The volunteer representing the lying patient was utterly 

passive. The medical staff was instructed on the various 

methods of handling, which they first tested before their 

measurement. 

 

 
Figure 1: Demonstration of the analyzed professional 

handling of medical staff when lifting a patient from 

lying down to sitting. 

 

The Qualisys system with 14 IR cameras was used for 

experimental measurements. The frequency of capturing 

the movement of the markers by the cameras was 25 Hz. 

At the same time, sensors measuring the magnitude of 

muscle intensity using EMG were fixed to the monitored 

muscle groups of volunteers. Three muscle groups were 

selected to analyze: straight abdominal muscles left and 

right, quadriceps femoris left and right, and 

paravertebral muscles left and right. 

 

Results 

The realized experimental measurements obtained 

complete information on the kinematics (trajectory, 

speed, and acceleration) of individual segments of the 

volunteers' bodies. The activation value in individual 

muscles was measured on selected muscle groups using 

EMG. The measured values were related to the 

maximum value of the isometric contraction of muscle 

so that the magnitude of the muscle activation was 

standardized. These values were then compared for 

different types of patient handling. The handling that 

showed the smallest amount of muscle activity for the 

shortest possible time was chosen as optimal.  

 

 
Figure 2: The medical staff demonstrated paravertebral 

muscle activity (left side) when handling the lying 

patient to sitting. The blue line is a layman's, and the 

orange color is a professional design. 

 

Discussion and Conclusion 

Based on the realized experimental measurements, the 

procedure of handling with the lying patient was set so 

that the selected muscle groups of the medical staff were 

loaded as low as possible. The measurements were 

realized on a relatively small group of volunteers (n=5); 

however, the obtained results have the same trends for 

each. Therefore it was possible to determine a suitable 

procedure for patient handling. 
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Introduction 

The development of peripheral neuropathy, peripheral 

vascular disease, loss of skin sensitivity and plantar 

overpressure leads people with diabetes to an increased 

risk of developing foot ulceration. Foot ulceration in 

diabetics can cause some form of amputation, either of 

just a few toes or even the entire foot [1]. One of the 

factors that leads to ulceration is frequent and repetitive 

high pressure in the same areas of the foot. The constant 

monitoring of pressures in high-risk ulceration areas is 

critical to prevent their formation. Nowadays there are 

several commercial systems to monitor in-shoe plantar 

pressures as well as measuring motion characteristics. 

At the same time, plantar in-shoe pressures monitoring 

is also an extensively explored topic in scientific 

literature [2]. Although with a lower prevalence, in-shoe 

upper pressures are also a concern mainly due to the lack 

of scientific evidence to establish ulceration thresholds, 

in a similar way as done for plantar pressures [1]. 

In this paper, we describe some results obtained with a 

system developed to monitor plantar and upper 

pressures incorporated in a shoe specifically built for 

diabetic patients. 

 

Methods 

The system developed to monitor foot pressures (upper 

and plantar) was defined considering the critical 

locations for foot ulceration, as defined in literature, 

which will be the sensors positions. The adopted 

technology was based on Force-Sensitive Resistors 

(FSR) sensors and the data acquisition system was based 

on an ESP32 development kit. Plantar pressures 

measurements were achieved selecting 8 specific 

sensors from a commercial pressure insole. Upper 

pressures were measured with 4 FSR (FSR 402, 

Interlink Electronics) sensors integrated in the upper 

shoe, as indicated in Figure 1. 

 

 
Figure 1: FSR location (a) and FSR inside a textile to 

attach in the upper shoe (b). 

 

With both sensing layers integrated inside the shoe, the 

chosen testing procedure was based on the same 

participant walking approximately 20 meters in a flat 

surface, with the instrumented shoe in the right foot, 

during several gait trials. The obtained data was sent to 

a PC application. 

 

Results 

The gait was characterized by a total of 18 right steps, 

with a gait cycle of 1,03 s and a cadence of 116,8 steps 

per minute. The results obtained allowed us to plot the 

graph in Figure 2, which shows the sum of plantar and 

upper pressures during gait. The average maximum 

values for plantar and upper pressures are 363±29,5 kPa 

and 51,1±17,1 kPa, respectively, representing a ratio 

upper/plantar pressure of 14%. The maximum values for 

each dorsal sensor are presented in Table 1. The upper 

pressure average minimum values were 10,1±8,1 kPa. 

 

 
Figure 2: Sum of plantar pressures (8 sensors) and sum 

of upper shoe pressures (4 sensors) during gait. 

Table 1: Maximum pressure detected in upper sensors. 

 

Discussion 

From the analysis of Figure 2, we can verify that a 

maximum of the summed pressures in the dorsal area of 

the foot precedes the maximum of the summed pressures 

in the plantar zone, while the minima occur at the same 

instant as the plantar maxima. The upper pressure values 

obtained are according to the other authors [3]. 
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 S1 S2 S3 S4 

Pressure (kPa) 35,6 30,4 17,6 21,2 
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Introduction  

Link-based lower limb exoskeletons tend to be heavy, 

mostly use direct actuation (placing actuator directly at 

the joint), and thus result in inertial vibration due to 

induced inertia. Actuating joints via cable can overcome 

these problems. Furthermore, the exact alignment of the 

joint with the actuator end is no longer required [1]. 

However, the cables can be routed in various ways. In 

this study, we compare the performance of three cable 

and four cable-driven exoskeletons. 

 

Methodology 

A generalized framework for the assessment of cable-

driven exoskeleton has been proposed in our recent 

study [2]. The framework assumes limb as rigid links of 

equivalent masses and inertias. The reference healthy 

Gait data is taken from the Fukuchi et al. dataset [3] with 

a time of 3.5 seconds. Different possible configurations 

of 3 and 4 cables are selected for analysis (shown in 

Figure 1). 
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Case 1 Case 2 Case 3 Case 4 

Figure 1. Three and four cable-driven models [Case 1: 

4 Cable configuration, Case 2: 3 Cable with spring 

attached to the long cable at shank cuff, Case 3: 3 Cable 

configuration, Case 4: 3 Cable with long cable routed 

via the thigh cuff] 

 

The maximum and minimum allowable cable tension is 

set to 100N and 7N to ensure the tension is within the 

desired range and always taut. The cable is driven using 

motors (assumed specification of 5 Nm torque at 420 

RPM speed with pully of 5 cm radius. The spring 

attached to the 3 cable configuration is allowed to slide 

along the shank with a spring and damping constant of 

500N/m and 10 N-s/m. The models have been simulated 

for two Gait Cycles.  

 

Result and Discussion 

The trajectory in all the cases has successfully been 

tracked to the reference trajectory. Case 2 and 3 failed 

to meet the specified motor characteristics. Case 4 

tracked the trajectory within specified motor 

characteristics, however, required higher cable tensions 

(in Figure 2) and induced much higher compressive 

force on the knee joint than 4 cables. Thus, the 4 cable-

driven exoskeleton is a preferable design candidate for 

given motor constraints and exertion of compressive 

forces. 

 

 
Figure 2. Cable Tensions in each case 

 
Figure 3. Required Motor Torque-Speed  

 
Figure 4. Compressive Force due to Cable on the Joints 

 

In Figure 3 and 4, Red, Green, Blue, and Black 

represents cases 1 to 4 respectively. In Figure 3, the solid 

line, dashed line, dot line, and the dash-dotted line 

represents motors 1 to 4 respectively in each case. The 

shaded zone is the feasible zone for a given motor 

configuration. In Figure 4, the Solid and dash lines 

represent Hip and Knee joints respectively. 
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Introduction 

Exoskeletons are robotic devices that are coupled in 
parallel with a joint. Hope has been put in using 
exoskeleton for rehabilitation of patients after a neural 
or muscular injury. These injuries can affect groups of 
synergistic muscles or even individual muscles. 
Unfortunately, exoskeletons and their controllers are 
designed to assist at the joint level thus affecting the 
whole groups of muscles crossing the assisted joint. 
Being able to assist only a targeted muscle or a sub-
group of muscle could open the way to precision 
rehabilitation using exoskeletons.  
 
Method 

We integrated a personalized real-time 
neuromusculoskeletal (NMS) model [1] with an ankle 
exoskeleton. In a previous study, we used the computed 
joint torque multiplied by a gain as a control command 
to the exoskeleton [2]. Since, in this study, we wanted to 
target individual muscle and not a joint complex, we 
approached that by directly using individual gain (𝐺𝐺𝑚𝑚) 
for each computed muscle force (𝐹𝐹𝑚𝑚) and then projected 
it at the joint level by multiplying it by the muscle 
moment arm (𝑟𝑟𝑚𝑚) to compute the assistance torque (𝜏𝜏𝑎𝑎) 
(eq. 1). 
𝜏𝜏𝑎𝑎 =  (𝐹𝐹𝑚𝑚 × 𝐺𝐺𝑚𝑚)𝑟𝑟𝑚𝑚  (eq. 1) 
Two tests were conducted on one subject during walking 
(0.7 m/s) on a treadmill with an ankle exoskeleton. The 
first test consisted of using a fixed muscle gain (0 for the 
non-targeted muscles and positive gain  for the targeted 
muscle). The second test consisted on finding a set of 
muscle gains (one different gains for all considered 
muscles in the NMS model) that reduce EMG level for 
a  targeted muscle using an online optimizer. The 
CMAES optimizer was used and the averaged EMG 
changes in respect with pre-optimization level 
computed over 50 steps was used as the objectives 
function. The goal of both experiments was to reduce 
electromyograms (EMG) level of the targeted muscle 
while having the EMG of non-targeted muscle being 
kept at their level pre-assistance. 
 
Results and Discussion 

 

Figure1: EMG reduction for constant assistance (test 1) 
with the Gastrocnemius Lateral as a target. 

 Results showed that reduction of the Gastrocnemius 
Lateral (GL) EMG with minimal change on other 
muscles was possible. In Fig. 1, results for the first test 
showed that the basic concept of using individual gain 
for each muscle allows for the reduction of muscular 
control level (EMG) of individual muscle with minimal 
change in other muscles. What we can also see is that 
the effect on the targeted muscle is not immediate but 
take around 50 steps to adapt to the new assistive 
condition. In Fig. 2, results for the second test showed 
also the possibility to reduce EMG level on only one 
muscle using online optimization. At the end of the 
optimization, the assistance was turned to zero and 
interestingly, EMG level of almost all muscles did not 
return to their initial value pre-optimization. 
 

 
Figure 2:  EMG reduction after optimization (test 2) 
with the Gastrocnemius Lateral as a target. 

Those results are encouraging but tests on additional 
subjects need to be carried out to confirm those results. 
Effect on other muscle and combination of muscle also 
needs to be conducted. It was previously shown that the 
Triceps Surae muscles may have limited common drive 
[3], which show the possibility to work on other muscle 
of the ankle. A better understanding of how individual 
muscles adapt to external mechanical stimuli is also 
needed to better optimize the assistance, as seen in Fig. 
1 quite a large number of steps are required for reduction 
of EMG level which makes the overall optimization 
process long. A better understanding of the effect of the 
optimization is also desirable to explain why muscle 
activation pattern does not return to their initial pre-
optimization value. This may mean that the original 
objective of the optimization is attained but other 
undesirable effects (other than EMG level change) are 
also in play in other muscles. 
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Introduction 

To simulate the human driver in early stages of product 
development, digital human models (DHM) are widely 
used in automotive industry. Detailed finite element 
(FE) models of the human body are used to simulate the 
highly dynamic impact and resulting injuries in the 
human body in crash scenarios [1]. DHM based on 
multibody system (MBS) kinematics are widely applied 
in driver accessibility and ergonomic evaluation studies 
[2]. These types of models are only used in (quasi-)static 
scenarios, where the car is stationary or traveling at a 
constant speed. In dynamic driving maneuvers like 
cornering, sudden braking or lane change and pre-crash 
scenarios, neither FE nor simple MBS kinematic models 
are applicable. On one hand, FE models are 
comparatively difficult to control and the scenario 
durations are too long. Simulation times for dynamic 
driving maneuvers are in the range of seconds, while in 
crash simulations only milliseconds are computed. On 
the other hand, purely kinematic MBS models are not 
able to take dynamic loads and contact forces into 
account. Furthermore, the motion generation is 
complicated, because these models are usually based on 
forward or inverse kinematics. 
 
Methods 

In this work, we will present an approach for the 
enhancement of a multibody based DHM to generate 
human like motions for a dynamic driving simulation. 
The human is modelled as a multibody system, where 
the limbs are rigid bodies and connected via joints. As 
basis for this the bones of the FEM model THUMS [1] 
are used. The joint positions and orientations are 
adopted from the PIPER project [3]. This approach 
enables us to easily transfer results from the multibody 
simulation to the FE model and vice versa. An optimal 
control algorithm, which is able to handle opening and 
closing of contacts, is developed in order to generate the 
dynamic human motion. Joint torques are used to 
control the manikin. This approach has already been 
successfully applied to simulate dynamic motions of 
workers [4,5]. This approach is enhanced to be able to 
handle dynamic interaction with the car seat. Therefore, 
forces are introduced, which depend on the relative 
position and orientation of the bones of the multibody 
system and the seat. This force is based on pre calculated 
simulation with the THUMS model. 

 
Figure 1: THUMS based MBS model with 
corresponding coordinate systems at the joints based on 
PIPER 
 
Results 

At the conference we will show first results of an easy 
sit in process. The manikin is falling into the seat and 
come to a resting position due to the interaction with the 
seat and its internal control. Figure 1 visualizes the 
DHM in start position. 
 
Discussion 

The approach presented in this work enables the use of 
data generated by FEM simulations in MBS. And vice 
versa the simulation results e.g. posture prediction of the 
active DHM model can be easily transferred to the 
THUMS model, due to the use of standardized 
coordinate systems from PIPER.  
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Introduction 

The mandible is the second most frequently fractured 

bone of the face, with common causes being violence, 

car crashes and sports [1]. The weakest section of the 

mandible is the angle because there is an abrupt change 

in direction between the body and ascending ramus in 

both the sagittal and transverse planes, resulting in the 

involvement of the mandibular angle in jaw fractures in 

up to 28.5% of cases. The treatment of a mandible 

fracture is traditionally done with a bioinert fracture 

fixation plate. However, biodegradable implant 

materials have significant advantages over bioinert ones 

when it comes to a need for second surgery, the 

occurrence of stress shielding and the presence of metal 

artifacts on medical images. While there are three 

popular biodegradable metals (Mg, Zn and Fe), the 

focus of this study was only on WE43 (Mg alloy) 

because it shows a suitable biodegradation rate to 

support the regeneration of bone [2]. When the 

biodegradation rate of the implant material is well 

adapted to the tissue regeneration rate, the healing 

process can be optimally supported while the tissue is 

gradually being exposed to an increasing portion of the 

loading. The specific type of fixation considered here is 

shown in Fig. 1. This is called the ‘miniplate fixation 

technique’, also known as ‘semi-rigid’ or ‘functionally 

adequate fixation’, and causes the plate to be under 

tensile loading when mastication forces are applied [1]. 

Fig. 1 also shows the jaw plate that was used in the 

simulation of the biodegradation and the mechanical 

behavior. 

 

 

Figure 1: Miniplate fixation by AO Foundation (left) 

and model for the simulation of biodegradation and 

mechanical behavior (right) 

 

Materials and Methods 

The simulation of the biodegradation of the jaw plate 

was performed by Barzegari et al. [2]. Their model 

solved a set of partial differential equations derived from 

the chemistry of biodegradation, capturing the oxidation 

of the metallic part, changes in pH, and formation of a 

protective film on the surface of the implant, slowing 

down the rate of degradation. Moreover, to track the 

geometrical evolution of the implant over time and 

compute the mass loss, the model employed a Level Set 

formulation to capture the movement of the 

environment-implant interface. The output of the 

degradation simulation was then used as an input to the 

simulation of the mechanical behavior by performing 

tensile tests in a finite element environment on the jaw 

plate models with different amounts of biodegradation 

(Abaqus 6.11, Dassault Systèmes, USA). An 

explicit/dynamic type of analysis was used to allow for 

material failure to be modeled. The mechanical behavior 

of the plate was then compared to the loads occurring in 

the mandible during mastication. For this, a time-

dependent estimation was made by applying beam 

theory to the mandibular body and the jaw plate. These 

calculations were performed in MATLAB 2020b 

(Mathworks, USA) and took into account the geometry 

changes over time of the jaw plate as a result of 

biodegradation and the changing material properties of 

the cortical and trabecular bone during the bone healing 

process. The magnitude and positioning of the 

mastication load, as well as the geometry of the 

mandible, were extracted from literature [3]. 

 

Results and Discussion 

The results are shown in Fig. 2. The biodegradation rate 

was initially higher, but decreased to a constant as the 

protective film was formed. The strength of the jaw plate 

under tension decreased with the degradation of the 

implant material, but it remained higher than the tensile 

loading on the jaw plate for the simulated amount of 

time. It can therefore be concluded that the mechanical 

properties of the WE43 jaw plate sufficed in supporting 

the bone healing process of the mandible fracture. 

Figure 2: Results for the strength of, loading on and 

biodegradation of the jaw plate 
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Introduction 
Patient satisfaction after total knee arthroplasty (TKA) 
ends nowadays still with up to 20 % unsatisfied patients 
and implant position during operation influences the 
knee movement and therefore is one key factor for a 
natural knee movement and a satisfied patient. During 
implementation of TKA, the posterior tibial slope (PTS) 
is one of the most important factors to pay attention to. 
The PTS has an influence on the kinematics of the knee 
joint (1,2). The different design variants of the TKAs 
also imply an adaptation of the PTS due to the coupling 
degree. So far, there is hardly any literature with 
recommendations for the PTS in a medial stabilized 
(MS) prosthesis (3). The aim of the present study was to 
investigate the influence of different PTS on a prosthesis 
with MS design with respect to femorotibial kinematics. 
 
Method 
Seven fresh frozen human specimens were used and a 
MS prosthesis with 0°, 3° and 6° PTS were tested within 
the same cadaver for a direct comparison. After testing 
the 3° PTS, a custom-made plate was positioned under 
the inlay to compensate for the initial 3° PTS and thus 
represent a 0° PTS in the same specimen. Lastly, for 
another test, a plate was inserted that increased the initial 
3° PTS by an additional 3° to produce a 6° PTS. After 
implantation, weight-bearing deep knee flexion (30-
130°) with an experimental knee rig was performed and 
kinematics were  analysed. 
 
Result 
All PTS resulted in femoral rollback. With a 3° PTS, the 
desired medial rotation point could be achieved better as 
with the other variants. With increasing PTS, the tibia 
was shifted more anterior on the lateral side. No 
difference according to the tibiarotation could be found 
for the different PTS variants. All PTS lead to an internal 
rotation of the tibia. 
 
Discussion 
The most important findings of the present study was 
that a 3° PTS showed the least deviation from the native 
situation and a desired medial rotation point compared 
to the different PTS variants especially in lower degrees 
of flexion. However, a continuous femoral rollback on 
the lateral site and tibial internal rotation were observed 
in all PTS variants for the medial stabilized TKA design. 
According to our findings, we recommend a PTS of 3° 
when implanting the MS prosthesis used in this study. 
 

 
Figure 1: Mean values and vertikal/horizontal standard 
deviation of medial and lateral femoral condyle points 
for a. 0° PTS for 30-50° flexion, b. 0° PTS for 50-120° 
flexion, c. 3° PTS for 30-50° flexion, d. 3° PTS for 50-
120° flexion, e. 6° PTS for 30-50° flexion, f. 6° PTS for 
50-120° flexion 
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Introduction 

Currently, biomechanical studies implement expensive 

devices, technology, and specific places to realize 

different analysis. Therefore, people have limited access 

to these elements, reducing their interest in the 

opportunities and impact that these studies can have in 

their daily life [1]. This study aimed to develop an 

approach of a low-cost capture system to realize 

biomechanical analysis of human joints with the same 

precision as the conventional methods in outdoor 

activities.  

Methods 

The capture system was designed from elements of the 

Arduino system, such as: inertial sensors (MPU9250) 

and a microcontroller (ESP-32). Initially, this strategy 

was evaluated by using an artificial arm that allowed to 

simulate a human joint, such as the knee or elbow (Fig. 

1B). It is important to mention that before using the 

sensors, it was necessary to perform a calibration, which 

was done using libraries of the Arduino software. The 

collected acceleration data were converted to angle 

using the formula shown in Figure 1A [2-3]. Different 

tests were performed, which consisted of raising the 

artificial arm to different amplitudes a certain number of 

times. The validation of the system was done by 

comparing the experimental data with those yielded by 

the XSens-dot and Kinovea system for the same tests.  

 
Figure 1. Quantification method for the joint angle evaluation. A) 

Angle equation with the measured accelerations [2-3]. B) 

Experimental design of a joint with the sensors and their respective 

axis. 

Results 

 
Figure 2. Tests analysis performed in Kinovea. A) One arm rise until 
90º. B) Three arm rises until 90º. C) Five arm rises increasing 

amplitude until 90º.  

Figure 2 shows the analysis performed in Kinovea of the 

validation tests for system that was built. Furthermore, 

Figure 3 illustrates the graphic results of the validation 

tests. Herein, can be seen the similarity between the 

developed system and current methods that were 

selected as the point of comparison. Nonetheless, there 

is a displacement in time of the created system in 

comparison with the current methods. Finally, there is a 

reduced amount of data in the created system, making it 

more discontinuous that the other methods.  

 
Figure 3.  Results obtained for our method and its comparison with 

conventional methods. A) One arm rise until 90º. B) Three arm rises 
until 90º. C) Five arm rises increasing amplitude until 90º.  

Discussion 

The results obtained demonstrate that the low-cost 

system developed can deliver results similar to 

traditional methods used in the evaluation of motion 

analysis in indoor laboratories. Current methods are 

around thousands and even millions of dollars. In 

comparison, the cost of our system is less than one 

hundred dollars. This is a considerable reduce that will 

help the researchers that use the system developed in this 

study to perform biomechanical analysis and studies 

with a precision really close to current methods. There 

is not a quantitative comparison method since the 

recollected data is less than the current methods. The 

cause of this was that the sample rate was not 

established. Also, the proposed system has different 

problems related to the hardware, because it has a high 

sensor-microcontroller relation (1:1), that could be 

optimized but it will result in many issues related with 

the calibration of the sensors, causing errors in the raw 

data that will be recollected.  
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Introduction 
An intracranial aneurysm is an anatomical anomaly 
resulting from a residual and structural deformation of 
the wall of a cerebral artery. The estimated prevalence 
of unruptured intracranial aneurysm is 2-5 % in the 
world population [1]. Scores exist to assess the risk of 
rupture [2], but no quantitative information on the 
biomechanical state of the aneurysm wall is considered, 
a parameter that is yet predominant in the mechanisms 
of aneurysm rupture.  
In this context, we have developed an original  device to 
measure in vivo the mechanical behaviour of the 
aneurysmal wall and predict the risk of rupture. This 
work deals with the calibration of the device on 
polymeric phantoms, which is the necessary stage 
before testing on animal model. 
 
Materials and Methods 
Three saccular intracranial aneurysms phantoms 
representing a bifurcation of the circle of Willis were 
3D-printed by stereolitography. For calibration purpose, 
dimensions of the phantoms were deliberately not 
biofidelic: the arteries have a diameter of 8 mm and a 
thickness of 600 µm, while the aneurysm has a diameter 
of 16 mm and a thickness of 400 µm. Concerning the 
mechanical stiffness, Young’s modulus of phantoms is 
1.57±0.13 MPa. The phantoms were fixed in a tank and 
a fluid flow of 500 ml/min was controlled using a pump 
as well as flowmeters at the artery inlet and at both 
outlets. The device, connected to a syringe pump, was 
then inserted into the aneurysm in order to stress the wall 
with physiological fluid at a flow rate between 0 and 150 
ml/min.  
The aneurysmal domes were speckled in order to use a 
stereo-correlation system allowing the collection of the 
displacements as well as the strains generated by the 
experimental probe. Acquisitions of 45 s at 3 Hz (135 
images) were recorded with a load of 6 s (18 images) at 
150 ml/min in order to observe the maximum strains and 
displacements generated by the device in the pulsation 
area. 
 
Results and Discussion 
For the three samples, we consider the point of pulse 
impact on the aneurysm wall, and we compare the 
repeatability for the strain norms obtained. 

For the same aneurysm wall thickness and the same 
Young’s modulus, the strains tensor norm are 
comparable and have been observed in Figure 1. 

 
Figure 1: Strains tensor norm at the point of pulse 
impact on aneurysm wall on three printed polymeric 
phantoms. 
 
Actually, for the Phantom 1, we obtained for the 6 s of 
pulsation a mean value of 0.0076±0.0008, for the 
Phantom 2 a mean value of 0.0060±0.0003 and for the 
Phantom 3 a mean value of 0.0084±0.0016. 
 
Conclusion 
On phantoms of significant elasticity, the strains 
generated by our stress device are repeatable and of the 
same order of magnitude. The differences can be caused 
by different parameters such as the printing resolution, 
the angle of solicitation of our system or the exact 
solicitation distance to the aneurysmal wall. 
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Introduction 

Nowadays employment of dental resins of different 

types has become a standard procedure. Providing a 

complete characterization of their mechanical behaviour 

is mandatory to improve their characteristics, design, 

and usage. In this study we applied the nanoindentation 

technique to obtain experimental data to be fitted. Then, 

a genetic algorithm combined with a gradient algorithm 

were applied to find the best set of the mechanical 

parameters that characterize the Burger model in series 

with a frictional element (figure 1), able to predict the 

nanoindentation process [1]. Furthermore, with this 

approach one type of test permits to obtain mechanical 

parameters useful to characterize the viscoelastoplastic 

response of these materials. 

 
Figure 1: Lumped parameter system used to predict the 

viscoelastoplastic behavior of the analysed cements. 

 

Materials and methods 

Three different commercial cements were tested, i.e., 

two temporary cements Temp Bond and Telio C.S. and 

the Harvard cement, the permanent one. Cement 

samples were produced following the manufacturing 

guideline, embedded into epoxy resin, cut and, fine 

polished. All tests were performed with the 

Nanoindenter XP equipped with a diamond Berkovich 

indenter. The nanoindentation curves were 

characterized by a loading phase, and a holding phase of 

5 s before the onset of the unloading phase. Different 

loading condition were explored imposing 4 values of 

strain rate: 0.5; 1: 5; 10 s-1 during the loading and 

unloading phase. The tests were performed in load 

control imposing a maximum load value of 10 mN. A 

total of 40 nanoindentation tests were performed for 

each cement and strain rate value. However, only few 

representative curves were analysed for each condition 

and cement.   

A number of 15 sets of the initial parameters were 

randomly generated and, for each set an iterative 

application of a genetic algorithm and gradient 

minimization approach were applied. The convergence 

criteria were: (1) a value of the cost function lower than 

0.0001 (2) or the number of iteration equal to 100. For 

each iteration 104 generation were created through the 

genetic algorithm refining then, the solution with a 

gradient algorithm. As stated in the work of [2,3] only 

the loading and holding phase (where the contact area 

increases) ca be analysed. 

 

Results 

Representative results of the fitting procedure were 

reported in figure 2. Although the behaviour of the 

cement at the microscale strongly depends on the strain 

rate, as highlighted by the displacement registered 

during the loading and holding phase, the model was 

able to fit both the examined phases of the 

nanoindentation process. 

 
Figure 2: Representative curves of fitting process 

obtained for the Telio C.S. cement, imposing 4 values of 

strain rate  

 

Discussion 

Performing the tests with a constant strain rate, implied 

the use of an input loading curve that follows an 

exponential law over time, making it necessary to fit the 

experimental curves through a Burgers model [3] in 

series with a frictional element. Indeed, the elastic and 

viscous behaviour can be properly explained by the 

spring and dashpot in the maxwell model; whilst the 

Kelvin Voigt model and the frictional element take into 

account respectively the viscoelastic response and 

dissipative phenomena, related to the plasticization, of 

the cements.    
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Introduction 

Marker-based 3D motion analysis are being used to 

study the human musculoskeletal system [1]. In theory, 

it is also possible to record and calculate smaller 

movements, such as those of implants or osteosynthesis 

material. Regardless of the application, special markers 

or rigid body marker sets are required for this, which are, 

unfortunately, only available in certain sizes. The aim of 

our study was to produce comparable marker sets for 

different applications and to validate them against 

commercially available marker sets. Such custom-made 

solutions would have clear advantages in terms of 

economic efficiency and quick and easy research-related 

adaptations to the respective test setups and specimens. 

 

Methods 

The customized marker, designed in a CAD (Creo 

Parametric, PTC) system, were manufactured on a fused 

deposition modeling 3D printer (i3 Mega, Anycubic). 

For comparison with a commercially available marker 

(ReferenceCom), a marker of similar dimensions 

(MarkerBig) and a smaller marker (MarkerSmall) were 

used. The reflective layer on the marker sphere was 

created in a novel customized dip-coating process. The 

MACH-1 (Biomomentum Inc) measuring machine with 

three translational stages (resolution accuracy: 0.1-

0.5µm) was used for validation (Figure 1). To do so, two 

series of five consecutive cycles each between 0 and 

10mm translation were performed in x and y direction. 

The accuracy (1) of the translation was evaluated 

according to Stüssi and Müller [2]. An OptiTrack 

system (NaturalPoint Inc) was used as 3D motion 

analysis system. The evaluation of the translation was 

performed in a self-developed MATLAB (The 

MathWorks, Inc) script. 

 

 Accuracy 𝛼 =  √
1

𝑚−1
 ∑ (�̅�𝑖 −𝑚

𝑖=1 �̅�0) ²           (1) 

 

With �̅�𝑖 average Optitrack values at gridpoint 𝑖 and �̅�0 

average measuring machine values at gridpoint 𝑖, m 

represents the number of datapoint plateaus. 

 

Results 

Accuracy evaluation was performed in two translation 

planes (Figure 1, C). In the x-direction, the small marker 

obtained an accuracy of 2.54µm, the large one 5.01µm 

and the commercially available one 3.62µm. In the y-

direction, on the other hand, the accuracies were slightly 

lower, with 14.34µm for the small marker, 23.92µm for 

the large marker and 7.92µm for the original marker 

(Figure 2). 

 

 

 

 

 

 

Figure 1: (A) Test setup with 3D motion 

analysis system and adapted markers on the measuring 

machine. (B) Recording from the analysis software. (C) 

Commercially rigid body marker set (KS1, left) and a 

small custom-made rigid body marker set (right). 

 

 
Figure 2: Accuracy analysis comparing three different 

rigid body marker sets in x/y-direction with 10mm 

displacement. 

 

Discussion 
 

The results of our study suggest that custom-made, 

accurate marker sets can be quickly and easily produced 

with conventional 3D printer. Further, with the here 

introduced rigid body marker sets, it is possible to adapt 

them to specific specimens’ sizes without influencing 

them by their own weight and moment of inertia. This 

could be used, for example, to track and evaluate the 

position and orientation (six degrees of freedom) of 

bone fragments as rigid body elements within a fracture. 

The accuracy of the customized marker sets shows 

promising results comparing to commercially available 

marker sets. However, further studies are required to 

check also the accuracy of the markers along the 

rotational axes. 
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Introduction 

The stability of bone reconstructions following joint 

fractures is critical in recreating appropriate articular 

surfaces for a well-functioning joint. It is often unclear 

how screws and implants shall be positioned for a 

specific case and outcomes heavily depend on the 

surgeon’s experience. 

Knowing the effects of screw positioning on construct 

stability is expected to be beneficial for achieving bone 

union and recreation of stable joint articulation. 

Our hypothesis is that the stability of bone fractures 

depends on various patient factors, including specific 

fracture patterns and bone quality, and that individual 

screw positioning for each case is critical to achieve a 

stable reconstruction of bone and joint. 

 

Methods 

6 fresh ovine tibias were harvested, and systematic bone 

cuts were applied, representing a common fracture 

pattern. Specifically, a unilateral shear fracture of the 

medial tibia plateau was imitated (Figure 1). All 

specimens were reconstructed with 3 titanium screws 

(⌀3.5 mm). In 3 specimens the screws were positioned 

perpendicular to the outer bone surface and in the other 

3 specimens the screws were positioned perpendicular 

to the cut surface of the bone fragment. 

 
Figure 1: Setup of biomechanical testing, including an 

ovine tibia cemented in a PMMA potting and load 

application through a mechanical testing machine. 

 

Each bone was cemented with PMMA into a fixture for 

testing with a mechanical testing machine, using a 10 

kN load cell (Instron E10,000; Instron, Norwood, MA, 

USA), (Figure 1). Each specimen was preconditioned 

with cyclic loading at 2 Hz between 10 N and 50 N, 

followed by quasi-static load increase until failure of the 

sample (0.06 mm/s) [1]. At 375 N and 750 N the load 

was held for 10 s, allowing for specimen evaluation. 

Results 

Our findings showed that the displacement of loaded 

bone fragments for a given force is variable depending 

on the screw positioning, as well as between specimens. 

 

Load \ Screws Bone-oriented Cut-oriented 

375 N 0.6 - 1.3 mm 0.5 - 1.4 mm 

750 N 1.5 - 2.8 mm 1.5 - 3.1 mm 

Table 1: Displacement range of 2 load & screw options. 

 

This resulted in a variation of construct stiffness and 

further, differences in the linear (elastic) force-

displacement region (Figure 2). 

 

 
Figure 2: Force-displacement curves of 6 ovine tibia 

reconstructions under mechanical loading, with two 

fixation methods (orange: screws perpendicular to bone 

surface vs. blue: perpendicular to cut surface). 

 

Discussion 

Considering the goal to achieve maximum stability in 

the treatment of joint fractures, displacements beyond 4 

mm were considered irrelevant. The displacement of the 

reconstruction with the lowest stiffness was increased 

up to 3-fold over that of the highest construct stiffness. 

Based on this pilot study, we suggest that achieving 

biomechanical stability of bone reconstructions is case-

dependent with a substantial effect of screw positioning. 
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Introduction
Cortical bone strenght is multifactorial [1], in principle
depending  on  composition  (mineral,  proteins)  and
microstructure.  The  relative  importance  of  these
different factors is not fully elucidated, in part because
of  the  limited  precision  of  the  methods  of
characterization  and  the  limited  availability  of  bone
specimens.  In  this  communication,  we  report
experiments  conducted  on  cortical  bone  samples  to
evaluate  compression  strength,  anisotropic  elastic
properties,  microstructure,  and  composition.  The
objective was to elucidate the main factors determining
strength variations among the different specimens. The
relationships between elastic properties, microstructure
and  composition  for  the  same  specimens were
previously reported in [2]. 

Method
We  used  femur  bones from  29  human  donors   (16
women,  13  men,  mean  age  (SD)  77.8  (11,4)).
Specimens of  nominal size 3×4×5mm3 obtained from
the  mid-diaphysis underwent  uniaxial  compression
until failure at a strain rate of 0.1/s, immersed in saline
at  37 °C,  to  assess  maximal  stress  (strengh).  Before
mechanical testing,  the vascular porosity network and
mineral  content  were  assessed  from X-ray  computed
tomography images with isotropic voxel size of 6.5 μm
performed  at  the  European  Synchrotron  Radiation
Facility  (ESRF,  Grenoble,  France).  Fourier
transformed infrared microspectroscopy (FTIRM) was
used  to  quantify  mineral-to-organic  phase  ratio,
mineral  maturity,  crystallinity,  and collagen maturity.
Cross-links  were  quantified  from  biochemistry.
Anisotropic  (transversely  isotropic)  elastic  properties
were  obtained  with resonant  ultrasound spectroscopy
(RUS). Multivariate regression analysis was conducted
to  determine  the  factors  explaining  the  variation  of
strength. Micro-finite element simulations based on the
3D  images  were  also  conducted  with  FAIM  (v7.1,
Numerics88 Solutions, Calgary, Canada).

Results
Measured  strengh  varied  between  about  80  and
180 MPa,  porosity  between 2  and  20%,  and mineral
content between 0.95 and 1.07 g/cm3. Porosity was the
major  determinant  of  stength (R2=0.42),  and  mineral
content  explained  a  small  part  of  the  variation  in
addition to porosity (adj-R2=0.45 for the two parameter
model). The variation of the other parameters were not
or weaky associated to variations of strength. Micro-
finite  element  simulations  based  on  the  3D  images
were also conducted, which confirm the major effect of
porosity on strength as observed experimentally.

Discussion
The results are in line with previous studies pointing at
the major role of porosity variations [1,3]  in cortical
bone strength variations, and the minor role of material
composition.  Data  was  obtained  from elderly  donors
without  documented  bone  pathology.  This  study
provides  data  at  the  material  level  to  interpret  the
variations of macroscopic bone resistance and fracture
susceptibility.
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Introduction 

Bone cell population models (BCPM) simulate the 
process of bone remodelling by considering cell 
concentrations and biochemical factors (see Fig. 1). 
However, BCPMs are continuous in time and do not 
account for the spatio-temporal nature of the remodeling 
process, with the latter occuring intermittently and 
sequentially, through so-called BMUs (Basic 
Multicellular Units). BMU remodelling follows: 
activation - resorption - inversion - formation - 
quiescence. In this work, a previously proposed BCPM 
[1] has been formulated into a spatio-temporal model of 
intermittent BMU activation. This model is 
implemented into a Finite Element (FE) code and 
interactions between BMUs are taken into account. 
 

 
Figure. 1: BCPM [1] basis of the proposed model. 
 
Methods 

The new model takes into account the same cell 
populations and signalling factors as the BCPM (Fig. 1), 
but is based on the assumption that differentiation of 
precursors into mature cells can only take place when 
sufficient precursor cells are available (i.e. 
differentiation occurs when the precursor concentration 
exceeds an upper threshold and stops when the 
concentration falls below a lower threshold). This new 
model accounts for the lag between resorption and 
formation processes via TGF-β released from bone 
matrix during osteoclastic resorption. TGF-β 
upregulates apoptosis of osteoclasts, promotes the 
differentiation of pre-osteoblasts, which start to 
accumulate until the upper threshold is exceeded, when 
they differentiate into active osteoblasts. Thus, the lag 
between resorption and formation appears naturally in 
the new spatio-temporal model of BMU remodelling. 
Another important aspect is that remodelling does not 
occur locally and independently in a bone region, but is 
affected by its neighborhood (a sphere of radius R). 

Thus, for a BMU to be activated at a point, 3 conditions 
must be met: 1) the population of osteoclast precursors 
must exceed the activation threshold; 2) this is the point 
of the neighborhood with the maximum concentration of 
precursors; 3) there is no other already active BMU, 
within the neighborhood. 
 
Results and discussion 

Fig 2 shows the temporal evolution (in days) of resorbed 
and formed bone volume in one element. Resorption 
(red) and formation (blue) occur separately, with the 
former being very fast, while formation is slow. 

 
Figure 2: Resorbed (red) and formed (blue) bone 
volume in an element subjected to uniaxial tensile stress. 
 
The average lengths of the resorption, inversion and 
formation phases are shown in the following table and 
compared with the literature [2]. The activation 
frequency of BMUs is 0.05 BMUs/mm3/day, identical 
to that measured in [3]. 
 

Phase Model Literature [2] 
Resorption 22.9 24 
Inversion 7.5 8 
Formation 63.0 64 

Table 1: Average lengths of the phases in days. 
 
Conclusion 

A previous BCPM has been adapted to simulate spatio-
temporal BMU remodelling. The role of TGF-β has 
been shown to play a key role in regulating the lag 
between the resorption and formation phases. 
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Introduction 
Bone is a biological hierarchical nanocomposite, 
combining toughness and strength with a low weight. 
Similar to other complex composites, the hierarchical 
organization of mineralized tissues affects drastically 
their mechanical performance across different scales. 
The elementary building block of bone at the microscale 
consists of arrays of parallel mineralized collagen fibrils 
(MCFs, each 10-300 nm in diameter) embedded in an 
extrafibrillar matrix. Human cortical bone exhibits a 
complex structural arrangement of MCF that may be 
affected by metabolic bone conditions like osteogenesis 
imperfecta or Paget’s disease.  
In this study, we explored the capabilities of nano X-ray 
computed tomography (nano-CT) and quantitative 
polarized Raman spectroscopy (qPRS) for the 
correlative structural and compositional analysis of 
bone. 
 
Materials and Methods 
A cortical bone sample was extracted from the femoral 
neck part of a 52 y.o. female donor with no reported 
metabolic bone diseases. Four freestanding bone 
micropillars (~25 µm diameter, ~55 µm height) were 
fabricated using femtosecond laser ablation (Fig. 1). The 
recently developed qPRS method [1] allowed us to 
collect data on the bone composition and MCFs spatial 
orientation ~5 µm underneath the pillar surface with a 
spatial resolution of ~(0.3 µm)3. Laboratory X-ray 
Zernike phase-contrast tilt series were collected from 
selected volumes of interest up to 20 µm underneath the 
surface with an enhanced 3D resolution of ~(53 nm)³. 
The quantitative local orientation of MCFs was 
estimated after 3D reconstruction and segmentation 
using Arivis Vision4D with machine learning 
algorithms.  

 
Figure 1: Sample geometry and location of the qPRS 
and nano-CT measurements.  

Results and Discussion 
Volumes of interest were located in both osteonal and 
interstitial zones of cortical bone, as was checked with 
the light microscope images before laser ablation. 
According to the nano-CT scans, osteonal bone zones 
exhibited higher directionality of the lacuno-canalicular 
network (LCN) in comparison to the interstitial zones. 
However, MCFs appear to have a consistent orientation 
within the interstitial zones (Fig. 2 A). For the volume 
of interest in the osteonal zone, a clear lamellar-
interlamellar interface was observed with a ~3 µm step 
(Fig. 2 B). Within the intersecting volumes of the qPRS 
and nano-CT measurements [2], the out-of-plane MCFs 
angle discrepancy between the methods was close to the 
error of the qPRS (RMSE = 13°).  

 
Figure 2: A: qPRS map collected atop the interstitial 
bone with marked MCF orientations; B: nano-CT scan 
with MCF segmentation of osteonal bone volume with 
the distinct interlamellar region (*) (adapted from [2]). 
 
Hereby, we were able to resolve the ultrastructural 
organization of bone at the level of MCF bundles at a 
spatial resolution approaching the one of synchrotron 
CT. The gained information was consistent between the 
two techniques and may be used to identify novel bone 
quality biomarkers for clinics, improving bone fracture 
risk assessment in patients in the future. 
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Introduction 

The following paper details the study performed to 

determine mechanical parameters relative to a 

transversal crack propagation in mode I in human 

femoral cortical bone via inverse analysis. In a previous 

work [1], an experimental test was designed to 

propagate a macrocrack in notched segments of femur. 

Results have demonstrated the prominent role of 

cracking in stiffness decrease and residual deformations. 

However, the material anisotropy strongly deviates the 

macrocrack orientation. Then, the test has been 

modified to avoid this effect and force a transversal 

propagation of the macrocrack. A complex but original 

methodology for post-processing the experimental 

results is developed and assessed. The first results 

obtained are presented and analyzed. 

 

Methods 

The experiment consists of a three-point bending 

performed on notched shaft segments of human femur 

(fig.1). The loading, applied with a hydraulic jack, is 

controlled indirectly by the Notch Opening 

Displacement (NOD) measured with an inductive 

sensor. A series of unloading/reloading cycles is 

performed to assess the effect of the cracking process at 

the structural level of the bone segment. A semispherical 

groove is milled on the external surface in the sample 

mid-section to ensure the macrocrack transversal 

propagation (fig.1). Experimental results are expressed 

in terms of curves load vs. NOD. 

 
Figure 1: Three-point bending test. 

 

A “realistic” Finite Element model of the experimental 

setup is performed coupling segmentation methods, 3D 

modelling and meshing tools.  A first simulation is run 

in elasticity considering the value of the Young modulus 

E as the unknown and searching it to fit the experimental 

elastic behavior. In a second step, the compliance 

method is applied to estimate the critical energy release 

rate value 𝐺𝐼𝑐. Several elastic simulations with different 

lengths of a pre-existing equivalent macrocrack are 

again run. Comparing numerical simulations to 

mechanical test results allows the compliance 

calibration and the determination of the crack extension 

resistance curve [2]. 

Results 

Typical bending test results are shown (fig.2a). The 

values of elastic moduli are for specimens 6121G and 

15017D respectively: 14628 MPa and 9380 MPa. The 

obtained R-curves are given (fig.2b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: a) Load vs NOD curves, b) Crack extension 

resistance curves (𝑅𝐺𝐼
 vs. crack length 𝑎) 

 

Discussion 

As a first observation, grooving the samples perfectly 

maintains the crack orientation in the transversal 

direction. The first half of R-curves (fig.2b) show a 

plateau, reached for crack lengths between 2.5 and 

10mm. It corresponds to a crack propagation in the 

medial and lateral bone quadrants only. The 

corresponding values give the bones’ toughness (𝐺𝐼𝑐) in 

these zones (similar to values of the literature [3,4]). For 

longer cracks, sectional geometry and material 

microstructure variations as well as boundary conditions 

modify cracking processes, and significantly influence 

results, making any toughness assessment difficult in 

this area. 

 

References 
1. Tailhan J.-L. et al. (2021). Macrocrack propagation in a 

notched shaft segment of human long bone: experimental 

results and mechanical aspects. Journal of the Mechanical 

Behavior of Biomedical Materials (2021), in reviewing 

2. Erdogan, F. (2000). Fracture Mechanics. Int. Journal of 

Solids and Structures (37):171-183. 

3. Behiri, J. C., & Bonfield, W. (1980). Crack velocity 

dependence of longitudinal fracture in bone. Journal of 

Materials Science, 15(7), 1841-1849. 

https://doi.org/10.1007/BF00550605 

4. Li S. et al. (2013). Analysis of fracture processes in cortical 

bone tissue. Engineering Fracture Mechanics.(110):448-

458. 

a) 

b) 

https://doi.org/10.1007/BF00550605


 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

HYDROXYAPATITE CRYSTAL THICKNESS AND ORIENTATION AT THE 
BONE IMPLANT INTERFACE: SPATIAL AND TEMPORAL EVOLUTIONS 

Sophie Le Cann (1), Elin Törnquist (2), Isabella Silva Barreto (2), Manon Fraulob (1),  
Mariana Verezhak (3), Manuel Guizar-Sicairos (3), Hugues Albini Lomani (1), Hanna Isaksson (2), 

Guillaume Haïat (1) 
 

1. CNRS, MSME UMR CNRS 8208, France; 2. Department of Biomedical Engineering, Lund University, 
Sweden; 3. Swiss Light Source, Paul Scherrer Institut, Switzerland 

 

Introduction 

Bone structure is complex and evolves over time, 
especially during osseointegration, when bone forms 
around and onto an implant surface. Sufficient bone 
ingrowth together with adequate quality, depending on 
its compositional, structural and mechanical properties, 
will condition the long-term stability of the implant. The 
nanoscale arrangement and reorganization is of 
particular interest since a relationship between mineral 
crystals thickness and elastic properties of bone tissue 
has been observed [1]. Thus, characterizing crystal 
thickness around an implant may help to evaluate the 
mechanical properties of the interface. but only little 
work is available [2, 3]. We investigated spatial and 
temporal evolutions of crystal thickness and orientation 
close to a metallic implant using small angle x-ray 
scattering (SAXS); this work has been published [4]. 
 
Methods 

Samples. Eight New Zealand male rabbits had their 
tibiae implanted with a standardized implant model 
(coin-shaped, titanium, Ø5mm, L3mm) composed of a 
flat interface and a chamber for bone to grow into (Fig. 
1 top). After 7 (n=4) and 13 weeks (n=4) of healing time, 
the rabbits were euthanized and samples were embedded 
into PMMA, cut transversally and polished to ~100µm-
thick slices to expose the interface.  
Scanning SAXS was conducted at the cSAXS 
beamline, SLS, PSI, using a microfocus setup with x-ray 
energy of 12.4keV and 100ms exposure time. The whole 
ingrowth chamber and a mature bone region were 
mapped with a pixel size of 5µm and a step size of 5µm.  
Data analysis was conducted using Matlab routines. 
Crystal thickness was calculated from the radial 
integration of scattering intensity (I(q)) profiles and 
orientation from the azimuthal integration (I(ψ)) using 
established protocols [4]. Thickness and orientation 
were averaged in 10µm-thick lines from the interface to 
investigate their spatial evolution. 
 

 
Figure 1: Standardized implant model (top) and crystal 
thickness (T) mapping of newly formed bone after 7 
and 13 weeks of osseointegration. 

Results 

Crystal are thinner in the bone chamber compared to 
mature regions (Table 1). Moreover, within the 
chamber, crystals are thinner after 7 compared to 13 
weeks of healing time (Fig. 1) with a larger variation of 
the thicknesses at 13 weeks. Close to the implant 
surface, crystals are thinner and appear more aligned to 
the surface than further into the chamber. 
 

T (nm) Chamber Mature 
7w 1.79±0.45 2.52±0.31 

13w 2.4±0.57 2.75±0.35 
Table 1: Average crystal thickness (T) in nm of newly 
formed (chamber) and mature bone. 
 

Discussion 

Crystal thickness has been shown to be correlated to 
crystal volume [5] and can thus be used as a 
representative parameter of the evolution of the crystal 
size. The increased thickness with osseointegration is 
coherent with observed increase in bulk bone with 
maturation [1] and the larger spread of values at 13 
weeks may reflect combined processes of bone ingrowth 
and bone remodeling, with both thin crystals being 
formed and large crystals being remodeled in more 
mature regions. Thinner crystals close to the interface 
confirm previous results [2], and could be linked to 
reduced mechanical loading, which is in agreement with 
our model. Further investigation on loaded interfaces 
and mechanical testing could help clarify if thick 
crystals at the interface are representative of higher 
strength. The tendency of crystals to align to the 
interface is consistent with previous results [3], but will 
be further investigated in the bone longitudinal 
direction, where fibers alignment is more pronounced. 
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Introduction 
When large glenoid bone defects exist, the Latarjet 
procedure is the recommended procedure for treating 
anterior shoulder instability. By transferring a section of 
the coracoid process to the anteroinferior side of the 
glenoid, this procedure contributes to anterior shoulder 
stability by three main stabilizing mechanisms: the graft 
acts as a bone block; the conjoint tendon acts as a sling; 
and the lowering of the subscapularis muscle makes it 
work as a hammock [1, 2].  
One key factor affecting the efficacy of the Latarjet 
procedure is the positioning of the graft, especially in 
the medial-lateral direction; however, no objective 
recommendations exist on the best graft placement [3]. 
Considering 3D finite element models of the Latarjet 
procedure, the objective of this study was to investigate 
how shoulder stability and articular contact are affected 
by the medial-lateral positioning of the bone graft. 
 
Methods 
Three-dimensional geometries of the right humerus, 
scapula, and glenoid labrum were generated from the 
male image data of the Visible Human Project. The 
articular cartilages of the humeral head and glenoid cavity 
were modelled in Solidworks (Dassault Systèmes, 
Waltham, MA, USA) based on anatomical studies. The 
conjoint tendon was neglected. To simulate the Latarjet 
procedure, a glenoid bone defect of 20% of the glenoid 
width was simulated, and the distal section of the coracoid 
process was resected and was positioned flush with the 
anterior-inferior surface of the glenoid bone defect, 
according to the instructions of a shoulder orthopedic 
surgeon (C.d.C.A.). Considering this position, hereafter 
denoted as “ML-0mm”, as reference, three additional 
positions were considered by laterally translating the graft 
1.5 mm, 3.0 mm, and 4.5 mm from the ML-0mm position. 
Finite element models were generated in Abaqus 
(Dassault Systèmes, Waltham, MA, USA) for all graft 
positions. The glenoid labrum and articular cartilages 
were modelled as hyperelastic Neo-Hookean materials, 
and the remaining structures were modelled as linear 
elastic materials. For the sake of simplicity, the humerus 
was assumed rigid. The scapula was assigned 
inhomogeneous material properties based on its density 
distribution, estimated from the CT data. 
The interactions between the articular cartilages, the 
glenoid labrum and humeral head cartilage, and the bone 
graft and humeral head cartilage were modelled using a 
frictionless contact formulation. The remaining 
interactions were assumed bonded [4,5].  

Anterior shoulder instability was simulated by 
translating the humeral head anteriorly, under a 50N 
compressive force, until peak anterior shear force was 
reached. To avoid rigid body motion, scapula regions 
near the trigonum spinae and inferior angle were fixed 
in space [6]. Joint stability was evaluated as the ratio 
between the shear and the compressive components of 
the glenohumeral joint reaction force [3]. 
 
Results 
The bone block effect of the Latarjet procedure 
increased shoulder stability only for the ML-3.0mm and 
ML-4.5mm positions (Figure 1).   
 

 

 
In the ML-0mm and ML-1.5mm positions, the humeral 
head cartilage never contacted the bone graft. In the 
remaining positions, peak contact pressures surpassed the 
failure stress threshold of articular cartilage, assumed 
29.5 MPa, especially in the ML-4.5 mm position. 
 
Discussion 
Considering shoulder stability and articular contact 
pressure, preliminary results suggest the best placement 
of the graft to be between the ML-1.5mm and ML-
3.0mm positions. Since the conjoint tendon was 
neglected, the evaluation of shoulder stability assumed 
only the bone block effect of the Latarjet procedure. 
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Introduction 

The complex 3D micro- and nanostructure of bone 

makes the characterisation of in situ loading 

environment in the extracellular matrix (ECM) very 

challenging. Here, we use the unique technical 

capacities of the new Dual Imaging and Diffraction 

(DIAD) beamline at Diamond Light Source to obtain 

proof-of-concept results toward addressing this 

question. The ECM of bone consists, at the nanoscale, 

of anisotropic tough collagen fibrils, incorporating a 

stiff carbonated mineral component with a 

crystallographic apatite structure [1]. In this study, we 

combine microscale X-ray computed tomography (SR-

XCT) [2] and molecular-level (spatially-resolved) wide-

angle X-ray diffraction (WAXD) [3] mapping of the 

ECM in trabecular bone. Using WAXD mapping, we are 

able to study variations in the 3D mineral 

crystallographic orientation, crystallinity and lattice 

spacing at different spatial locations in the tissue, 

potentially allowing pre-strain changes with 

regeneration to be mapped. By correlating such data 

with the SR-XCT image on the same sample, these 

molecular-level changes can be linked to microscale 

tissue features. Using a manual compressive rig, we also 

carried out in situ SR-XCT/WAXD mechanics of 

trabecular cores. Analysis of the regions of high strain 

using WAXD and SR-XCT can be correlated to 

understand the development of biomechanical forces in 

the ECM at the micro- and molecular level. 

Materials and Methods 

Trabecular bone planar sections from ovine femoral 

condyle and cores from bovine femoral head  were used. 

Sections were prepared to ~200 m thickness embedded 

in PMMA. Cores (~5 mm L x 2 mm D) were prepared 

with a diamond drill bit. A) For scanning-WAXD/SR-

XCT on sections (K11 DIAD beamline, Diamond Light 

Source, UK), the detector position was adjusted to 

visualize the (004) apatite peak (parallel to the fibril 

load-bearing direction). SR-XCT imaging was taken 

followed by 2D WAXD scans (beam-size 25m25m; 

40m step size; wavelength 0.73 Å) over a size of 600 

m  600 m. B) For in situ loading, cores were 

mounted in a manual compressive rig with bespoke 

PMMA-potted end-cups (3D printed; ABS) to minimize 

end-artifacts during mechanical testing. SR-XCT and 

WAXD scans were taken at 0% and 0.5% apparent 

strain, with similar step size parameters as for sections. 

CT volumes were reconstructed using single distance 

phase retrieval algorithms and analyzed using ImageJ 

with the BoneJ plugin [5]. WAXD patterns were 

analyzed to determine mineral peak intensity, lattice 

period (pre-strain), orientational texture and changes in 

these parameters on loading and tissue location.  

Figure 1 shows an example of the 

microstructure (CT) and ultrastructure of the trabecular 

bone section. The intensity variation of the (004) peak 

reflects the orientation difference between mineralized 

fibrils at different locations in the tissue. 3D models of 

WAXD diffraction [4] are applied to measure spatially 

resolved mineralized fibril strain and orientation.  

 
Figure 1: A) 3D CT image of trabecular bone B) WAXD-

scanning map overlaid on 2D X-ray radiograph, 

showing  variation in ultrastructural peak intensity, 

reflecting 3D orientational changes in mineralized fibril 

[5]. Scale bar is 500 m in both A) and B).  

Discussion 

This is the first study performing concurrent 

tomographic imaging and diffraction of trabecular bone 

thin sections and, most importantly, cylindrical cores 

subjected to in situ SR-XCT/WAXD mechanics. The 

preliminary results here reported show a first glimpse of 

micro-to-ultra/structural correlation in native bone 

tissue, which will be further expanded to regenerated 

bone following action of different biomaterials in vivo 

and in situ mechanics with digital volume correlation. 

The technique has the potential to both produce a 

breakthrough in bone tissue experimental measurement, 

and to better inform and refine computational models. 
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Introduction 

The mechanics of trabecular bone is of crucial 

importance for improving diagnosis and treatement of a 

number of skeletal diseases. Complex histology as well 

as intricate spatial architecture make it very difficult to 

initiate reliable numerical models: micro-FE models 

based in μCT images have been widely used to model 

the mechanical response of relatively small samples; but 

when trabecular structure was directly embedded on 

models at the bigger scale of bone segments advanced 

High Performance Computing facilities were required. 

Prediction of fracture is still uncertain for trabecular 

bone: simple linear models based on a strain-based 

fracture criterion (successfully applied at organ level) 

were proven unable to localise the fracture; complex 

non-linear models, are still characterised by a significant 

low generality, robustness and accuracy in detecting the 

structural collapse. 

Fracture appears as a chain of events where a local 

phenomenon triggers a sort of butterfly effect on an 

increasingly growing surrounding area. The fracture 

onset appears not related to strain/stress concentration as 

it emerges from linear models [@]; on the other hand, 

models embedding constitutive non-linearities are not 

providing further insights. The complexity of those 

models, combined with their significant computational 

cost, makes the identification of a reliable, robust and 

accurate model still an open challenge. 

Skeletonisation is an algorithm able to extract essential 

features about the topology of a 3D structure from its 

digital imaging. Using this approach, the intricated 

trabecular arhitecture can be described as a graph of 

truss/beam elements. In this study skeletonisation was 

applied to μCT images of trabecular bone samples; the 

resulting graph initialised a FE model of beam elements 

replicating the experimental uni-axial compression test 

conducted up to failure.  

 

Material and Methods 

MicroCT datasets of 8 bone samples (cylinders, 

D=10mm, h=20mm, BVTV 9.36+/-2.33%) from the 

LHDL dataset were binarised (fixed global threshold  

143) and skeletonised (in-house matlab script, 

homotopic thinning algorithm [2] algorithm). 

Trabeculae were identified between the nodes of the 

resulting graph; each link was modeled as a beam 

element (homogeneous and isotropic linear material, 

E=19GPa, ni=0.3); cross sections were defined by 

computing the average distance between skeletonised 

links and the surface obtained from dataset binarisation. 

Nodal constrains were applied to replicate the uni-axial 

compression (full constrain on bottom region; top region 

imposed a purely vertical displacement). FE models 

were solved using Abaqus on a standard laptop. The 

map of the resulting nodal displacements and rotation 

were analysed and compared with the map of the 

fractured areas as identified by comparison between 

registered pre and post fracture microCTs [3]. 

 

Results and Discussion 

Nodal rotation magnitude showed an excellent spatial 

match with fractured areas: all the models presented 

damaged regions systematically overlapping the highest 

values of nodal rotations. In particular, specific torsion 

(i.e. axial nodal rotation difference divided by trabecular 

length) showed peaks positioned onto damaged areas: 

peaks were localized on fractured regions within 0.67% 

and 2.46% of the total length of the sample. 

 

 

 

 

 

 

 

 
 

 

 

Figure 1: Few examples of FE model (white), Fracture 

regions (blue), and peaks of specific torsions (red spots).  
 

These preliminary results suggested that beam models 

based on μCT datasets skeletonisation were able not 

only to capture the overall mechanical response of the 

trabecular structure but also to localize the fracture 

onset. Trabecular torsion (an information not achievable 

from voxel-based FEM) appeared spatially aligned with 

fractures on experiments. A strong rationale can lays on 

the laminar structure of the trabeculae where shear 

stresses between adjacent lamelleae produced by torsion 

is likely to result in pack delamination. The simple 

structure and the light computational cost of this 

modelling make it possible to easily consider both 

laminar structure of each beam as well as a non linear 

model for studying the post-deliamination phase. Both 

this topic would be problematic and demanding with 

μFE approach. 
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Introduction 
The first important reference on bone remodelling dates 
from 1892 [1]. It describes how any alteration in the 
stress state of the bone could cause changes in the bone 
structure. Since the 1980s, techniques and algorithms 
have been developed to evaluate bone remodelling, 
based on mathematical models [2] or FE simulations [3]. 
This work presents a simplified bone remodelling 
algorithm based on essential constitutive elements of 
bone. 
 
Methods 
Bone properties from CT (HU), patient characteristics 
(age, gender and physical activity) and stress states () 
are used as initial data. Bone remodelling in a certain 
period is evaluated according to the iterative process 
shown in Figure 1. 
 

 
Figure 1:  Bone remodelling algorithm 
 
Regular hexahedral elements representing voxels are 
employed.  Hounsfield units are converted to density 
and then to elastic moduli based on available literature. 
In this preliminary study density was discretized in ten 
groups (from 0.3 g/cm3 to 1.98 g/cm3 density). 
 
Results 
Mechanical properties evolution of elements was 
assessed by calculating the stress tensors in different 
scenarios. The elastic modulus (and density) changes 
and the negative or positive jumps of discretised 
material were examined in response to different stress 
states, changes in physical activity, age-related 
disturbances or the number of iterations (time). 
 
Case Study ꞏ Fracture fixation in the central femur  
The central region of the femur (male 46 years) was 
studied. A standard fixation was included and voxelized 

[4]. The virtual model consists of 2814 bone voxels and 
472 implant voxels (Figure 2A). There were 238 
elements with a negative change of material 
(resorption), in blue, and 306 elements with a positive 
change of material (densification), in orange/red (Figure 
2B). Two layers of voxels were removed and filled with 
voxels of material 2 representing fracture gap.  
 

               
Figure 2: Voxel model (A) and elements with a material 
jump after the first application iteration (B) 
 
Discussion 
This study uses voxel-based models, which allow stress 
analysis with a lower computational cost. The algorithm 
allows a complete 3D bone remodelling simulation in 
multiple scenarios (fractures, prostheses, implants…), in 
order to evaluate implants (commercial or new designs) 
or carry out preoperative planning studies. In this 
preliminary study ten bone materials were used but these 
can readily be increased in order to improve the 
precision of the results. 
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Introduction 

The geometric anisotropy of trabecular bone, composed 

of plates and rods, plays a crucial role in its mechanical 

performances. The reference tool for characterizing 

trabecular microstructure is the Mean Intercept Length 

(MIL), which defines an orthotropic system within a 

representative volume [1]. However, it does not 

discriminate between the specific orientations of plates 

and rods, which have distinct mechanical roles. The aim 

of this study is to propose a method for discriminating 

and quantifying full specific geometrical anisotropies of 

plates and rods. 

 

Methods 

Using triangular surface mesh of trabecular bone, the 

method relied on two steps: first, a curvature criterion 

was used to discriminate between plates and rods (figure 

1), allowing to extract surface ratios. Then, an angular 

filter [2] was applied to analyse their specific 

orientations using triangle normals. The orientations 

were finally represented on polar plots (figure 2). In 

addition, principal axis from ellipsoidal approximation 

of MIL polar plots were compared to our results, as an 

average angle between directions. 

 
Figure 1: Use of the curvature criterion to discriminate 

between plates (red) and rods (blue). 

    
Figure 2: Polar plots of privileged plates (a) and rods 

(b) orientations. (c) MIL polar plot and comparison of 

MIL (red) and sample orientations (black). 

 

The method was used on meshes from 32 bovine 

femoral cylindrical (diameter 10.5mm, height 7.5mm) 

cancellous bone samples, obtained from binarized CT 

images (resolution 80𝜇𝑚) [3]. This sample set contained 

only one plate orientation and was selected to evaluate 

the method. 

 

Results 

The average angle between plates and rods, for all 

samples, was 𝟓𝟏 ± 𝟓°. The average rod to plates area 

ratio was 𝟎. 𝟔𝟗 ± 𝟎. 𝟏. The average angle between the 

directions of the ellipsoidal approximation of the MIL 

polar plots and the directions of the samples polar plots 

was 𝟒 ± 𝟒°.  

 

Discussion 

The proposed method allows the rapid discrimination of 

plates and rods as well as the identification of their 

specific directions. The directions obtained were 

consistent with the MIL, but the method allowed 

obtaining additional information in terms of 

orientations, in the case of a mixed plates and rods 

structure. Another method, based on a skeletonization 

algorithm, has been proposed [4]. It was found that in 

the femoral neck, most rods are transverse to the plates 

while in our study, there are mostly oblique. This 

difference could come from their use of the mean axis 

of rods while we analysed their surface orientations. 

This study [4] also suggests that in the trabecular 

network, the plates are the primary structures resisting 

local compressive loads, while the beams serve rather as 

links between the plates and allow load transfer. The 

average inclination of the rods with respect to the plate 

normals obtained here is consistent with this assumption 

as it allows the structure to be consolidated by limiting 

their shear loading. It will be interesting to study 

trabecular structures with several plate orientations to 

highlight reinforcement directions in these cases. In 

addition, this method is functional for a pqCT-type of 

scanner resolution. It could therefore consolidate the 

clinical diagnosis based on the sole measurement of 

bone density. 
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Introduction 

Osteoporosis (OP) is a disease caused by an imbalance 
in bone turnover, with postmenopausal OP being the 
most common disease type. Alendronate is the most 
widely used OP drug, which inhibits bone resorption via 
two mechanisms: a reduction in the resorbing capacity 
of osteoclasts and inducing their apoptosis [1]. The 
objective of this work is to develop a pharmacokinetic – 
pharmacodynamic (PK-PD) model of alendronate able 
to reproduce: (i) the PK in the short- and long-term; (ii) 
the PD in a bone cell population model (BCPM) to 
analyse the effect of the drug on the body. Such model 
will provide a valuable tool for future research covering 
the effects of alendronate in different scenarios. 
 
Methods 

First, the most suitable PK model was identified, and 
then the PD model was added. Different compartmental 
models, like the one depicted in Fig.1, were fitted to 
reproduce three sets of clinical results (short-term serum 
concentration [2], short-term [3] and long-term [4] 
urinary excretion) and the goodness of the fit was jointly 
evaluated to choose the best PK model. 

 
Figure 1: Compartmental scheme of the PK model. 

 
Once a suitable PK model is selected, the effect of 
alendronate on bone remodelling was modelled using a 
BCPM [5]. We hypothesized that the BC can be divided 
in two parts: one termed active, the closest to the bone-
marrow interface with an immediate retrieval of 
alendronate through bone resorption; the second part, 
termed inactive, corresponds to the innermost regions of 
bone, where alendronate is buried and, to some extent, 
inaccessible to bone resorption. In trabecular bone the 
active part is predominant as most of the tissue is 
superficial. To distinguish between active and inactive 
parts, as well as the saturation of the active one, the 
specific surface per bone tissue volume was introduced.  
Both effects of alendronate on osteoclasts (i.e., 
reduction in resorbing capacity and increase of 
apoptosis) were modelled proportional to the 

concentration of active alendronate. The model was 
fitted for the PK clinical results of serum concentration 
and urinary excretion plus bone density gain (BDG) data 
in postmenopausal women with osteoporosis treated 
with alendronate for 2 years [6].  
 
Results 

The model configuration shown in Fig.1 was finally 
selected as the most suitable PK model, since it could fit 
the clinical results with high accuracy. In Fig.2, the 
results of the PK-PD model are shown and compared 
with the clinical results: 

 
Figure 2: PK-PD model curves and clinical data.  
 
Discussion 

The PK-PD model of alendronate proposed in this work 
was able to reproduce the pharmacokinetics reported in 
the literature, as well as the BDG in a case of PMO for 
two different treatment protocols (10 mg administered 
daily and 70 mg administered weekly) and at two bone 
sites, i.e. lumbar spine and hip.  
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Introduction 
Bone healing as a consequence of major tissue injury is 
a highly interesting but also complex process. Especially 
in view of an aging population, bone fractures and their 
treatment are gaining importance because they are 
usually accompanied not only with pain, but also with 
limited mobility, financial challenges, and sometimes 
even long-term consequences. 
In order to better understand and even predict the bone 
healing process, computational models have been deve-
loped in the last decades. Most of them are based on the 
assumption of tissue differentiation depending on the 
state of stress, sometimes also considering cellular 
activities or fuzzy logic [1,2,3,4,5]. However, they all 
focus on secondary healing at the shaft of tubular bones. 
In contrast, this novel approach focuses on healing at the 
end of long bones, which are mainly composed of 
cancellous bone. Moreover, in addition to classical 
fracture healing, this method also considers healing after 
fixation removal. 

Methods 
To ensure broad applicability and easy extensibility of 
the model, it is embedded in a continuum remodeling 
framework, see [6,7,8,9]. In this, bone is modelled as a 
continuum, so that the porous material is considered 
only to a certain extent. 
One of the primary variables in this formulation is the 
(homogenized) bone density 𝜌𝜌0. Its evolution over time 
in the classical model is described by the difference 
between the weighted free energy density Ψ0 and an 
attractor stimulus Ψ0𝑎𝑎 that describes the biological 
equilibrium the system is driving to: 

�̇�𝜌0 = 𝑐𝑐 ��𝜌𝜌0
𝜌𝜌0
∗�
−𝑚𝑚

Ψ0 − Ψ0𝑎𝑎� ∶= 𝑆𝑆0𝑚𝑚𝑚𝑚𝑚𝑚ℎ (1) 

As novelty, the mechanical stimulation is comple-
mented by a phenomenological healing stimulation: 

�̇�𝜌0 = 𝑓𝑓ℎ𝑚𝑚𝑎𝑎𝑒𝑒   𝑆𝑆0ℎ𝑚𝑚𝑎𝑎𝑒𝑒 + 𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚ℎ   𝑆𝑆0𝑚𝑚𝑚𝑚𝑚𝑚ℎ  (2) 

Herein, the prefactor functions 𝑓𝑓ℎ𝑚𝑚𝑎𝑎𝑒𝑒  and 𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚ℎ  regulate 
the activation and deactivation of the corresponding 
process time-dependent as well as locally.  

Results 
To analyze the model, a common 2D finite element 
model of the proximal femur head is used. A fracture is 
defined at a certain time, which then heals through 
different modelling. For example, a dynamic healing 

process can be simulated by adjusting the healing 
prefactor as a function dependent on time. Furthermore, 
the difference between absolute immobility during the 
healing phase and gradual load increase through 
physiotherapy can be investigated. 
In addition, the removal of a fixation system and the 
subsequent healing phase can be modelled. Figure 1 
shows the results at a 3D proximal humerus model using 
a fixation system with 6 screws similar to [11,12].  

Figure 1: Temporal evolution of the nominal density after 
fixation removal 

Discussion 
The results indicate that the presented rather pheno-
menological approach of modeling bone healing is a 
first promising attempt to represent the dynamic 
process. The model proves to be efficient and can be 
easily extended to include further aspects such as age-
dependency and the availability of nutrients.  
However, large clinical datasets are needed to validate 
the model quantitatively. In addition, the model offers 
opportunities for improvement, for example, by exami-
ning patient-specific data and loadings, or by more 
accurate modelling of the micro- and meso-structure. 
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Introduction 

Bone is a naturally occurring composite mainly made of 

Hydroxyapatite mineral phase and a collagenous 

organic matrix, which are assembled into Mineralized 

Collagen Fibrils (MCFs) at its lowest level of hierarchy. 

Even though the higher order structures of bone may 

vary, MCFs are the universal building that are remain 

similar across different bone types and species. The 

mechanical properties of different bone types are 

dependent on the corresponding characteristics of their 

constituent MCFs. Collagen molecules in MCFs are 

arranged according to Hodge-Petruska model, which 

gives rise to overlap and gap regions. Initially, it was 

suggested that the gap regions, caused by the staggered 

arrangement of molecules, were occupied by the HAp 

minerals [1]. However, bone mineral volume 

measurements have shown that there was not enough 

space in these regions to accommodate the overall 

volume of mineral in bone [2]. Therefore, there must be 

substantial mineralization in the extrafibrillar space. 

However, it is not clear how the presence of 

extrafibrillar minerals affects the MCF mechanical 

properties. In the current study, the effect of the 

extrafibrillar mineralization on the mechanical 

properties of bone is investigated. 

Methods 

To reach large simulation length and time scales, a 

mesoscopic model [3] is utilized for collagen according 

to which atoms are replaced with equidistant beads 

along the central axis. A collagen fibril with 20 nm 

diameter is built which has 155 collagen molecules. 

According to the simulations done by Depalle et al. [3], 

the ultimate tensile strength and tensile modulus for 

fibrils with diameters larger than 12 nm are independent 

of diameter. Thus, the 20 nm diameter fibril is 

considered to be a suitable representation for biological 

fibrils with diameters in 20-500 nm range. The 

mechanical properties of two different systems are 

studied through uniaxial loading to elucidate the role of 

extrafibrillar mineralization; a) single MCF with 35% 

intrafibrillar minerals (Figure 1a), b) four MCFs with 

35% intrafibrillar and 75% extrafibrillar mineralization 

(Figure 1b). 

Results and Discussions 

The molecular dynamics simulation results show 

different stress-strain response in the presence of and 

wihtout extrafibrillar mineralization (Figure 1c). The 

presence of extrafibrillar mineral increases the Young 

modulus of the system and coincides with a reduction in 

overall strength. The presence of extrafibrillar minerals 

leads to a reduction in the fracture strain owing to the 

propagation of the cracks initiated from the extrafibrillar 

minerals. The decreased fracture strain is also due to the 

restriction imposed on the collagen molecules sliding by 

the extrafibrillar minerals. However, the reduced 

ultimate tensile strength is caused by non-uniform stress 

distribution in the collagen molecules with those in the 

vicinity of the minerals carrying larger stress owing to 

their restricted ability of sliding. The Young modulus 

value of 45 GPa is calculated for the extrafibrillar 

mineralized MCF, which is in a good agreement with 

the experimentally measured values of 40±5 GPa [4]. 

  

 
Figure 1 – Simulation box containing a) a single MCF and b) 

four MCFs with extrafibrillar mineralization. c) The stress-

strain response of the mentioned systems.  

Conclusions 

This study discovered the role of the extrafibrillar 

mineralization in the mechanical properties of collagen 

fibrils. Here, it was found that the mechanical properties 

of bone tissue is likely dominated by the presence of 

minerals in the extrafibrillar space, highlighting the 

importance of extrafibrillar mineralization in bone 

biomechanics.  
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Introduction 
Achieving primary stability of cementless tibial trays is 
important for their long-term success. Stair descent, 
coupling high loads at increased flexion, exposes the 
implant to loading patterns that can jeopardise this 
stability [1]. However, the immediate post-implantation 
strain field of cancellous bone is yet to be quantified 
experimentally. Digital volume correlation (DVC) and 
time-elapsed micro-CT imaging allows analysis of the 
internal strain field of bone. Here, this technique is 
applied to a cadaveric tibia implanted with a titanium 
tibial press-fit tray, with the aim of quantifying the 
internal strain field when subjected to a progressive load 
sequence that replicates stair descent.   
 
Methods 
Micro-CT Imaging: One right cadaveric proximal tibia 
(42yr old male, 67kg) was implanted with a titanium 
tibial tray (ATTUNE, Depuy Synthes) and loaded in a 
step-wise manner. Uniaxial loads (Deben CT5000N, 
with custom-built aluminum tube, permitting a 
specimen height of 186mm) were scaled to the weight 
of the donor, for load steps of 0.0BW (preload of 50N), 
0.5BW, 1.0BW, 1.5BW and 2.5BW. The load was 
transferred through two contact points (M: medial, L: 
lateral), offset posteriorly from the center of the tray by 
9.9mm M, and 11.8mm L, to replicate those of a femur 
on tray during stair descent. Micro-CT scans (Nikon XT 
H225 ST, isotropic 46µm/pixel, 215kVp, 46W, 2000 
projections, 66min scan time) were taken at each load 
step, after a 20min relaxation period. A repeated scan of 
the tibia in an unloaded condition (pre-load of 50N) was 
taken for DVC zero-strain error analysis [2].  
DVC Analysis: The second pre-load scan (0.0BW) was 
considered as baseline, to which subsequent scans were 
3D rigidly co-registered and DVC analysis performed 
(DaVis 8.3.1, LaVision, direct correlation), with a final 
subvolume side length of 34pix (1.56mm). Masking was 
applied on the extracted minimum principal strains 
(Pmin), to remove subvolumes that contained either the 
titanium tray or had a trabecular bone volume fraction 
(BV/TV) < 5%. Eight cylindrical volumes of interest 
(A:H Fig. 1, 15mm diameter, 15mm height) were 
virtually selected for analysis. These contained either 
bone (A, B, C, D), or were centered on an implant peg 
(E, F, G, H), with surrounding bone.  
 
Results 
Across all VOIs analysed, average Pmin ranged from -
822µε (0.5BW, VOI D) to -14,268µε (2.5BW, VOI G), 
Fig 2. For zero-strain error analysis, accuracy was 
531±116µε (ave±SD) with precision 399±198µε. The 

average correlation coefficient across all VOIs was 
0.88±0.03.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Micro-CT cross section of the right cadaveric 
tibia with titanium tibial tray, with the DVC computed 
minimum principal strains (Pmin) for the VOIs.  
 

 
Figure 2: Average minimum principal strain (𝑃  ) for 
each VOI, at progressive loads.  
 

Discussion 
For each VOI, progressive loads resulted in increased 
compressive strains within the cancellous bone. Strain 
variations were observed across the tibia, with posterior 
VOIs (G, F, C in descending magnitude) showing higher 
values compared to anterior. Errors were sufficiently 
low for strain analysis within bone’s elastic region [3]. 
This study demonstrates that it is possible to extract the 
immediate post implantation strain field of a cadaveric 
tibia with a press-fit implant and to quantify the strain of 
bone in direct contact with the titanium tray. The study 
is continuing, exploring diverse loading scenarios. 
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Introduction 

In ontogeny the properties and structure/composition of 

bone alter continuously according to demands placed 

upon it. Structural changes are concomitant to 

composition, architecture and physicochemical changes 

at the microscale which reflect at properties at the 

macroscale. We present here the pattern of properties at 

the osteon and interstitial lamellar level of a large 

collection of samples of human ribs [1] and clavicles [2] 

across a wide age range. The implication is that by 

understanding these pattens at the micro level we may be 

able to better understand bone physiology in ontogeny, in 

disease and the developmental pressures exerted upon it.  

 

Methods 

Sternal ends of the fourth and fifth ribs from 85 

individuals (12-85 yrs) and the clavicle of 55 individuals 

(12-59 yrs) from the Forensic Institute in Tirana were 

employed in this study. The material was stored at -20°C 

and exposed to temperature variation for the least amount 

of time possible during testing. Experimental procedure 

involved TGA/DSC3+ (Mettler Toledo®, Indium 

calibrated) for collagen thermal stability and gravimetric 

analysis on powdered samples of these specimens and 

thin transverse sections were metallographically polished 

for Nano- and Micro-indentation to obtain matrix 

mechanical properties at osteons and nearby interstitial 

lamellae by using an CSM-NHT (v.3.75, CSM, 2034 

Peseux, Switzerland). Statistical analysis was carried out 

using the open-source software R 3.6.0. 

 

Results & Discussion 

Results show that the two most interesting 

nanomechanical properties of note, hardness and 

indentation modulus showed a two-phase behaviour with 

age. They climbed to a maximum value by the age of 35 

and declined thereafter. This behaviour, as expected, was 

related to the underlying chemistry and composition of 

the tissue [1]. However, the data has also raised some 

unanswered questions among which is the following 

conundrum: why do the interstitial lamellae decline after 

maturity? Why do the two types of tissue show the same 

pattern? Do we really understand the osteon mediated 

remodelling of bone or there are mechanisms by which 

both matures and remodels in situ? We are in the process 

of deciphering some of these questions by careful 

sequencing these tissue areas to define more precisely 

tissue age across the chronological ages.  
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Figure 1: indentation modulus showed a very similar 

pattern across ages for interstitial and osteon lamellae in 

the mixed sample of ribs and clavicles with higher values 

for the interstitial tissue lamellae.   
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Figure 2: hardness followed modulus closely and as a 

function of the mineral content throughout and in both 

the pre-maturity and post-maturity stages of life.   
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Introduction 

The project aims to realize numerical simulations using 

the finite element method (FEM) for court proceedings. 

Numerical analyses were carried out to analyze  

a situation when a baseball ball impact with a velocity 

of 50 m/s could injure the eye's tissues; if so, to what 

extent, or whether it was could direct the eye penetrate. 

Numerical simulations were performed for situation, 

that ball hits the cornea in the eye axis. The output of the 

realized numerical analysis was the determination and 

distribution of the stress, strains, and pressure in 

individual parts of the human eye model. 

 

Materials and Methods 

The eye model was built by the anatomical structure of 

the human eye, where the basic geometry and 

dimensions of the eye model were taken from [1]. Per 

the anatomy of the eye, the computational model of the 

eye consisted of the following parts: cornea, sclera, 

ciliary body, suspension apparatus, lens, anterior 

chamber, posterior chamber, and soft tissues (Figure 1). 

The eye's tissues were modeled in the FE model mainly 

as a homogeneous linear isotropic material. The anterior 

chamber was modeled as a fluid, the sclera was modeled 

as a hyperelastic material, the posterior chamber and 

soft tissues were modeled as viscoelastic materials, and 

the orbits with the ball were modeled as a rigid body [2]. 

 

 
Figure 1: Numerical eye model with ball impact to the 

eye model. 

 

Numerical simulations were realized in the ABAQUS 

software when modeled as contact nonlinear dynamic 

problems with an explicit numerical integration scheme. 

The ball's impact loaded the eye model when ball 

weighing of 145.5 g and velocity of 50 m/s. 

 

Results 

The results of FE simulations were evaluated by the 

magnitude of the reduced stress, the equivalent pressure, 

the principal stresses, strains and kinetic energy. The 

magnitude of the eye model's deformation during the 

ball impact is evident in Figure 2.  

 

 
Figure 2: Display the reduced stress distribution of the 

eye after ball impact to the eye model. 

 

As expected, the impact of the ball moving in the axis of 

the eye caused permanent damage of anterior and 

posterior chambers, sclera, and ciliary body. Material 

limits have been exceeded in all of the above parts of the 

eye. 

 

Discussion and Conclusions 

Biological tissues are generally complicated to establish 

relevant criteria for failure (due to differences in age, 

gender, current health status, etc.). However, at least 

isolated data obtained from experimental cadaveric 

samples can be found from literature sources. For this 

assessment, the values of maximum corneal loading 

[1,3], sclera [1,3], the maximum pressure in the anterior 

and posterior chambers of the eye [4], and the amount 

of kinetic energy acting on the eye [1,5]. Based on the 

results of FE simulations, it can be stated that the human 

eye impacted by a ball with the velocity at 50 m/s and 

weighing 145.5 g, then there would be a high probability 

of serious eye injury (rupture). 
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Introduction 

Participation in sport is important for societal health, but 

injuries from sporting collisions carry a high societal 

cost. This is particularly true in collision sports such as 

rugby. Video analysis is an important pillar of sports 

injury biomechanics research, but marker-based motion 

capture is generally only feasible in a laboratory setting, 

and manual video analysis is slow and frequently 

inaccurate. Commercial markerless motion capture 

systems do exist, but these are expensive and require the 

use of many cameras. Advances in computer vision and 

artificial intelligence have led to several open-source 

models for human pose estimation. This work assesses 

the potential of a recent free-to-use learnable 

triangulation pose estimation method for integrating 

multiple calibrated cameras to estimate human pose 

during rugby collisions.  

 

Methods 

We applied the recent Learnable Triangulation (LT) 

method proposed by Iskakov et al [1] to a set of 

previously published staged tackles [2]. The dataset 

includes upper and lower body tackles from four 

participants recorded using a VICON system with 

markers placed according to the conventional gait model 

protocol (both models shown in Figure 1a). Markers 

were tracked using 10 infrared cameras to provide 

ground truth, and 3 high-speed video feeds were also 

available for LT application. The LT model was applied 

without further training. The LT code takes the three 

video feeds and the intrinsic and extrinsic camera 

parameters as inputs (available here from the Vicon 

system outputs) and provides 3D joint positions as 

outputs. Joint position errors were computed using 

Mean Absolute Error (MAE) and mean per joint 

position error (MPJPE) across frames (F) and joints (J): 
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Figure 1: (a) fitted skeleton configurations of the CGM 

and LT models, (b) sample 2 keypoint overlay of LT 

model with video still of rugby tackle, (c) 3D spatial LT 

reconstruction. 

 

Results & Discussion 

Figure 1b shows a sample overlay of LT key points. A 

sample LT reconstruction is shown in Figure 1c. Table 

1 shows sample MAE results for one player. 

     

 Knee  

(L) 

Knee 

(R) 

Hip 

(L) 

Hip 

(R) 

Shoulder 

(L) 

Shoulder 

(R) 

X 25 22 19 86 10 36 

Y 11 5 33 17 9 14 

Z 9 10 14 10 6 22 

Table 1: Sample Mean Absolute Error (mm) results   

 

Discussion and Conclusions 

We think this is the first study to analyze the validity of 

rugby tackle kinematics measured using open-source 

markerless motion capture based on deep learning 

techniques. The staged tackle dataset constitutes a very 

challenging scenario for the model containing 

significant occlusion and self-occlusion of the players. 
Nonetheless, the results indicate that this novel approach 

holds promise for providing reliable measurements of 

sports collision movement outside of the laboratory.  

About three quarters of the joint position 

estimates have a MAE below 25 mm, which may be at 

an accuracy level suitable for general injury prevention 

studies. However much larger errors were observed in 

some cases, especially for the hip, see Table 1. Larger 

errors occur when the principal camera axis is aligned 

with the lateral axis of the pelvis. Occlusion during the 

contact phase also increases the error substantially. This 

technology has the potential to be widely used on 

calibrated video footage to provide a measure of whole-

body kinematics leading to injuries in sporting 

collisions. However, future work must assess the 

degradation in positional accuracy for more ecologically 

valid settings, i.e. on-pitch. The model needs retraining 

on data more representative of sporting collisions. 
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Introduction 

Brain concussions are dysfunctions that do not lead to 

immediate clinical symptoms [1]. Finite element head 

models (FEHM) were developed to understand 

mechanical head behavior and define specific injury 

criteria for brain concussions. However, these FEHMs 

need to be cautiously evaluated to have validated 

behavior and outputs. 

This preliminary work presents results from an 

experimental drop mass setup developed to evaluate a 

parametrized FEHM by applying impacts on its 3D-

printed surrogate. 

 

Methods 

3D-printed surrogate 

Preliminary surrogate was designed as a hollow 50mm-

diameter sphere. This surrogate was 3D-printed using 

Black PLA (Ultimaker 3 Extended). 

Drop-mass setup and instrumentation 

A drop-mass bench was designed to apply controlled 

20cm-height impacts with a 4.15kg mass. Impactor 

kinematics was captured thanks to targets using a 2,000 

fps-high-speed camera (Photronics) and a synchronized 

accelerometer sampled at 20kHz (PCB Piezotronics). 

Surrogates were suspended using stiffness-known 

springs (0.13N/mm, maximal length 101.5mm). Two 

impacts were performed. Right after impacting the 

surrogate, impactor is stopped using a dissipative 

material (cardboards).  

Comparison of the obtained impactor kinematics 

Obtained experimental signals were filtered using a 

CFC1000 filter [3]. Then impactor speed along vertical 

axis was obtained by both camera (derivation) and 

accelerometer (integration). These curves were then 

aligned with respect to the impactor stop. Comparisons 

were made between the obtained curves and theoretical 

free-fall. 

 

Preliminary results 

Obtained speeds from accelerometer and high-speed 

camera are presented figure 1. Impactor stop could be 

identified thanks to a similar slope changing in all 

curves.  

Just prior to the mass stop, at the instant of the 

theoretical impact speed of 1.98m/s, relative errors for 

both camera-computed speeds were below 5%. For 

accelerometer-computed one, it was 15% above 

theoretical impact speed. However, a specific pattern 

was observed with oscillations that could correspond to 

the impact (figure 2). 

 
Figure 1: Computed impactor speeds from target-

tracking (dashed lines) and accelerometer (solid lines) 

before the mass stop. Trial 1 is in red and trial 2 in blue. 

Black line is the theoretical free fall. 

 

 
Figure 2: Zoom on oscillations in accelerometer-

computed speeds. 

 

Discussion 

These preliminary results show promising ways to 

evaluate a physical surrogate with a geometry driven by 

a FE model, controlling experimental inputs. Camera-

computed speed gave a good accordance with free fall 

while it could be possible to identify impact time with 

surrogate using the accelerometer. Then same and 

controlled boundary conditions could be applied to the 

numerical model like in animal FEHMs [4]. Observed 

differences with experimental might be linked, in this 

method, to modelling hypotheses only. Hence, it will 

enable a confident understanding of the simulation 

outputs, mostly head injury parameters such as strain 

(Cumulative Strain Damage Measurement) and 

acceleration (Head Injury Criterion). 

Further work is still needed on new multimaterial 3D-

printed surrogates and head-like parametrized 

geometries.  
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Introduction 

The Anterior Cruciate Ligament (ACL) rupture is a very 

common knee injury during sports activities. Landing 

after a jump is one of the most prominent human body 

movement scenarios that can lead to such an injury. 

Traditionally, researchers acquire knowledge about 

human movement by organizing “in vivo” studies, that 

feature high complexity, cost, and technical and most 

importantly physical challenges. Computational 

modeling and simulation methods overcome these 

limitations and allow for studying musculoskeletal 

systems. Specifically, predictive simulation approaches 

offer researchers the opportunity to predict and study 

new biological motions without the demands of 

acquiring experimental data. In this work, we propose a 

pipeline that aims to predict scenarios of single-leg 

landing motions and identify key parameters of interest 

that are related to ACL injury. 

 

Methods  
Our analysis was divided in three main parts. First, we 

predicted the motion of a single-leg landing using the 

SCONE software [2] with a simplified OpenSim model. 

Then, we tracked that motion using more complex 

OpenSim models and the Moco tool [3]. Finally, we 

predicted multiple single-leg (left side) landing motions 

using Moco and the previously tracked motion as an 

initial guess. The key steps of this workflow are 

presented in Figure 1.  

 
Figure 1: Overview of the proposed simulation pipeline 

with the implemented methods and software tools. 

 

The model was simplified by removing the muscle-

tendon units of the right side to reduce simulation time. 

The right-side Degrees of Freedom (DoFs) were 

actuated by ideal torque actuators. Also, foot-ground 

interaction was enabled using a compliant contact force 

model. The examined case studies included single - leg 

landings from six different landing heights, different hip 

rotation angles and deviations of the trunk orientation 

(lumbar flexion-extension, medial-lateral bending, and 

internal-external rotation) leading to a total of 43 

simulations. The parameters of interest were muscle 

forces, Ground Reaction Forces (GRFs) and Knee Joint 

Reaction Forces (KJRFs), all of which have been 

associated with ACL injuries based on literature review. 

Furthermore, we developed scripts to perform post-

processing operations on each predicted trajectory to 

acquire the previously metntioned parameteres.  

 

Results 
The outcome of the presented workflow was the 

prediction of multiple single-leg landing motions. The 

final states of four of these motions are demonstrated in 

Figure 2. 

 
Figure 2: Final state of the predicted motion for four 

case studies with: trunk forward leaning, left bending, 

internal rotation, and hip external rotation. 
 

The results demonstrated that as the landing height was 

increased, vertical GRF (vGRF) was also incremented. 

At time of peak vGRF, the knee joint Anterior Force 

(AF) was increased for greater heights. Moreover, the 

cases with internally rotated hip were associated with 

increased vGRF, while the cases with 10° and 15° of hip 

external rotation showed lower vGRF, AF, Abduction 

Moment (AM) and Internal Rotation moment (IRM) 

compared to the case without rotated hip. Furthermore, 

the landing with a 25° forward leaning posture, resulted 

in lower peak vGRF and knee AM compared to landings 

with other forward leaning angles. On the contrary, 

landings with trunk leaning backwards, bending, or 

rotated resulted in greater peak vGRF compared with the 

landing with an upright posture. These in generally 

agree with similar research studies. Therefore, by 

predicting landing motions, GRF and knee forces we 

can identify scenarios with high ACL injury risk. 

 

Discussion  
Our study demonstrated that ACL injury is a rather 

complicated mechanism with many associated risk 

factors. Also, it showcased the promising potential of 

predictive simulations to evaluate such complicated 

phenomena. As a conclusion, we envision that this work 

can lead to a set of tools at the disposal of clinicians to 

adjust rehabilitation and training plans based on subject-

specific characteristics to reduce ACL injury risk during 

single-leg landings. 
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Introduction 
Atypical femoral fractures (AFF) are diaphyseal 
fractures of the elderly that occur as a result of minor 
trauma and may extend from the small trochanter to the 
supra-condylar metaphyso-diaphyseal junction [1]. 
Strict diagnostic criteria have recently been developed 
by the American Society for Bone and Mineral Research 
[2]. The concepts of iatrogenic (biphosphonates, 
glucocorticoids, proton pump inhibitors [3]) or 
comorbidities (rheumatoid arthritis, chronic kidney 
failure [4]) are now reduced to minor criteria. Indeed, 
several scientific studies [5,6] have supported the 
mechanistic theory that these atypical fractures are 
linked to an abnormal distribution of stresses on the 
external femoral cortical. Two major types of AFF now 
appear to be emerging: medial-diaphyseal fatigue 
fracture on curved femur and sub-trochanteric fracture 
[7]. The hypothesis of this work was that an axial varus 
deformation of the lower limb could explain the 
occurrence of AFF. The objective of this biomechanical 
study, using finite element modelling, was therefore to 
evaluate the variations of the femoral diaphysis fracture 
indicator according to the variations of the mechanical 
axis of the lower limb.  

Methods 
A total of 6 CT scans of femoral segments have been 
analyzed to identify density and young modulus 
(Figure 1). Then Finite Element (FE) analyses have 
been performed considering the following boundary 
conditions: the distal part of the femur was constrained 
in all degrees of freedom; an axial compression load was 
applied on the femoral head to simulate the bipodal 
configuration in neutral position and in different axial 
positions in varus/valgus. The atypical diaphyseal femur 
fracture risk indicator was measured for all 
malalignment configurations from stress distribution: 

𝜂! =
𝜎"#$,&&'(!

𝜎),&&(!  

With 𝜎!"#,%%&'(  the minimal principal stress and 𝜎),%%'(  
elastic stress limit value. 

Results 
The maximum value of equivalent stress was twice 
higher (17.96± 4.87 MPa) at a varus angle of -10° than 
in neutral position conditions. The fracture risk indicator 
of the femoral diaphysis varies proportionally with the 

absolute value of the steering angle (Figure 2). The 
largest simulated varus malalignment (-10°) found a 
higher risk fracture indicator than in valgus (10°). 

 
Figure 1. Femur bone density mapping 

Discussion 
Variations in the mechanical axis of the lower limb 
influence the stress distribution on the femoral diaphysis 
and consequently increase the risk of AFF. The axial 
malalignment in varus is particularly at risk of AFF. The 
combination of axial malalignment stresses and bone 
fragility consequently contribute to the creation of an 
favorable environment to the development of AFF. 

 
Figure 2. Femoral diaphysis fracture risk indicators for all subjects 
in all configurations. 
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Introduction 

As the world population keeps ageing, these 

demographic changes are increasingly noticed on the 

global roads too. Whereas the overall numbers of traffic 

fatalities continuously decline since 2010, senior 

citizens form the only age group with an increase in road 

deaths [1]. For elderly patients, trauma also increases 

with age, with injuries being more frequent in senior 

women than men [2]. Currently, this population group is 

neither represented by crash test dummies nor 

considered in consumer test protocols and legislation. 

Therefore, Humanetics is developing the Elderly 

Female Dummy, an Anthropomorphic Test Device 

(ATD) which represents elderly females [3]. DEKRA 

conducted crash tests with a prototype version of the 

Elderly Female Dummy. Aim of the tests was to 

compare the performance with the HIII 50th male and the 

HIII 5th female dummies. 

 

Methods 

Three crash tests were conducted with a midsize station 

wagon based on Regulation UN R137 with the three 

different ATDs either positioned on the driver, front 

passenger, or right back seat. In this study, however, we 

solely focused on the front passenger seat to analyze the 

influence of both a standardized seating position and a 

restraint system with double pre-tensioner and load 

limiter on the lower extremity dynamics. The passenger 

seat was adjusted in its longitudinal mid-position based 

on real-world data – a height adjustment was not 

available. 

The HIII dummies were equipped with a standard 

configuration of sensors, while the Elderly Female 

Dummy had only sensors for measuring the 

accelerations of the head, thoracic spine and pelvis, and 

the thorax compression in the tested development level. 

To determine the seating position for the front passenger 

side, DEKRA contacted elderly people in Stuttgart area 

and measured their vehicles and also conducted a 

GIDAS-analysis. 

 

 

Results 

The pelvis of the HIII 50th male experienced the largest 

forward movement with 91 mm, followed by the Elderly 

Female (53 mm) and the HIII 5th female (48 mm) 

dummies. However, the HIII 5th female experienced the 

lowest pelvis acceleration, a3ms, with 41.87 g followed 

by the HIII 50th male and the Elderly Female dummies 

with 44.96 g and 49.94 g respectively. Lap belt forces 

were the highest for the HIII 50th male with 4.96 kN and 

the lowest for the Elderly Female Dummy with 4.34 kN. 

The HIII 50th male recorded higher femur forces than the 

HIII 5th female, while the Elderly Female Dummy 

currently has no sensors to measure femur forces. Pelvis 

kinematics differed and influenced the torso kinematics. 

The Elderly Female recorded substantial submarining, 

resulting in the torso still leaning backwards at the first 

moment of contact with the front airbag, while the HIII 

5th female dummy’s legs flung upwards against the 

lower part of the dashboard (see figure 1).  

 

Discussion 

The chosen seat position showed major variances in 

occupant kinematics for different sizes and weight 

distributions. It must be evaluated whether the current 

pelvis design of the Elderly Female Dummy provided 

better real-world behavior and biofidelity compared to 

HIII or THOR dummy designs. Dummy interaction with 

the restraint system was only acceptable for the HIII 50th 

male, while the other dummies exhibited less adequate 

interactions leading to reduced performances. A real-

world seating position of passenger occupants should be 

used to optimize passenger occupant restraints 

compared to seating positions currently defined in 

regulations and consumer tests. 

The Elderly Female Dummy is still in its prototype 

phase. To the knowledge of the present authors, this is 

the first time that a comparison of the lower extremity 

dynamics is performed between the Elderly Female, the 

HIII 50th male and the HIII 5th female dummies. 
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Figure 1: Moment of first contact with frontal airbag 
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Introduction 

Karting rollover is one of the leading causes of death in 

karting accidents [1]. The neck can sustain serious 

injuries in karting rollovers due to the direct impact 

loadings from the head and the inertial loadings from the 

lower body and kart. Neck braces are usually worn by 

drivers to mitigate or prevent neck injuries during 

karting racing. However, little biomechanical research 

exists on evaluating the efficacy of neck braces in 

reducing neck injuries during karting accidents 

especially rollovers, which would be the objective of 

this study. 

 

Methods 

The head (helmet) impact conditions were evaluated in 

our previous reconstructions of karting rollovers with 

multi-body simulations. Most collisions were found to 

occur on the helmet regions 1 and 2 with the normal 

impact velocities of 3.6m/s and 4.1m/s (figure 1). An 

effective impact mass of 37kg to hit the helmet was also 

found to result in similar impact loadings as those in 

karting rollovers. 

 
Figure 1: FE simulation setup of head impacts with 

and without a neck brace 

 

Therefore, finite element (FE) simulations were 

performed here by applying initial velocities of 3.6m/s 

and 4.1m/s to a rigid cylinder impactor (mass 37kg, 

diameter 130mm and guided in its axis direction) to 

respectively hit on the region 1 and region 2 of the 

helmet worn on the THUMS v5.03 50th percentile 

occupant model (figure 1). The helmet FE model was 

previously validated and optimized for better head 

protection [2]. To evaluate the efficacy of neck braces, 

three configurations of device-wearing were considered: 

1) wearing device A, 2) device B, 3) and wearing no 

device. Device A is a prototype only with stiff 

components while device B consists of stiff components 

and a foam able to absorb and dissipate energy. The FE 

models of both devices were previously validated under 

different impact loadings [3] and are currently worn on 

the THUMS model (figure 1). The cervical loadings 

(forces and moments) and the intervertebral range of 

motions (ROM) were measured and compared among 

the simulations with and without a neck brace. 

 

Results 

The flexion and lateral bending moments were higher at 

the lower neck (measured at T1) than at the upper (C1) 

and middle neck (C5) (figure 2). The compression force 

measured at the middle neck was higher than the upper 

and lower neck. Although the head-neck (C0-T1) ROMs 

were always within the physiological ROM thresholds, 

the ROM of certain functional spinal units (FSUs) 

exceeded the corresponding thresholds [4]. All these 

observations did not seem to depend on the device 

wearing configurations.   

 
Figure 2: Mechanical loadings measured on C1, C5, 

and T1, and the number of FSU with ROMs over the 

physiological ROM thresholds in simulations 

 

Discussion  

The two devices showed no considerable reduction in 

flexion, lateral bending moments, or compression force 

of the neck. Both devices showed limited reductions in 

C0-T1 global ROMs to some extent but not in the 

number of FSUs with excessive ROMs. Therefore, the 

neck braces of both prototypes do not seem efficient in 

preventing neck injuries under these impact loadings 

representing karting rollovers. Further research remains 

to be done on device optimization for better neck 

protection in karting accidents. 
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Introduction 

Numerous methods and devices are available for 

implant fixation in anterior cruciate ligament (ACL) 

reconstruction [1]. Their primary stability has been 

studied biomechanically by calculating fixation stiffness 

commonly from machine displacements [e.g. 2]. This 

study aimed to provide a better insight into measuring 

the structural characteristics and mechanical behavior of 

ACL implant fixations. 

 

Methods 

The ACL was reconstructed in 14 human tibial 

specimens from 3 female and 8 male donors (age 72.5 ± 

5.7 years, range 62 – 79 years). For the reconstruction, 

an 8 mm bone tunnel was drilled, a quadrupled 

semitendinosus and gracilis tendon was pulled through 

and secured with an 8 x 28 mm BioComposite 

Interference Screw (Arthrex Inc.) or 8.0 mm Shark 

Screw ACL (surgebright GmbH). A custom test setup 

was designed (Figure 1). The specimens (1) distally 

embedded in PMMA (2) were fixed into an 

electrodynamic test system (Acumen; MTS Systems 

Corporation). A D-shackle (3) was secured into tendon 

graft loop (4) and attached to the machine actuator (5). 

The spatial motion of the loading frame (6), specimen 

(7) and tendon graft (4) were tracked using a 

stereographic optical motion tracking system (Aramis 

SRX, GOM GmbH). A dial gauge (8) was attached to 

the distal end of the graft (9) to monitor the migration of 

the screw in the tunnel (slippage). The specimens were 

loaded cyclically with a sinusoidal profile at a constant 

valley load of 50 N and a peak load level starting from 

50 N and increasing at a rate of 0.1 N/cycle until failure. 

 

 
Figure 1: Experimental test setup. 

Results 

Significant differences were found between the 

displacement of the proximal and distal graft ends and 

the machine actuator. Machine displacements were up 

to 400% higher than the graft displacement and thus 

caused a significant underestimation of the fixation 

stiffness (Figure 2). The displacements measured at the 

different locations at ultimate load were found to 

correlate with each other (0.772 < r < 0.893). 

 
Figure 2: Boxplots for displacements of the proximal 

and distal graft end, and the machine actuator assessed 

at slippage initiation and ultimate load. 

 

Discussion 

Experimental assessment of the stability following 

implant fixation methods in ACL reconstruction relies 

on accurate measurement of relative displacements and 

deformations of the tendon graft. Machine actuator 

displacement, commonly used to assess fixation 

stiffness and graft slippage, leads to significant 

underestimation of stiffness due to the compliances of 

various components but allows a qualitative comparison 

between different fixation methods and devices. 
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Introduction 
Adequate fixation is an important requisite for hinged 
Total Knee Arthroplasty (TKA): consequently, several 
stem solutions are currently available. However, there 
are no evidence-based biomechanical guidelines for 
surgeons to determine the appropriate stem length and 
whether to use cemented or press-fit fixation, 
considering both physiologically aligned configurations 
and eventual cases of varus/valgus deformities for such 
high-constrained design.  
The objective of this study is therefore to compare, using 
a validated finite-element model, bone stresses and 
implant micromotions in different configurations.  
 
 
Methods 
The 3D bone geometries were obtained from CT-scans 
reconstruction and the 3D model components of the 
Endo-Model Rotating Hinge (WALDEMAR LINK 
GmbH & Co. KG, Hamburg, Germany) were generated 
from industrial designs provided by the manufacturer. 
Sixteen configurations were investigated considering 
four stem lengths (50, 95, 120, 160 mm), cemented and 
press-fit fixation and physiological and osteoporotic 
bone properties. A further configuration without stem 
was analyzed as control. Average Von-Mises stresses, 
risk of fracture and micromotions were extracted in 
several regions of interest at 0 °and 90 °of flexion, under 
physiological load conditions. 
Similar approach was followed to then analyze and 
compare 4 cases of varus and 4 cases of valgus 
deformities (5°, 10°, 20° and 30°), considering for each 
of them three different stem lengths (50, 120 and 160 
mm) and three different angles of flexion (0°, 5° and 
90°); the sought output was then concerning the force 
distribution on the two compartments, in order to 
analyze how the deformities were affecting this 
proportions and consequently which was the optimal 
stem configuration to maintain a proper distribution. 
  
Results 
In well-aligned situation, longer stems returned better 
results in terms of fixation compared to short ones; 
however, they induce higher stress-shielding effect in 
the distal region of the femur (even greater for press-fit 
stems, with values up to 38.5% greater than cemented 
ones) (see Figure 1). The cemented configurations, 
especially in case of 50 mm and 95 mm lengths, induce 
lower micro- motions (down to 16% lower) compared to 
their respective press-fit configurations. The 
osteoporotic RF values were greater than the 

physiological ones (up to 20.5%), but always below the 
bone limit of fracture.  
Addressing the deformities, it was possible to note that 
the trend of mediolateral force distribution for 50 mm 
and 160 mm cementless stem is similar; in particular, 
the force increased sharply after 10° of Varus and 
Valgus alignment, with values of 100% of total force in 
respectively medial and lateral region. The 120 mm 
stem, instead, returned lower differences among the 
medial and lateral distribution even with extreme 
deformities (see Figure 2).  

 
Figure 1:Von Mises Stress in femur bone at different 

distances from the cut for the four stem lengths 
analyzed 

 

 
Figure 2: Force distribution between medial and 

lateral compartments in case of different deformity 
levels with the three lengths of stem analyzed. 

 
 
Discussions 
According to this study, when surgeons need to select a 
femoral stem in a hinged TKA aiming to proper stability 
and bone stress, the preferable option would be short 
cemented stems in case of physiological joint alignment; 
in case joint deformities were present, however, a better 
distribution could be provided with the use of longer 
stems accordingly to the level of deformity to address. 
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Introduction 
The development of anthropomorphic and functional 
hand prostheses is still a difficult engineering challenge, 
specifically regarding the interaction with the user. Most 
prostheses only include one or two degrees of freedom 
(DoF). This lack of dexterity implies its limited use 
during activities of daily living (ADL) [1]. The increase 
of the low acceptance rates of advanced prostheses 
requires a better understanding of the hand performance 
as well as commonly accepted measures and evaluation 
protocols [2]. This work presents an experimental 
protocol to evaluate the performance of the hand 
prosthesis control in ADL and evaluates the influence of 
training in the time performance of the control system.  

Methods 
Experiments were made with a 3D printed prosthetic 
hand prototype based on the BruJa Hand [3], a 5-finger 
6-DoF low-cost prosthesis developed by the BE group.
10 right-handed healthy subjects (5 man/5 women; ages
20-55 years) performed transport tasks with cylindrical
-CYL- and pulp pinch -PP- grasps [4] on different
objects using the hand, attached to the forearm with a
Pro Cuff device (Fig. 1, left). The subjects selected the
grasp type with a mechanical switch and closed/opened
the hand using a button when required.

5 subjects were trained with 3D printed objects (Fig. 1, 
right) specifically designed for CYL and PP grasps. The 
other 5 subjects were not trained but were able to 
practice a few minutes with the hand. Finally, all the 
subjects performed the evaluation protocol with 17 
selected objects from the YCB set, where both the 
objects and the hand were equipped with IMU sensors 
(Pikkulab) for measuring times and motions. 
The evaluation protocol was (setup in Fig.1, left): 1) The 
subject sits on the table and places the hand in Pos. 0 

(rest); 2) the operator sticks an IMU sensor to the object 
and places it on Pos. 1 (hidden from the subject by a 
board). Then, the operator starts recording the trial (data 
and video) and, after 3 seconds, removes the board; 3) 
the subject, in view of the object, selects the grasp and 
performs the transport task from Pos. 1 to Pos. 2, 
returning the hand to Pos. 0; 4) the operator ends the 
recording and returns to step 1 with a new object. 
The evaluation of the influence of the training in the 
hand control has been carried out measuring the total 
time involved in the transport task (TT). The TT is a 
summation of times between the following events of the 
transport task: E1) Decision to grasp; E2) Grip selection; 
E3) Grip identification by the control system; E4) Start 
of hand motion; E5) Reach to grasp phase; E6) Grasping 
posture generation; E7) Grasp execution; E8) Grasp 
confirmation; E9) Transport phase; E10) Object release 
decision; E11) Object release execution; E12) Return to 
rest position. Only events E3, E7 and E11 belong to the 
control system and the other to the user skills. 

Results and Discussion 
Figure 2 shows a polar diagram with the mean TT of the 
subjects to perform the transport tasks of each YCB-set 
object, with and without training. The results show that 
non-trained subjects generally spend more time in the 
transport tasks than trained subjects. A further data 
analysis will involve differentiating times between 
events, types of grasps and quality of the grasps in order 
to establish the performance of the control system. 
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Introduction 

Total talar replacement (TTR) surgeries have been used 

as an alternative to circumvent the drawbacks and 

limitations associated with various other talus fracture 

treatments [1]. Typically, the design of a custom, 

patient-specific TTR could take up to several months, 

delaying the surgical procedure. As a result, a universal 

talus prosthesis has been suggested and had its 

feasibility demonstrated in a previous study [2]. To 

further improve the performance of implants, topology 

optimization (TO) is often involved in their design. 

However, in the case of talus implants, no studies are 

known to exist in literature that involve TO in their 

design. Therefore, this study demonstrates the use of TO 

in the design process of a universal TTR and compares 

it against its non-optimized counterpart. 

 

Methods 

The universal talus prosthesis used was obtained from a 

previous study and a similar finite element (FE) 

approach was employed [3]. The FE model used (figure 

1, left) involved a combination of two postures: 

dorsiflexion (+20) and neutral standing (0). For each 

posture, the simulation took place in three static time-

steps: 1) bones surrounding the talus in the ankle joint 

were displaced towards the fixed talus, 2) the talus bone 

was allowed to freely adjust itself, 3) the displacement 

equivalent of a 2000 N compressive force was applied 

to the tibia. The titanium alloy Ti-6Al-4V (E = 107 GPa 

and ν = 0.323) was used for the talus implant. For the 

TO, a volume fraction constraint of 0.3 and a stress 

constraint of 375 MPa was used for the implant. As an 

objective, the weighted compliance of the loading step 

for the two postures (both assigned an equal weight of 

one) was maximized for the design space (figure 1, 

right). The FE model was setup in Hypermesh (Altair, 

Troy, USA) and the TO was carried out using Optistruct 

solver (Altair, Troy, USA). 

 

  
Figure 1: (left) Combined posture setup: dorsiflexion in 

orange and neutral standing in red; (right) Section view 

of design space (in yellow) and non-design space (in 

grey) 

 

Results 

Figure 2 shows the contour plot for element densities 

(ratio of the density of the optimized element to its non-

optimized counterpart) ranging from 0 to 1. A 0 value 

represents a void and a 1 value represent a solid. As for 

intermediary values, they represent a fictitious material.  

 

   
Figure 2: Non-design space made transparent for 

clarity. (left) Non-optimized; (right) Optimized 

 

As a better illustration of the results, different views of 

the optimized implant with element densities > 0.3 (with 

simple averaging) are shown in figure 3. 

 

  
Figure 3: Different views of optimized implant with 

element densities > 0.3 shown 

 

Discussion 

To compare, the non-optimized implant weights 

approximately 190g while the optimized implant weighs 

(theoretically) 79g, which amounts to a 58% reduction 

in total weight. The results shown are a demonstration 

of the feasibility of using TO methods in talus implant 

design. A future finite element analysis will be 

performed to compare the stress distribution on the 

optimized and non-optimized implants as well as the 

surrounding bone in both postures 
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Introduction 
Inserting a titanium implant in bone tissue may modify 
its physiological loading and therefore cause bone 
resorption, a phenomenon known as stress-shielding [1]. 
While monitoring and preventing stress-shielding is 
necessary to ensure the surgical success, it remains 
difficult to experimentally retrieve information on the 
properties of the interfacial tissues at the scale of 
1-100 µm from the implant surface, where this 
phenomenon is localized. Numerical modelling 
represents a complementary tool to better understand 
phenomena related to the coupled bone-implant system 
due to the difficulty of measuring the stress distribution 
in vivo. The aim of this study is to investigate 
numerically the influence of various geometrical and 
material parameters on the local stress field around a 
bone-implant interface (BII) subject to shear loading.  
 
Methods 
A 2D plane strain finite element model of a sinusoidal 
BII allowing to vary the bone-implant contact (BIC) and 
the implant roughness through its periodicity λ and its 
amplitude 2Δ, was derived from a previous study [2] 
(Fig.1b). A shear loading was applied at the top of two 
half-spaces corresponding to a rough implant and to 
cortical bone tissue respectively, separated from each 
other by an irregular interphase. The isostatic pressure 
and the maximum shear stress around the BII were 
simulated for different (i) implant roughness, (ii) 
implant materials, (iii) BIC ratios, and (iv) bone 
Young’s moduli. The equivalent stiffness of the BII was 
also derived from the simulations. 

 
Figure 1: Schematic description of the model at the 
macroscopic level, with the example of a femoral stem 
(a). Geometrical description of the sinusoidal BII (b), 
with the numerical details in (c). 

Results 
A stress concentration is evidenced at the intersection 
between the implant, the void and the bone, in particular 
for lower roughness (Fig. 2). More generally, stress-
shielding occurs at a distance lower than around 0.4λ 
from the BII, and increases (i) when the BIC ratio 
decreases and (ii) when the implant roughness 
decreases. Moreover, changing the implant material to 
get closer to the mechanical properties of bone (e.g. 
using metal-polymer composites) reduces the shear 
stress and the isostatic pressure. 
 

 
Figure 2: Spatial variation of the maximal shear stress 
𝜏  around the BII for BIC = 50% and three values of 
the implant roughness (∆/λ = 0.01, 0.1, and 0.5). 
 
Discussion 
This study enhances the clinical importance of 
maximizing the BIC ratio to minimize stress-shielding 
effects, and suggests that using adapted implant material 
such as the metal-polymer composite Ti-35BPA [3] 
could help to minimize stress-shielding effects. Future 
studies could use the equivalent stiffness of the BII 
determined herein in order to replace the complex 
behavior of the BII by a simple analytical model. It 
would also be of interest to introduce bone remodeling 
in our model to investigate the temporal changes 
occurring during healing, after the implant insertion. 
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Introduction 

The design of each TKA implant is originally defined by 
the manufacturers according to a certain alignment 
philosophy, but its in-vivo performances are however 
strongly depending on surgeon’s decisions in terms of 
position and orientation together with the relative soft 
tissue envelope management. Although extremely 
important, this topic is still highly debated and a clear, 
standardized approach has not yet been established [1]. 
Among the different alignment strategies, mechanical 
alignment [MA] and kinematic alignment [KA] are the 
most popular [1,2]: in MA, the tibial and femoral 
components are positioned orthogonally to the tibial and 
femoral mechanical axis; in KA, instead, the TKA 
components are re-aligned to the native joint line. 
Several studies have attempted to clinically compare the 
outcomes related to the different alignments, but no 
definitive results were achieved and long-term unbiased 
multicenter follow-up studies are still missing. It is 
furthermore to highlight that sometimes the surgeons 
establish the surgical alignment approach to perform 
according to their preferences, which may not always 
match the rationale behind the TKA implant; this means 
that components designed according to the traditional 
mechanical alignment may be implanted with a 
kinematic alignment, and this discrepancy could 
therefore affect clinical outcomes and make difficult 
their interpretation [1]. 
The aim of this work is therefore to compare the 
different alignment philosophies in different TKA 
designs of knee implant, through the use of a validated 
finite elements model. 
 

Methods 

This study is performed using finite element analysis, 
developing a knee finite element model based on an 
already validated and published one [3]. 
To model the bone, the geometry of a Sawbones tibia 
(right side, size medium) was selected in agreement with 
previous studies [1,3]; the orthopedic devices were 
instead based on data coming by an industrial prosthesis.  
Four different configurations were analyzed:  
-MA with a symmetric polyethylene thickness implant 
(inducing a joint line orthogonal to the bone cuts); 
-MA with an insert having asymmetric thickness 
(inducing a joint line similar to the physiological); 
-KA with a tibial stem orthogonal to the tibial cut; 
-KA with the tibial stem aligned with the tibial axis. 
Each model underwent a 2500N vertical load simulating 
the peak force in walking [4]. Polyethylene and bone 
stress were extracted and compared in several regions of 
interest. 
 

Results 

The stress distribution on the polyethylene in case of a 
symmetric insert resulted to be more uniform among the 
medial and lateral compartment, if compared with the 
asymmetric insert (Figure 1). A similar homogeneous 
distribution was identified in terms of bone von Mises 
stress when a symmetric insert is used (Figure 2). 
The presence of an aligned tibial stem for the kinematic 
aligned model induces an increase of the poly stress and 
of the bone stress in comparison to the orthogonal tibial 
stem. 

 
 
Figure 1 – Von Mises stress in the polyethylene insert 
for the different configurations. 

 
 
Figure 2 –Von Mises stress in the tibial bone for the 
different configurations. 
 
Discussions 

This study has demonstrated that each combination of 
alignment approach and prosthesis design induces a 
specific stress distribution in both the tibio-femoral and 
the prosthesis-bone interfaces; therefore, surgeons 
should consider this information when deciding which 
implant to adopt and the relative alignment approach to 
follow. 
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Introduction  

Although total knee replacement (TKR) is an 

established treatment for advanced osteoarthritis, with 

more than 1,324,000 operations performed yearly [1], 

20% of patients experience unsatisfactory results [2]. 

Many factors, such as implant alignment and a balanced 

flexion-extension gap, influence the postoperative result 

[3, 4]. The posterior cruciate ligament (PCL) controls 

anterior-posterior translation and joint compression, 

which affects the flexion-extension gap [4]. Previous 

studies have examined the impact of PCL tension [4] 

and implant malrotation [5] on tibiofemoral stresses 

individually. However, few studies have analyzed the 

combined impact of these factors. Therefore, the present  

study aims to utilize a finite element (FE)-model of a 

cruciate-retaining bicondylar TKR to analyze the impact 

of tibial malrotation with different PCL properties on the 

tibiofemoral contact stress and knee kinematics. 

 

Methods 

A quasi-static FE-model was created in 

Abaqus/Standard 6.14 (SIMULIA, Providence, RI, 

USA). The femoral component (P.F.C. Sigma, DePuy 

Synthes, Raynham, MA, USA) was modeled as linear-

elastic Co-28Cr-6Mo (E = 210 GPa, ν = 0.29) [6] 

meshed with 37,157 modified tetrahedral elements. The 

tibial insert made of UHMW-PE was modeled as elasto-

plastic (E = 463 MPa, ν = 0.46) [7, 8] meshed with 

60,135 modified tetrahedral elements. Amplitudes for 

knee kinematics and load were imported from a 

musculoskeletal multibody model during a squat motion 

[9]. Flexion, internal rotation, medio-lateral and 

anterior-posterior translation, and compressive load 

were applied to the femoral component. Abduction-

adduction motion was unconstrained. FE-simulations 

representing neutral alignment and 5˚ tibial internal 

malrotation combined with normal [9], tight [10], and 

resected PCL properties were created, and contact 

stresses and knee kinematics were analysed. 

 

Results 

A sample of different tibial rotational alignments for a 

given PCL is shown in Figure 1. Malrotation had the 

highest impact on contact stresses, with a ~9 MPa 

increase for each PCL (Table 1). PCL properties had 

some impact on contact stress, with increases of ~2-3 

MPa between the resected and tight PCL properties for 

each orientation. Knee motion was similar for each PCL 

condition, with less femoral rollback for the tight PCL.  

 

Figure 1: Comparison of contact stress values (MPa) 

for A) neutral alignment with normal PCL condition,   

B) 5˚ internal malrotation with normal PCL condition 

 

 No PCL Norm PCL Tight PCL 

0˚ 40.39 41.43 43.33 

5˚ IR 50.14 50.38 51.86 

Table 1: Maximum contact stresses (MPa) for different 

PCL conditions in normal and 5˚ internal malrotation 

 

Discussion 

This computational study demonstrates that increased 

PCL tension and tibial internal malrotation of TKR lead 

to increased contact stresses in articulation during a 

squat motion. This is comparable to [5], where increased 

stresses for 4˚ tibial internal malrotation was reported. 

Therefore, PCL tension and malrotation might increase 

wear-rate on the tibial insert. A limitation of our study 

is the lack of experimental validation, but our model 

design enables the evaluation of different surgical 

parameter effects on stresses and kinematics in TKR. 
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Introduction 

Femoral shaft fractures are among the most prevalent 

fracture type, representing around 13% of total skeleton 

fractures [1]. For the operative therapy different 

osteosynthesis techniques are known, e.g. angular 

locking implants. Locking means a fixed, rigid 

connection which does not allow any movement 

between implant and locking screws. 

In general the use of locking osteosynthesis implants 

results in an increase of the connectivity between the 

bone and the prosthesis as well as a higher stability 

within the osteoporotic bone. But combined with the 

angular stability an increased number of metal bone 

screws cut outs of the head of the humerus bone were 

observed. Depending on the grade and the type of the 

fracture and the quality of the bone the impact of the 

implants on the osteosynthesis at the proximal humerus 

differs. 

Goal of this study was to compare the biomechanics of 

an angular locking nail ostesynthesis and an angular 

locking plate ostesynthesis in terms of the risk of a bone 

screws cut out of the head of the proximal humerus head. 

Due to the application of measured in vivo loads it was 

possible to simulate realistic activities and to measure 

the displacements of the stabilizing interacting bodies). 

 

Methods 

For the numerical simulation a detailed multi-body 

model of the head and the neck was developed using 

SIMPACK (Dassault Systèmes, Vélizy-Villacoublay, 

France).  

Based on CT data the humerus is modeled as a rigid 

body describing the exact 3D geometries of three 

fractured bone parts. An intramedullary nail system as 

well as a bone plate were modelled as flexible bodies. 

Both CAD models were created by 3D scans of implants 

which are well known on the market. Also the bone 

screws were modelled as flexible bodies. All implants 

were modelled by using the material properties of 

medical grade Titanium alloy Ti6Al4V. 

Based on the results of experimental 3-point bending 

tests the verification of the flexible models of the 

intramedullary nail system and the anatomical bone 

plate were carried out.  

The fixation of the screws within the bone segments was 

realized by using spring-damper elements. The stiffness 

of the spring elements can be varied to simulate different 

bone density respectively bone quality. 

To apply realistic loads during two daily activities in-

vivo data published in the Orthoload data base 

(www.orthoload.com) were simulated [2,3]. 

 

Results 

From the biomechanical perspective the bone plate 

showed higher deformations than the intramedullary 

nail in both simulated load cases (fig. 1). 

 

 

 
Figure 1: Deformations of the bone plate respectively of 

the intramedullary nail in a simulated load case  

 

The absolute deformation in the bone plate patient 

walking with a pair of crutches was 2 times higher as the 

deformation of the nail. During the lifting of the 10 kg 

mass the deformation in the bone plate was even 8 times 

higher as the deformation of the nail.  

 

Discussion  

Using flexible models within a MBS model open up 

further possibilities in biomechanical simulations. With 

the developed and validated model it is possible to 

analyse clinical problems with ostesynthesis systems 

more detailed. 
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Introduction  

Harrington (1962) developed the first spinal rod for 
progressive scoliosis correction. Nachemson and 
Elfstrom (1971) measured the forces acting on a 

modified Harrington rod during scoliosis correction and 
measured an axial force up to 350N before the corrective 
procedure, which then declined over the following days 
before the next surgery [1]. The forces of distraction 
have been measured using calipers, with the force 
increasing with distraction length [2]. The aim of our 

work is to measure the 6 dof of loading acting upon the 
central portion of a spinal distraction rod, using sealed 
strain gauges, and inductively coupling for power 
supply and telemetry. This force-measurement rod will 
offer regular readouts and daily progress. Being more 
sensitive than radiographs, it will aid clinicians in 

determining optimal time for a second intervention. 
Another possible use is for fracture stabilisation, the rod 
will show gradual reduction in load from rod to spine 
and ultimately show optimal time of removal [3]. This 
study uses rods of the same geometry and size as regular 
implants, preserving the same bending stiffness and 

clinical procedure. 

 

Method 

Ti-6-4 tubes of 6.35mm outer diameter are instrumented 
internally with 9 strain gauges. A concentric load 
bearing solid outer tube (0.7mm wall thickness) and one 
semi-circular x-section inner shell on which are pre-

mounted strain gauges and electronics are pre-bonded 
using implant-grade ISO 10993-6 adhesive epoxy. End 
pieces joining this assembly to the tube for strain 
transfer will be spot welded or epoxy joined. This cross 
section is shown in figure 1. This construct allows for 
instrumentation to be contained entirely within the rod, 

without welding longitudinally, whilst maintaining 
adequate bending stiffness at one end will be an implant 
coil in line with rod. The overall geometry will reduce 
bending stiffness to that of a 5.65mm rod, an acceptable 
reduction since rods of 5mm pure Ti are also used 
routinely. Implant instrumentation is being evaluated for 

resolution, power, and speed. Strains will be amplified, 
digitized, telemetered, and powered using inductive 
coupling between an implanted coil contained at one end 
of the rod and an external coil [4] The construct will be 
mechanically tested using a Wohler fatigue machine. 
The model was finite element analysed using 

COMSOLTM to validate the choice of strain 

measurement sites for efficacy of load sensitivity and 

selectivity. 

Results 

A model of the proposed rod was created on COMSOL 

with a fixed constraint on end, boundary loads, and 
materials assigned respectively. User controlled fine 
mesh was also applied. Sinusoidal strain profiles and 
their phase relationships are seen in figure 2 give a good 
assurance. But further analysis of results is needed and 
experimental results to validate and verify.  

 

Discussion 

Analysis of models will find strain sensitivities at 
various locations for different loads. The study will 
inform on optimal strain gauge positions by transmitting 
strain from the outer tube to the inner core. The chosen 
positions allow measurement of dynamic 3 forces and 3 

moments acting across the healing section of the rod. 
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Introduction 

The assembly of the femoral head and/or the neck onto 

the femoral stem is achieved by a manual impaction 

during a Total Hip Arthroplasty (THA). Surgeons use a 

polymer tipped impactor instrument and an orthopedic 

mallet to avoid damaging the prosthesis. This surgical 

procedure is considered to be a critical factor 

determining the success or failure of THA [1,2]. 

Surgeons are provided with general guidelines and 

training by manufacturers on how to assemble the head 

to a particular stem; however, manufacturers’ guidelines 

are vague for the assembly of the head and stem with 

statements such as ‘slightly’ or ‘firmly’ impacted the 

norm to describe the magnitude of any impaction force 

to be used [3]. In reality, the magnitude of the impact 

used is based on a surgeons’ preference, experience, the 

type of prosthetic femoral head, and the quality of the 

patients’ bone stock. In this study, a computational 

methodology is proposed for the simulation of the 

assembly procedure. Using this methodology, two 

mechanical quantities are introduced to be able to 

compare the effect of the assembly magnitudes on the 

initial mechanical state, following a surgical gesture. 

The comparison is carried out on the most widely used 

modular tapers in THA, which are the 12/14 scheme and 

the Type I scheme. This is in the aim to contribute to the 

standardization of the surgical gesture. 

 

Methods 

The first mechanical quantity is the taper axial strength 

which corresponds to the ability of the taper to resist 

axial disassembly. It mainly depends on the material 

Young’s modulus, contact geometry, and friction 

aspect. It is given as follows: 

 

Assembly Force Magnitude
Axial Strenght

Dissassembly Force Magnitude
=       (1) 

 

The second mechanical quantity is the axial stiffness 

which is defined as the ability to resist the axial 

displacement. It mainly depends upon the elastic Young 

Modulus, area of the cross-section, and size of the 

design. It is given as follows: 

 

Assembly Force Magnitude
Axial Stiffness

Induced Displacement Magnitude
=  (2) 

Results and discussion 

Based on the axial strength and axial stiffness, a 

comparative investigation between taper designs is 

carried out considering the design scheme, material 

coupling, angular mismatch, and friction coefficient 

(COF). We present here only the result for the case of 

‘Type I’ and ‘12/14’ design scheme (Figure. 1). 

 

 
Figure 1: Comparison in terms of the taper design 

scheme. 

As can be shown, the axial strength is largely affected 

by the design scheme. Type I scheme exhibits a better 

resistance to disassembly forces, which is twice as high 

as the 12/14 scheme. This behavior can be explained 

with the shape of the Type I scheme which offers more 

perfect contact overlap between the trunnion and bore 

interfaces. Furthermore, the 12/14 scheme provides a 

stiffer taper about 1,6 times. This is also explained by 

the size of the 12/14 scheme which results in significant 

inertia and therefore high stiffness. 

Conclusion 

Type I is easier to be assembled by a surgeon during a 

primary THA and more difficult to be extracted during 

a revision THA, than a 12/14 design scheme. 
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Introduction 

The bone remodeling is a cyclic and continuous 

biological process during which bone tissue modifies 

and adapts its internal structure, stressed by an external 

load [1]. 

In the prosthetic field, the bone adaptation is stimulated 

by the direct interaction between a biocompatible metal 

component and the surrounding bone tissue. The 

efficacy of this process is identified by the primary and 

secondary stability assessment [2]. 

The aim of this study is to evaluate by finite element 

(FE) analysis the primary stability in an osseointegrated 

transfemoral prosthesis, comparing different 

geometrical shapes. 

 

Methods 

A 3D femoral model of an amputee was rebuilt by 

processing TC images using MIMICS INNOVATION 

SUITE (Materialise HQ, Leuven, Belgium). 

Three different femoral stems, with different 

geometrical shape (straight, planar curvature and bi-

planar curvature), were modeled following the 

medullary canal morphology and using SOLIDWORKS 

(Dassault Systèmes, Vélizy-Villacoublay, Francia). 

The FE model has been performed using ABAQUS 

(Dassault Systèmes, Vélizy-Villacoublay, Francia) 

applying a compression load of 1000N. 

 

Results 

The micromotion between metal implant and cortical 

bone was assessed by CSLIP variable. The latter 

represents the relative tangential displacement at the 

bone-implant contact surfaces. The resulting 

displacement has been calculated using the following 

formula: 

 

CSLIP = √CSLIP12 + CSLIP22                 (1) 

 

In the end, the displacement trend has been evaluated for 

all different femoral stems (figure 1). 

 

 
 

Figure 1: Trend of displacement on the bone-implant 

contact surface for the straight (blu line), planar 

curvature (orange line) and bi-planar curvature (red 

line) stems. 

 

Discussion 

The femoral stem modeled following a bi-planar 

curvature provides the smallest relative displacement. 

However, the tangential displacements are within the 

allowable range for the formation of new bone tissue, 

50-150 µm [3] in all femoral stems analyzed. 
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Introduction 

In this work, it is proposed a methodology to obtain 

gyroid foams for prosthesis or implants. The gyroid 

foam being considered is a sheet network, which is 

shown to possess higher stiffness and strength than solid 

networks [1].  

The gyroid surface can be described by Triply Periodic 

Minimal Surface (TPMS) equation. This surface divides 

the space into two parts which can be equal is the 

isosurface value is zero. If we choose the space defined 

by one of the sides, a gyroid solid network is obtained. 

On the other hand, if we thicken the surface by 

translating it an amount of a half-thickness on both 

sides, defined by the normal vector to the surface in each 

point, a sheet networks obtained. 

It is possible to edit the function point by point and thus, 

a gradient of density is obtained, which can enhance the 

mechanical properties of the part. In biomedical 

implants, stress shielding can be minimized as the 

stiffness of the implant is optimized according to the 

bone stiffness [2]. 

 

Methods 

A bio-inspired remodelling algorithm is used to obtain 

the optimal density field for some part, whose 

functioning is shown as a scheme in Figure 1. 

 
Figure 1: Flowchart of the bio-inspired remodelling 

algorithm 

Transforming a density field into a foam-like solid 

requires a post-processing phase where the input is the 

remodeling result and the output is the solid. The post 

processing is summarized in the following steps:  

1) Interpolating the gyroid surface 

The gyroid equation has two main editable parameters, 

namely, the size of the unit cell which can be different 

in the three axes, and the value of the iso-surface.  

If the original discretization in the model is not very fine, 

the interpolated surface will be inaccurate. So, extra 

interpolating points are added in between the Gauss 

points, which inherit the properties of the nearest Gauss 

point. These properties translate into parameters of the 

gyroid equation, or later, into thickness of the surface. 

2) Thickening the surface into a solid  

In order to turn the surface into a solid, the surface is 

thickened by offsetting the surface t/2 to both sides, 

where t is the thickness. Since the gyroid is defined 

through an equation, it is possible to define the thickness 

of the surface at a given point from the apparent density. 

An example of the thick surface can be seen in Figure 2. 

 
Figure 2: Gyroid surface (on the left) and gyroid foam 

obtained by thickening the surface (on the right) 

3) Trimming and final steps 

The need for this stage is to improve the quality of the 

surface mesh for 3D printing, or for remeshing with a 

solid mesh. Non-parametric CAD software is used at 

this stage. 

Discussion 

The remodelling algorithm does not considers the 

intricate geometry of the gyroid foam. Instead, and with 

the advantage of significantly reducing the required 

computational cost, in the material law, it considers 

homogenized equivalent mechanical properties of the 

gyroid, obtained through numerical homogenization. 

With this post-processing, the geometry is recovered as 

a solid. Thus, the solid can be 3D printed to obtain a 

functional prototype or it can be re-meshed for further 

analysis using FEM software. Therefore, it is possible to 

validate the material models, by comparing the accuracy 

of the homogenization model and the accurate 

representation model. 
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Introduction  

The development of additive technologies has enabled 

the rapid and detailed fabrication of customised parts 

that enhance ergonomics through systematic adaptation 

when interacting with biological tissue. The materials 

that provide such customisation by manipulating design 

parameters are metamaterials. The successful use of 

metamaterials is already evident in applications such as 

footwear or personal and sports protective equipment 

[1]. However, they have not yet been used in prosthetics 

to produce an improved socket-liner system that 

minimises pressure on the limb surface while ensuring 

adequate stability. Our research aims to investigate the 

potential of flexible 3D-printed metamaterials to 

develop a tailored socket-liner system for lower limb 

prostheses. 

 

Methods  

To develop the socket liner system, we used the 

established finite element method, which allows us to 

analyse the biomechanical system. The geometry is 

based on a previously developed generic 3D model. The 

residual limb, which was dimensioned based on 

anthropometric measurements, consists of bones 

(femur, tibia, fibula, patella) and a bulk soft tissue. 

Previously performed numerical analyses with 

commercially available silicone liners in combination 

with PTB or TSB socket validated the model. The 

simulation consists of the following two steps: 

1. donning of the prosthesis,  

2. vertical loading - simulating stance. 

To achieve the desired mechanical response, we 

adjusted design parameters such as wall thickness, type 

of cellular structure, size of cells and type of base 

material. The aim was to reduce stress concentrations at 

the limb-liner interface and conserve stability by 

minimising relative displacement until the pain pressure 

threshold (PPT) was reached. The value of PPT was 

taken from the literature [2]. 

 

Results 

Initially, metamaterials behave as linear elastic 

materials with a quasi-rigid stiffness compared to soft 

tissue. When the contact pressure reaches a certain 

point, the material starts to deform under almost 

constant pressure, also known as a plateau in the σ-ε 

diagram (Figure 1). In the final phase, the structure 

compresses rapidly, and the elastic modulus increases 

exponentially [3]. Such a material response can be 

controlled with the design parameters and customised 

according to the needs. The results in terms of contact 

 

Figure 1: Total deformation of the numerical model and 

schematic representation of the cellular structure with 

corresponding σ-ε diagram. 

 

pressures and relative displacements were used to 

systematically adjust the parameters of the 

metamaterials to minimise the contact pressure and 

relative displacements. A direct comparison of different 

liners has shown that tailored metamaterials redistribute 

the pressure over a larger area and thus reduce the stress 

concentration whilst maintaining low displacements of 

the entire residual limb within the prosthesis for 

maximum stability. 

 

Discussion 

The results have shown that 3D-printed metamaterials 

can be customized depending on the condition of the 

residual limb. By changing the design parameters, we 

obtain a flexible structure that improves biomechanical 

response and hence comfort, stability, and safety. Using 

numerical analysis, we have been able to investigate the 

potential of customised liners and sockets made of 

metamaterials to improve comfort and preserve stability 

when wearing prostheses. Future research will include 

experimental validation and subjective measurements of 

the proposed 3D-printed socket-liner system. 
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Introduction  

Pedicle screw loosening is a typical and clinically 

relevant post-operative complication in spinal fusion 

surgery which may lead to fixation failure and revision 

surgery [1]. Many standard methods for the assessment 

of pedicle screw fixation are either non-repeatable (e.g. 

insertion torque measurements) or either destructive and 

not applicable intra-operatively (e.g. pull-out testing). In 

previous research it has been shown that selected 

features from vibration analysis can predict implant 

stability [2]. This research investigates the potential of 

the first resonance frequency of a screw - bone block 

system to estimate screw fixation. The methodology is  

comparable to [3] but with different levels of fixation. 

 

Methods 

One solid rigid polyurethane foam block with a density 

of 160 kg/m³ and one with a density of 240 kg/m³ (1522-

01 & 1522-02 resp., Sawbones, Malmö, Sweden) were 

each cut into 18 cuboid samples of dimensions: 

30x40x30mm. This results in a total of 36 bone block 

samples. For each density, the samples were divided in 

six groups of three. Every group was drilled with a 

different diameter pilot hole (3.0, 3.5, 4.0, 4.5, 5.0 and 

5.5 mm). A hexagonal head wood screw TBR06 (DIN-

571) with a total length of 53.5 mm, was inserted in 

every sample. The insertion was done with a 3D-printed 

guide to assure a consistent orientation and insertion 

depth of 37mm over all samples. After insertion, 

resonant frequency analysis was performed on all 

screws. The samples were mounted in a massive vice, 

while wrapped in soft foam. The vice was always 

tightened until the gap between the jaws of the vice 

measured 40mm, this to allow a flexible support of the 

sample by the foam. The laser spot of a laser vibrometer 

(IVS-500, Polytec GmbH, Waldbronn, Germany) was 

focused at the screw head to measure the vibration 

velocity. The screw was excited on the opposite side of 

the head by an automatic modal hammer (vImpact-61, 

Maul-Theet GmbH, Berlin, Germany). Data acquisition 

was performed with LMS SCADAS LVLIII (Siemens, 

Leuven, Belgium). Based on the measured frequency 

response functions, the resonance frequencies were 

determined in Simcenter Testlab (Siemens, Leuven, 

Belgium). Then, each sample was placed in a tensile test 

bench (Universal testing machine 3369, INSTRON, 

Norwood, MA, USA) for a pull-out test to determine the 

maximal pull-out force of the screw in the bone block. 

That maximal pull-out force is considered as a golden 

standard in the assessment of screw fixation.  

 

 
Figure 1: Vibration analysis set-up with a) automatic 

impact hammer, b) screw with red laser dot, c) PUR 

block, d) foam, e) vice. 

 

Results 

A logarithmic regression model was applied to analyze 

the relationship between the first resonance frequency 

and the maximal pull-out force for the acquired datasets. 

For the dataset of 160 kg/m³ samples, following 

logarithmic regression equation is found: 

𝑦 = 667,66 + 369,78 ∙ ln(𝑥) (R²=0.976, p=2.0e-14). 

For the dataset of 240 kg/m³ samples: 𝑦 = 1310,1 +
241,89 ∙ ln(𝑥) (R²=0.786, p=9.5e-7). When the datasets 

of both densities are combined, the correlation between 

the first resonance frequency and the pull-out force 

remains high (R²=0.924, p=1.4e-20). 

 

Discussion 

This study suggests that there is a logarithmic 

relationship between the first resonance frequency of a 

screw inserted in a bone block and the maximal pull-out 

force of that screw from the bone block. The material 

properties of the block heavily influence the value of the 

first resonance frequency. However, the pull-out force is 

also sensitive to a change in bone block density and the 

logarithmic regression model for the combined datasets 

alludes to the possibility of applying a frequency 

threshold to predict high or low pull-out force and thus 

good or bad fixation of the screw in the bone block. 
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Introduction 
In hip arthroplasty operations, surgeons rely on their 
experience to assess the stability and balance of hip 
tissues when fitting the implant to their patients1. During 
the trial, surgeons feel the tension in the surrounding soft 
tissues and adjust the implant configuration (size, 
length, neck angle, neck offset, head size, liner size, cup 
size). This process is naturally subjective and therefore 
depends on the operator. In this study, we designed and 
manufactured a hip implant neck based on the 
DepuySynthes Corail® trial component design but 
scaled to the dimensions of the sheep anatomy. We 
demonstrated the implant evaluated in a sheep model, 
where we propose that this is an important and clinically 
relevant step for the translation of medical devices. 
 
Methods 
The instrumented implant integrates Hall effect sensors 
to measure soft tissue tension, leading to small 
deformations of a compliant structure (rubber), see 
Figure 1 (left). This change in displacement is registered 
as a change in voltage with the Hall sensor which is read 
using an Arduino® board. An inertial measurement unit 
(IMU) is used to measure orientation and the 
acceleration during the range of motion (ROM) tests. 
 

 
Figure 1: (left) The prototype neck without the head with Hall sensors 
exposed, (centre) the neck with the head installed, (right) the prototype 
inserted into the femur of the sheep. Axes correspond Figure 2. 
 
Sheep anatomy was taken from x-ray images, then the 
implant components were scaled accordingly to the best 
possible fit. 3D printed components with reinforced 
metal support were manufactured. The prototype was 
first tested ex vivo, then in situ in three sheep for fit. In 
the latter model the Range of Motion (ROM) tests were 
performed by hand, and measurements were recorded. 
 

Results 
Distinct patterns were observed during the ROM tests, 
matching the operated leg movements. Peak forces 
measured are between 30-50 N, as seen in Figure 2. 

 
Figure 2: (left) The filtered force data from a flexion-extension ROM; 
(right) the acceleration data. 
 
Discussion 
We designed and tested a low-cost, modular, 
instrumented hip implant prototype based on the 
existing DepuySynthes Corail® implant. The device has 
been proven to successfully measure force and 
acceleration in the three-dimensional axes, both in a 
laboratory and a clinical setting (cadaver study). 
 
Carrying out such an experiment in the sheep presents 
several challenges – such as the musculoskeletal 
differences between humans and sheep (thus generating 
different force-response curves). Furthermore, given the 
limited access to cadaver studies, it is important that the 
technology is evaluated sufficiently in a suitable model.  
 
Furthermore, the measured data show forces and ROMs 
on one case study. It is therefore necessary that future 
investigation focuses on expanding the replicate 
number, as well as the inter-replicate differences. The 
device should also undergo optimisation for the model 
(e.g., to increase force range and measurement 
resolution). Future research on bridging the differences 
between species will better discern the interpatient 
differences, and thus provide a more personalised and 
more accurate treatment to each patient. 
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Introduction  

The gyroid foam presents a large interest for biomedical 

applications because its highly porous geometry 

promotes cell growth. Moreover, it has been shown that 

in comparison to other shapes the gyroid is more 

permeable than foams based on other triply periodic 

minimal surfaces (TPMS) [1]. In addition, TPMS based 

foams built using additive manufacturing technology 

have been shown to be able to achieve the necessary 

mechanical properties to replace human bone [2]. 

 

Materials and Methods 

Models of the gyroid unit cells with different densities 

were created in MATLAB, exported and meshed into 

10-node tetrahedral elements. The edge length of the 

unit cell is 20mm and the different density is achieved 

by varying the wall thickness of the foam. The 

mechanical properties are calculated using the 

homogenization approach shown in [3], where a unit 

strain is applied. Thus, using 𝝈 = 𝑪𝜺 it is possible to 

calculate the 𝑪 matrix using 6 FE analyses. The stress 

values are obtained from the volume average of the 

stress in the cell. The boundary conditions for the 

homogenization can be summarized as in Figure 2 

which shows a cubic representative volume element. 

The building material has a Young’s modulus of 

3000MPa and a Poisson ratio of 0.3. To study the 

ultimate stress of the foam in comparison to the ultimate 

stress of the material which constitutes it, the material 

was modelled as elastic-perfectly plastic with and three 

values of yield stress were chosen namely 10, 30 and 

50MPa. The yield stress was defined as the maximum 

value in the stress-strain curve from the simulation. 

 

Results 

The results of the mechanical properties can be 

consulted in table 1, which shows the Young’s modulus 

ratio Eh/Em where Em is the Young’s modulus of the 

building material and Eh is the homogenized Young’s 

modulus and the yield stress ratio σy
h/σy

m where σy
m is 

the yield stress of the building material and σy
h is the 

homogenized yield stress. The value of yield stress ratio 

did not change significantly with different yield stress 

values of the building material. 

 

Wall 

thickness 

Density Eh/Em σy
h/σy

m 

1 15.54% 0.03792 0.07 

3 44.86% 0.18694 0.23 

5 70.36% 0.41466 0.52 

Table 1: Results of the homogenization 

 
Figure 1: Gyroid models (a) wall thickness 1mm, (b) 

wall thickness 3mm density, and (c) wall thickness 5mm 

 

 
Figure 2: Boundary conditions for the homogenization 

of the mechanical properties (a) example for normal 

strain (b) example for shear strain 

 

Discussion 

The homogenization model can be used to predict the 

mechanical properties of 3D printed scaffold. 

Structurally, it is important that the stiffness and 

strength of the implant are correctly predicted. Stiffness 

must not be larger than the stiffness of the surrounding 

bone to avoid stress shielding, while the implant must 

still be able to support weight and have enough strength. 
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Introduction 
Musculoskeletal models are essential in biomechanics 
research and provide valuable information on various 
parameters. In recent years, inertial motion capture 
gained importance as a new method of generating 
kinematic input for musculoskeletal models. Some 
studies investigated the correlation of measured and 
predicted ground reaction forces of musculoskeletal 
models driven by inertial motion capture data [1]. 
However, the validity of muscle activities has only been 
investigated for optical motion capture [2]. Furthermore,  
numerical muscle activity depends on the muscle model 
and muscle recruitment type. However, their influence 
in dynamic movements is uncertain. Hence, this study 
examined their effect on calculated muscle activity and 
furthermore investigated the correlation of measured 
and calculated muscle activity using inertial motion 
capture as kinematic input. 
 
Materials & Methods 
Twenty subjects performed sprinting tasks of five times 
10 m on artificial turf. Kinematics were recorded using 
inertial motion capture (MVN Link, Xsens 
Technologies B.V., NL) at 240 Hz. Furthermore, muscle 
activity was measured at 1111 Hz using ten surface 
electromyography (EMG) sensors (Trigno IM, Delsys 
Inc., USA). The investigated muscles were Rectus 
Femoris (RF), Vastus Medialis (VM), Vastus Lateralis 
(VL), Biceps Femoris (BF) and Semitendinosus (ST). 
The motion capture data was used as input for the 
AnyBody Modeling System (AMS, v. 7.3.3, AnyBody 
Technology, DK). The numerical muscle activity was 
calculated using the AnyBody Modeling System (AMS, 
v. 7.3, AnyBody Technology, DK) with four different 
configurations. A simple muscle model was used with a 
quadratic target function for the muscle recruitment (S2) 
as well as a simple muscle model with composite target 
function (SC), with composite target function consisting 
of a polynomial with infinite exponent and an additional 
quadratic term. Furthermore, a Hill-type muscle model 
was used with a quadratic muscle target function (H2) 
and a composite target function (HC). The muscle 
activities were compared by calculating the Pearson 
correlation coefficient r and determining the dynamic 
time warping distance (DTWD) in Python (v. 3.7.6). 
The correlation was categorised as small (r≤0.3), 
medium (r≤0.5) or strong (0.5<r≤1) [3]. 
 
Results 
The results show a moderate to strong correlation of 
measured and calculated muscle activity. The strongest 

correlation with r=0.68 is found in the ST muscle for S2 
and SC. The lowest correlation with r=0.27 is found in 
the RF muscle for S2 and SC. The simple muscle model 
has a better agreement of calculated and measured 
muscle activity (Fig. 1). Additionally, the DTWD is 
considerably higher when a Hill-type muscle model is 
used instead of a simple muscle model. 
 

 
Figure 1: Median r and DTWD values with 95% 
confidence interval for the different model 
configurations. 
 
Discussion 
This study examined the effect of muscle recruitment 
and muscle type on calculated and measured muscle 
activity correlation using inertial motion capture as 
kinematic input. Overall, the correlation of calculated 
and measured muscle activity was moderate (H2, HC) 
to high (S2, SC). The different muscle recruitment 
criteria of the AMS have little influence on the 
calculated muscle activity. On the contrary, the simple 
muscle model shows a higher Pearson correlation and a 
lower DTWD than the Hill-type muscle model. This is 
probably caused by the Hill-type muscle model’s 
dependency on the calibration sequence and the muscle 
wrapping. With the knee joint being modelled as a hinge 
joint, the dependency on the muscle parameters 
increases. Nevertheless, the overall Pearson correlation 
is within the range of literature data for slower 
movements [2].  
Altogether, the results show that inertial motion capture 
as kinematic input for musculoskeletal models and a 
simple muscle model are suited for calculating thigh 
muscle activities in sprinting movements.  
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Introduction  

Elbow Arthroplasty can be a treatment option to restore 

elbow functions affected by inflammatory, 

degenerative, or post-traumatic arthritis. In 2020 the 

National Joint Registry recorded the indications for 

Total Elbow Replacement as 69% trauma, 9% 

osteoarthritis and 8% inflammatory arthropathy [1]. The 

largest systematic review of recent literature showed 

that aseptic loosening remains the greatest complication 

in Total Elbow Replacement at 17.5% of cases 

performed due to trauma requiring revision for aseptic 

loosening [2]. Mechanical failure can also occur the 

form of dislocation (4.7%) bushing wear (2.3%) or 

disassembly (2.3%) [3]. The elbow joint is one of the 

few remaining major joints in which in vivo joint forces 

have yet to be measured. Direct measurement of elbow 

joint forces will give insight into the mechanics of the 

joint, stress distribution in the constituent bones and soft 

tissues and how these are affected by activity. This 

research aims to measure in vivo the forces and 

moments acting at the hinge of an instrumented humeral 

component instrumented with strain gauges and 

embedded electronics. 

Methods  

A 3D computational model of a modified Discovery 

humeral component was generated using SolidWorks. 

The model was created with 3 weld cavities (figure 1) 

for electronics and strain gauges. Mechanical loading of 

the model was simulated in a FEA study performed in 

COMSOLTM. Proposed sites for strain gauges were 

analysed for sensitivity and selectivity. The loading 

vectors applied to the humeral component simulated the 

6 degrees of freedom loads applied to the joint, whilst 

fixing the humerus at the stem to compare strains 

generated accordingly.  

A prototype of the humeral implant is being developed 

through CNC machining, then a fatigue test will be 

conducted under load. Prototypes will be strain gauged 

for powering and telemetry. Welding trials followed by 

trial calibrations will take place to measure sensitivities 

to all loading modes. Internal electronics will be 

developed and tested, and implant microcontroller code 

written for strain sampling and telemetry. Inductive 

coupling will be developed with external electronics. 

Results  

Strains at the joint forks have been correlated with 

applied loads, and calibration matrix techniques used to 

separate each strain direction. Peak strains are shown  

 

(Table 1) for a 1000N applied load in Fx, y, z and 1 Nm. 

in Mx, y, z. Peak sensitivities show a reasonable 

confidence in selecting strain gauge sites. Table 2 shows 

the selected strain gauge locations.    

Discussion 

 

Figure 1: modified humeral FE model with weld 

cavities, caps, and FE mesh 

Table 1: peak sensitivities at potential strain gauge 

locations  

Table 2: 8 potential strain gauge sites for bonding the 

strain gauges  

 

The overall proposed work led to the selection of 8 

optimum strain gauge locations which will in turn 

enable measuring the 6 degrees of freedom acting at the 

elbow hinge during normal activities of daily living. 
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peak sensitivities  

Fx Fy Fz Mx My Mz 

strain/N strain/Nmm 

4.93E-07 6.99E-07 7.65E-07  9.15E-08  4.46E-06  4.24E-06 

 

 X (mm) Y (mm) Z (mm) 
Cavity 1 (left fork) 11.43 -8.12 -9.70 

11.14 -4.12 -9.70 

8.65 -0.42 -10.00 
 
Cavity 3 (Base) 

4.17 1.02 -6.31 

-4.17 1.02 -6.31 
Cavity 2 (right fork) -8.65 -0.42 -10.00 

-11.14 -4.12 -9.70 

-11.43 -8.12 -9.70 

https://reports.njrcentre.org.uk/elbows-reports
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Introduction 

The complexity of the shoulder joint has long been a 

difficulty when trying to investigate implant behavior. 

This becomes more evident when it is necessary to 

simulate an active, muscle-controlled shoulder motion 

since it requires knowledge about the activity ratios of 

the different muscles involved. As the rotator cuff 

cannot be completely analyzed with surface 

electromyography (EMG) [1], using musculoskeletal 

modelling to estimate muscle and joint loading during 

upper limb motion could be advantageous, if properly 

validated. Therefore, the aim of this study was to 

develop and validate a reliable musculoskeletal shoulder 

model, based on newly acquired EMG data, in order to 

determine muscle activity ratios during different 

movements. 

 

Method 

Sixteen healthy subjects were measured during six 

motions of the upper limb in the scapular plane 

(abduction/adduction, anteversion/retroversion, 

external/internal rotation). Joint movements in the 

scapular plane and kinematics were measured with an 

inertial motion capture system (Xsens Technologies 

B.V., An Enschede, The Netherlands), EMG of the 

deltoid (anterior, middle and posterior heads) and 

infraspinatus muscles were measured (EMG Bluetooth 

measuring system, Zebris Medical GmbH, Isny, 

Germany) for validation of the muscle model. The 

musculoskeletal shoulder model was created using 

AnyBody Modeling Software (AnyBody Technology 

A/S, Aalborg, Denmark) and the AnyMuscleModel3E, 

a three-element model based on the work by Hill [2], 

was used. The model included the following muscles: 

M. deltoid anterior/middle/posterior, M. infraspinatus, 

M. subscapularis, M. supraspinatus und M. teres minor; 

and the subject-specific movement data from the Xsens 

sensors were used. The EMG data was normalized and 

the joint positions recorded with the Xsens system were 

used in the Euler rotation sequence ZXY (except for 

abduction/adduction to avoid gimbal lock). Pearson’s 

correlation of EMG activity and AnyBody muscle 

activity was calculated to validate the model. In order to 

calculate the ratio of muscle activation, a main/primary 

muscle was defined for each movement. The activity of 

the remaining/secondary muscles was defined as a 

percentage in relation to the main muscle over the course 

of the movement. 

 

Result 

The model showed moderate to strong correlation for 

the four measured muscles (r = [0.38; 0.51]). This 

allowed the muscle activities from the body-muscle 

model to be subsequently used to determine the muscle 

ratios. The middle deltoid was defined as the main 

muscle acting during abduction/adduction (figure 1). 

Peaks were seen in the ratio to the anterior deltoid, 

posterior deltoid, infraspinatus, and teres minor at 110 

degrees of abduction. Higher ratios were shown by the 

supraspinatus and the subscapularis in adduction at -10 

degrees. During retroversion, the middle deltoid had a 

higher activity than the anterior deltoid, and the 

posterior deltoid exhibited a lower activity than both 

muscles. 

 

 
Figure 1: Mean ratio (mean + 95% confidence interval) 

of the muscles involved in the abduction/adduction 

movement of the arm in relation to the middle deltoid 

muscle. 

 

Discussion 

A muscle model of the shoulder was successfully 

created based on subject data. The musculoskeletal 

model can thus calculate the activity of muscles that 

would not be accessible with a surface EMG. With the 

knowledge of the ratios of each individual muscle of the 

rotator cuff during certain movements, a more accurate 

in-vitro simulation of the shoulder motion for 

investigating clinical questions can be achieved. 
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Introduction 

Musculoskeletal modeling can be used to estimate joint-

level kinematics and kinetics that cannot be measured 

experimentally. Simulations are based on motion 

capture data and mathematical and biological principles. 

However, the outcomes of musculoskeletal modeling 

can be affected by several factors, for instance, 

inaccurate marker placement [1] and the muscle 

activation optimization function [2]. 

In this study, we investigated how sensitive the 

estimated knee joint mechanics are to the uncertainty in 

some of the underlying assumptions of musculoskeletal 

modeling using a model with 12 degrees of freedom 

knee joint. 

 

Methods 

We used the motion capture data of one participant from 

the CAROT trial [3] and a musculoskeletal model with 

12 degrees of freedom knee joint [4]. Subsequently, we 

simulated five trials of self-selected walking speed in 

OpenSim 4.1 with five different models (Table 1). Each 

model was based on the reference model but with one 

adjusted parameter that represents different assumptions 

made during musculoskeletal modeling and simulation. 

 

 
Table 1: The parameter variation of each musculoskeletal 

model in relation to the reference model. 

Results 

The different assumptions in musculoskeletal modeling 

had a modest influence on the simulated tibiofemoral 

joint contact forces and their distribution between 

medial and lateral compartments of the knee (Figure 1). 

The effect was mainly seen on the latter half of the 

stance. 

 

 

 

 
Figure 1: The estimated medio-lateral distribution of 

tibiofemoral contact forces and the total contact force for each 

model in five averaged self-selected walking speed trials. 

Discussion 

The different assumptions in musculoskeletal modeling 

did not have a great effect on the simulated joint level 

outcomes (Figure 1). However, previous studies have 

shown that muscle activation optimization function 

mainly affects forces around the second half of the 

stance [2], which also seems to be the case for the other 

parameters investigated in this study.  

Knee marker misplacement posteriorly appeared to have 

the largest influence on the estimated tibiofemoral joint 

contact forces (Figure 1, model 4). This highlights the 

need for careful experimental data collection and model 

scaling. 

The small variations in joint level mechanics observed 

in this study may have a large impact when utilized in 

further analysis (e.g. as inputs in finite element 

modeling). We will investigate this in our future studies.   
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Introduction 
Personalized musculoskeletal models enable studies on 
individual features of healthy and pathological 
tibiofemoral motion. As such, the understanding of the 
separate of effect of tibiofemoral geometry [1] and 
elasticity [2] on tibiofemoral motion during normal 
activity is important to both researchers and clinicians. 
However, complex geometry-based musculoskeletal 
models embedding tibiofemoral contact surfaces, 
geometrical and elastic properties of each relevant knee 
structure are computationally expensive and difficult to 
identify in vivo [5]. One possibility is to model the effect 
of tibiofemoral geometry on knee motion using fast 
rigid-body models [3], and tibiofemoral elasticity using 
lumped-parameters compliance matrices accounting for 
the effect of all separate elastic structures [4]. The aim 
of this work is to demonstrate the use of a compliance 
matrix for studying tibiofemoral motion during normal 
physical activity. 
 
Methods 
The model by Lenhart et al. [5] was used for this work. 
The healthy 23-year-old female model (height = 1.65 m, 
mass = 61 kg) is a 25-segments, 52-DOFs multibody 
dynamic system including tibiofemoral contact surfaces, 
14 non-linear springs linking ligament origin footprint 
to insertions. Active and passive tibiofemoral 
kinematics, inverse dynamics, muscle activation/force 
and tibiofemoral contact forces were computed using 
the OpenSim Joint and Articular Mechanics framework 
[5]. Active tibiofemoral motion was calculated by 
simulating a gait trial with Lenhart model [5]. Passive 
tibiofemoral motion, during the same gait trial, was 
simulated by removing knee-spanning muscles, with 
external forces scaled down to 1%, gravity set to zero 
and ligament stiffness reduced by 50%, to ensure that 
the ligament force was less than 50N. The compliance 
matrices (CMs) were defined as 6x6 matrices:  

[𝐶𝑀] ∙ &𝐹! − 𝐹") = {𝑋! −	𝑋"} 
&𝑋! −	𝑋"	) = 	 (∆𝑡$% ∆𝑡&' ∆𝑡() ∆𝜃$$ ∆𝜃'* ∆𝜃+*) 
&𝐹! −	𝐹") = (∆𝐹$% ∆𝐹&' 	∆𝐹() ∆𝑀$$ ∆𝑀'* ∆𝑀+*) 

where (a) and (p) stand for active and passive	variation 
(∆) of tibiofemoral linear (t) and angular (𝜃) 
displacements, forces/moments (F) along antero-
posterior (AP), superior-inferior (SP), medial-lateral 
(ML), adduction-abduction (AA), internal-external (IE), 
flexion-extension (FE) axes. A CM was calculated for 
each frame of the gait cycle and analyzed along with the 
stiffness of each individual motion axis, and with 
passive and active kinematics used to calculate the 
elastic contribution during the stance phase. 

Results 
The highest compliance was found in AP direction, with 
4065±1587(10-5) mm/N mean±std during stance phase, 
while SI, IE, ML, and AA reported -74±15(10-5), 
1750±905(10-5), 22±41(10-5), -47±49(10-5) mm/N 
respectively. The 3D CM representations at 0-,15- and 
30-degrees of knee flexion were reported (Fig.1). 
Interestingly, AP compliance reached its peak at the toe-
off/pre-swing around 0-degree flexion (Fig.1), while it 
did not happen at 0-degree flexion heel strike. 

 
Figure 1: AP tibiofemoral translation, force, 
compliance during gait with 0/15/30deg 3d in-vivo CMs. 
 
Discussion 
Results show that contrary to ex-vivo investigation [4], 
CMs depend on gait cycle phase, rather than 
tibiofemoral flexion angle. This methodology offers a 
viable accurate representation of in-vivo tibiofemoral 
elasticity and load-dependent behaviour during physical 
activity with few parameters. However, reducing the 
number of CMs to describe the gait cycle more 
efficiently, the accuracy decreases. 
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Introduction 
Powered prostheses have the potential to improve the 
quality of life of lower limb amputees, by improving 
their mobility [1]. Myoelectric control systems that 
employ electromyograms (EMGs) as driving control 
signal have shown promising performances [2]. 
However, EMG electrodes are susceptible to noise and 
movement artefact and may decrease myocontrolled 
prostheses overall robustness and stability. EMG-
dependence in prosthetic controllers can be relaxed by 
exploiting the concept of muscle synergy and 
modularity. 
We propose a solution based on neuromusculoskeletal 
modelling including a numerical model that simulates 
the role of neural synergies in the recruitment of skeletal 
muscles. The aim is to devise advanced model-based 
control strategies with minimal EMG-dependence to 
ultimately improve physical interaction between the 
user and a powered prostheses during dynamic motor 
tasks. 
 
Methods 
The human neuromuscular system has an inherent 
redundant nature. It is hypothesized that the nervous 
system organises motor control by activating fixed 
groups of muscles as individual units, or muscle 
synergies, determined by their functionality and/or 
location [3]. Therefore, in order to generate a specific 
movement only a low dimensional set of basic patterns 
of excitations is required for a large number of muscles 
[3]. 
We previously analysed EMGs during gait at different 
speeds and inclinations conditions from which we built 
a predictive model to estimate leg muscles activation as 
a linear combination of four basic gaussian primitives. 
The generated muscle excitation showed minimal loss 
of accuracy in estimating EMGs [4]. 
The aim of the current research is to interface the given 
primitive model [4] with an existing real-time 
musculoskeletal model that estimate muscle-tendon 
units forces and joint moments with no need for EMG 
sensing [5]. We call this primitive-driven modelling. 
To assess the ability of the primitive-driven model to 
predict accurately joint moments, data from dynamic 
trials on healthy subjects walking on a treadmill was 
recorded. The subject walked at different speeds (3 
km/h, 4 km/h, 5 km/h). In order to measure joint angles 
and moments, Inertial Motion Capture system, markers 
and Force plates were employed. At each timestep the 
primitive-driven model requires an accurate gait phase 
estimation. For that, ground reaction forces together 
with speed and elevation information were used. Results 

from the primitive-driven model were validated in 
comparison with estimated joint moments from inverse 
dynamics (ID) and angles from inverse kinematics. 
 
Results 
The ankle torques from the ID and the primitive-driven 
model were compared  for one leg (left) using the root 
mean square error (RMSE) and correlation factor. At 
medium speed the RMSE is 0.175 Nm/Kg with a 
correlation coefficient of 0.971 (Figure 1) , at 4 km/h the 
RMSE is 0,254 Nm/Kg and at 5 km/h is 0,367 Nm/Kg 
with a correlation coefficient of 0,956 and 0,926 
respectively. 

 
Figure 1: - Joint ankle moment of the left leg during one gait 
cycle . The green moment represents the result of the inverse 
dynamics from motion capture systems. The orange line is the 
output of the model for a given speed and gait phase 
information 
 
Discussion 
Results showed a good correlation between reference 
and estimated joint moments, however errors might be 
reduced optimizing the synergies model to a specific 
subject instead of using an averaged model. We assume 
that the proposed approach as biomimetic feedforward 
control will improve the physical interaction between 
the user and a powered lower limb device, yielding to a 
more natural and robust control.  
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Introduction.  
The ability to generate and maintain a secure 
grasp is critical to maintain stability on small 
arboreal substrates. Using in vivo experiments, 
gripping and pulling performance has been 
measured in many arboreal primates and 
lizards [1,2]. However, despite the broad 
functional and morphological diversity of the 
avian foot, few studies have considered the 
functional capabilities of this limb in birds. 
Methods.  
In this study, we collected in vivo gripping and 
pulling forces at a range of perch sizes (0.5 – 
17.5 mm) from a captive colony of rosy-faced 
lovebirds (Agapornis roseicollis). These 
perches were custom designed using CAD 
software and 3D printed to specification, then 
covered in sand to provide a naturalistic 
texture. To measure intrinsic grip strength, 
these perches were connected to an AMTI 
small load force plate, while pull strength was 
measured by attaching each perch to a 
BIOSEB-GS3 portable strength tester. 
Results.  
We conducted 1,943 grip trials and 1,430 pull 
trials, respectively. Grip forces peaked at 72 g 
on a 5mm diameter perch, and were generally 
highest between 5 and 10 mm. Forces were 
equivalent at the two sizes bracketing this 
range (2.5 and 12.5mm) and lowest at the 
largest sizes (15 and 17.5 mm). We found no 
differences between left and right foot forces. 
Pull forces peaked at 440 g at a 2.5 mm perch 
and decreased at all subsequent size 
increments. Again, no bilateral differences 
were observed.  
Discussion.  
Grip and pull forces were extremely high in 
parrots, registering 1.5x and 10x body mass 
respectively. These forces match or exceed the 
highest relative gripping forces observed in 
any taxon. We suggest that a major contributor 
to the incredible pulling strength of parrots is 
the ability to activate a tendon-locking 
mechanism, in which the digital flexor tendon 

interlocks with its sheath to provide a strong, 
passive anchor [3].  
 
Figure and Tables 
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Figure 1 Gripping (top, blue) and pulling (bottom, orange) forces 
measured in A. roseicollis at a range of substrate sizes. 
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Introduction.  
Bite force and gape are critical ecological 
variables that determine which foods an animal 
may consume from its environment. As such, 
these variables have been widely analyzed in 
the context of ecology and body size across 
numerous vertebrate lineages. Among avians, 
bite force potential has been comprehensively 
quantified in finches; however, no in vivo data 
has been reported within parrots (order 
Psittaciformes), and an anatomical estimate of 
bite force has been calculated for only two 
species [1,2]. Nevertheless, parrots represent 
one of the most functionally interesting avian 
orders, exhibiting numerous adaptations 
towards tree climbing that include the 
exaptation of the beak into a functional limb 
when scaling vertical substrates [3]. Parrots are 
also generally considered to possess relatively 
high bite force capabilities, though, as noted 
above, this is yet to be evaluated empirically. 
 
Methods.  
Using a small load force plate in combination 
with an adjustable mouthpiece, we collected in 
vivo bite force data from six rosy-faced 
lovebirds (Agapornis roseicollis) at a range of 
gapes (2.5, 5.0, 7.5, and 10mm). To 
contextualize the biting performance of our 
parrots, we also compiled a comprehensive 
catalog of all in vivo and anatomically-
estimated bite forces in other avian species. 
Phylogenetically adjusted RMA (pRMA) 
regressions were used to assess the scaling of 
bite force relative to body size across Aves as a 
whole, and 
determine the 
extent to which 
the bite forces 
are relatively 
increased within 
Psittaciformes.  
 
Results.  
A total of 896 trials were measured across the 
four gape sizes. Our highest forces were 
registered at the 2.5 mm gape, with an average 

of 10.59 N and a peak value of 19.44 N. 
Registered bite forces decreased iteratively 
with each increase in size. At the largest (10 
mm) size, we measured a rotational gape of 
52°, closely according to biomechanical 
estimates of maximum gape potential in 
parakeets. Using our pRMA regressions to 
compare bite force across avians, we report 
positive residuals in all psittaciform species 
(+0.29 in Psittacus erithacus, +0.21 in A. 
roseicollis, +0.10 in Myiopsitta monachus) 
suggesting that parrots demonstrate a strong 
bite force for their body size. 

Discussion.  
Bite forces in A. roseicollis decline as gape 
increases, a trend previously reported both 
experimentally and biomechanically in 
mammals and lizards. Such data suggests 
functional consequences for food processing 
and acquisition.  Our data further demonstrate 
that, among birds, Psittaciformes appear to 
exhibit relatively high bite forces for their 
body size. Interestingly, all species 
demonstrating stronger positive residuals– i.e., 
greater relative bite force potential – than A. 
roseicollis were also strongly granivorous, 
suggesting a strong influence of dietary niche 
on biting potential across the avian class.  
References 
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Figure 1. Demonstration of 
experimental setup. 

Figure 2. In vivo bite forces measured across a range of gape 
sizes in Agapornis roseicollis. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

A NOVEL METHOD FOR ARTIFICIAL INTELLIGENCE BASED GROUND 
REACTION FORCE MEASUREMENT FROM VIDEO 

Travis Eliason (1), Tylan Templin  (1), Nathan Louis (1), Omar Medjaouri (1), David Chambers (1), 
Kase Saylor (1), Daniel Nicolella (1) 

 
1. Southwest Research Institute, United States  

 

Introduction 

Traditionally, inverse dynamics analyses have required 

sophisticated and expensive lab-based sensors, 

preventing adoption outside of the laboratory. To 

address this limitation, several studies have leveraged 

artificial intelligence by using videos to estimate 

kinematic [1] and kinetic [2] data. While innovative, 

these studies have not offered a solution that exclusively 

uses video data to measure all the movement 

components needed to perform an inverse dynamics 

analysis. Therefore, the purpose of this study was to 

develop and quantify the accuracy of a video-based 

methodology to measure kinematics, 3D ground 

reaction forces (GRFs), and 2D center-of- pressure 

(COP) utilizing deep neural networks.  

 

Methods 

Video data was recorded using four Imaging 

Development Systems cameras at 100Hz from eight 

subjects performing countermovement jumps. All video 

data was synchronized with a Vicon motion capture 

system (100Hz) and Bertec force plates (600Hz), which 

were used to capture ground truth data. Six of the eight 

subjects were used for training, and the two left out 

subjects were used for evaluation. The evaluation videos 

were first processed through a pre-trained convolutional 

neural network that creates 2D pose estimates of 29 

virtual markers.  Next, an outlier-aware triangulation 

process was used to estimate the 3D locations. Finally, 

an inverse kinematic fit was applied to transform marker 

locations into the kinematic parameters. The predicted 

3D virtual marker locations were used as input to a bi-

directional long-short term memory (LSTM) network, 

similar to previous work [3], to predict GRFs and COP. 

The accuracy of the neural networks was evaluated 

against the ground truth data kinematic and kinetic data 

using the root mean squared error (RMSE). 

 

Results 

The predicted kinematic values showed a high level of 

agreement Vicon data with the average RMSE values of 

9.94, 4.99, 6.80 degrees for hip, knee, and ankle flexion 

angles respectively. A representative plot of the 

predicted and force plate measured GRFs (normalized 

by mass) and COP are shown in Figures 1 and 2. The 

normalized GRFs values had an average RMSE of 0.22, 

1.6, 0.42 N/kg for medio-lateral, vertical, anterior-

posterior directions respectively, and COP values had an 

average RMSE of 1.1 and 2.9 cm for medio-lateral and 

anterior-posterior directions.  

 
Figure 1: Example 3D GRF comparison between force 

plates and neural network 

 

 
Figure 2: Example COP comparison between force 

plates and neural network 

 

Discussion 

A comprehensive system that is capable of tracking 

kinematics and associated kinetic data from video has 

the potential to bring traditional biomechanics analyses 

out of the lab. These preliminary results show 

considerable promise and the potential of using a solely 

video-based tracking system for biomechanical 

analyses. Future work will focus on predicting a more 

diverse set of motions and utilizing these results to 

perform an inverse dynamics analysis and validate 

against current gold standard methodologies.    
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Introduction 

Musculoskeletal (MSK) modelling software Opensim 

has been extensively used to study healthy and 

pathological locomotion, and it is used both for 

assessment and planning of interventions.  Despite its 

widespread application on muscle function and joint 

loading, its reproducibility on muscle force estimation 

during walking in pathological populations has never 

been addressed. 

Thus, the aim of this study was to assess the within-

session reproducibility of major lower limb muscle 

group forces, as calculated from Opensim, in chronic 

post-stroke patients for the paretic side. 

 

Methods 

Twelve chronic stroke patients (6 males, mean (std) 

BMI: 29.9 (3.4), mean (std) age: 64.5 (3.1) years), were 

recruited from a database of the General Hospital of 

Komotini, Thrace, Greece. Three-dimensional motion 

capture (6 cameras, Vicon) and two ground-embedded 

force plates (Kistler) were used to record position-time 

data during walking and ground reaction forces, 

sampling at 100 and 1000 Hz respectively.  

A generic musculoskeletal model [1] was linearly scaled 

to each patient based on a static trial and individual 

mass. Joint angles and muscle forces for the paretic side 

were calculated using the Residual Reduction 

Algorithm, and Static Optimization analyses in 

Opensim respectively, during single leg support of 

stance phase.  

To quantify reproducibility, coefficient of multiple 

correlation (CMC) was calculated for each variable 

using all successful trials within the session per patient. 

CMC values >0.9 are excellent, 0.8-0.9 are good, 0.65-

0.8 are moderate and <0.65 are poor. Inter-trial 

variability was calculated as root mean squared error 

(RMSE) between each trial and the mean curve over all 

trials, for each calculated variable per patient. 

 

Results 

Mean (standard deviation) values of CMC and RMSE 

for all trials and muscle groups across subjects are 

shown in Table 1. Hip flexors (iliacus and psoas), rectus 

femoris, gluteus maximus (three portions of gluteus 

maximus), hamstrings (semitendinous, 

semimembranosus and biceps femoris—short and long 

heads), vastii muscles (vastus intermedius, vastus 

lateralis and vastus medialis), ankle dorsi-flexors 

(extensor digitalis longus, extensor hallucis longus and 

tibialis anterior), gastrocnemius (medial and lateral 

heads) and soleus-tibialis posterior were analysed by 

summation of individual muscle forces over time. Good 

reproducibility was found for gluteus maximus, 

gastrocnemius and vastus group. Moderate 

reproducibility was found for iliopsoas, rectus femoris 

and soleus-tibialis posterior. Poor reproducibility was 

found for gluteus medius, biceps and ankle dorsiflexors.  

 

Muscles CMC RMSE 

Glut. Med 0.59 (0.25) 60.07 (13.17) 

Glut. Max 0.88 (0.15) 35.01 (16.20) 

Biceps 0.64 (0.23) 13.80 (11.22) 

Iliopsoas 0.78 (0.27) 57.09 (26.40) 

Rectus Fem 0.71 (0.16) 71.32 (18.26) 

Gastro 0.86 (0.13) 107.68 (25) 

Vastus 0.83 (0.22) 68.9 (34) 

Ankle dorflex 0.47 (0.32) 14.28 (13.99) 

Sol-Tib post 0.74 (0.16) 134.9 (29.5) 

 

Table 1: Mean (sd) values of CMC and RMSE for each 

muscle group across subjects. 

 

Discussion 

Findings from this study show for the first time that 

reproducibility varies considerably between muscle 

group forces across trials for each subject, when 

calculated from static optimization during walking in 

chronic stroke patients. This can be attributed to the 

effective changes in muscle moment arms and 

consequently individual muscle force calculation during 

static optimization due to small between trials variations 

in kinematics/kinetics seen in the same patient group 

[2]. For example, small incremental variations in highly 

variable hip rotation angle could lead to substantial 

changes in moment arm of gluteus medius group and 

affect the instantaneous solution of the muscle 

redundancy problem during walking. Therefore, 

conclusions on effect of intervention on muscle force 

production should be drawn based upon the inherent 

variability of calculations. 
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Introduction 

Musculoskeletal modeling has proven to be an efficient 

method to rapidly vary and analyze the effects of 

different aspects of total knee replacement (TKR), such 

as malalignment or ligament balancing, on the knee joint 

dynamics [1] during different active movements. Data 

of the joint dynamics can be implemented in 

experimental testing beyond standard test conditions.  

Therefore, this feasibility study aims to transfer                                                                 

data from a musculoskeletal multibody model for active 

knee movement into an experimental test setup for total 

knee replacements utilizing a six degree of freedom 

(DOF) joint simulator. 

 

Methods 

An inverse kinematic multibody model of an active 

movement was built using marker trajectories and 

telemetrically acquired force data from an 

instrumentalized TKR (P.F.C. Sigma, DePuy Synthes, 

Warsaw, IN, USA) [2]. On this basis, a forward dynamic 

multibody model was generated, consisting of muscles, 

distributed contacts, and ligaments implemented as 1-

dimensional nonlinear force elements [1]. Data for 

tibiofemoral flexion, abduction and internal rotational 

moment as well as the three translational force vectors 

were extracted and transferred to the 6 DOF VIVOTM 

joint simulator (Advanced Mechanical Technology, 

Watertown, MA USA) as shown in Figure 1. Therefore, 

the dynamic data of the multibody model given in xyz-

cardan coordinates were transformed in Grood and 

Suntay [3] coordinates used by the VIVOTM joint 

simulator. Forces and moments were reduced to 25% to 

prevent damage from the simulator. The dataset is tested 

with a cruciate-retaining TKR (Multigen Plus, Lima 

Corporate, San Daniele, Italy). 

 
Figure 1: Input parameters were extracted from 

multibody model (left), transformed and transferred to 

the VIVOTM joint simulator (right). 

Results 

The data of the musculoskeletal model of the lower 

extremity could be successfully transferred to the joint 

simulator with only minimal control errors (Table 1). 

Table 1: Root mean square error of the joint forces Fx, 

Fy, Fz, abduction My and rotational moment Mz and the 

flexion angle α between measured and target values.   
 

Fx 

[N] 

Fy 

[N] 

Fz 

[N] 

α [°] My 

[Nm] 

Mz 

[Nm] 

3.4 7.5 2.63 0.008° 0.54 0.53 
 

In particular, the parameters flexion angle α and joint 

forces Fx, Fy and Fz showed good agreement between the 

model data and experimental results.  
 

 
Figure 2: Comparison of the model and experimental 

joint forces Fx, Fy and Fz and the flexion angle α. 
 

Discussion 

In the presented feasibility study, data from a forward 

dynamic multibody model, which was built from in-vivo 

kinematic and dynamic measurements, was successfully 

transferred to a 6 DOF joint simulator. The measured 

error regarding the flexion angle and joint forces were 

considerably low. Currently we virtually implement the 

ligaments to the VIVOTM joint simulators to simulate the 

transferred load case with an even higher level of detail 

by using the same ligament apparatus in both multibody 

model and experimental setup. Subsequently, the input 

parameters of individual ligaments (e.g., stiffness) will 

be modified to evaluate the direct effects on the dynamic 

joint behavior. 
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Introduction 
Fragility fractures due to falls in the elderly population 
decrease quality of life and burden the healthcare 
system. While muscle activation likely plays a role in 
fracture risk, there are very few studies investigating this 
topic. Existing work on muscle activation in Finite 
Element (FE) sideways fall models often required 
substantial effort in order to choose muscle insertion 
points in the model building process [1]. In addition, the 
placement of insertion points is often subjective and, 
thus, not reproducible. 
The aim of this study was to implement an automated 
method of insertion point placement using the Advanced 
Normalization Tools software (ANTs) [2], and 
subsequently integrate these into existing biofidelic FE 
sideways fall models for fracture risk determination [3]. 
 
Methods 
The bone segmentations from CT scans of 6 female 
specimens were registered to a template (the TLEM 2.0 
[4]) using a symmetric normalization transformation 
within ANTs. From these registrations, 130 muscle 
insertion points were determined for each specimen 
(780 in total) without any manual intervention. 
The quality of these insertion points was evaluated by 
calculating the distance of the insertion point to the bony 
surface, as each insertion point should lie directly on the 
bone as in the template TLEM 2.0.  

 
Figure 1: Left, the template TLEM 2.0. Right, the 
specimen with muscle created based on the TLEM 2.0 
using ANTs 
 
The muscles were implemented in the biofidelic FE 
simulations as discrete pre-tensioned spring elements. 
The forces were determined by minimizing the squared 
muscle stress while keeping a target 1 body weight joint 
contact force at the hip joint. Attachment regions were 
chosen based upon distance to the insertion point. In 
addition, biofidelic FE simulations without any muscles  
 

 
were simulated as a reference and the peak contact force 
between the acetabular cup and femoral head were 
measured. 
 
Results and Discussion 
Across 780 muscle insertion points, insertion points for 
the femur stayed closer to the bone (mean = 0.82 mm) 
than insertion points for the pelvis (mean = 3.38 mm).  
In the 12 FE simulations, the peak acetabular contact 
force increased (mean = 3.03 kN with the muscles;  
mean = 2.68 kN without the muscles) when 1 body 
weight muscle activation was added (Fig 2).  
 

 
Figure 2: Variation of reaction force at the left 
acetabulum for 6 specimens with and without the effect 
of the muscle activation 
 
Discussion 
Generally, insertion points on the femur were more 
accurately placed than on the pelvis, as shown by the 
distance of the points to the bone surface. This may be 
because pelvis geometries are more difficult to register. 
Nevertheless, attachment points were still successfully 
integrated into FE models and results showed that the 
acetabular contact force increased under muscle 
activation. This would indicate a possible increase of 
fracture risk under this level of muscle activation.  
In this study, a reproducible and quantitative method for 
automatic determination of muscle insertion points was 
demonstrated. This method may be used to rigorously 
investigate the role of muscle contraction in future 
computational fracture risk studies. 
 
References 
1. G. Biesso ESB2021, 302, 2021 
2. Avants BB, Neuroimage, 2011 
3. I. Fleps et al , J. Bone Miner, 1837–1850, 2019. 
4. Carbone, Vincenzo, et al.," Journal of biomechanics, 734-

741, 2015 



ESTIMATION OF THE FREE ENERGY BARRIER OF THE STEP OF PI
RELEASE IN MYOSIN VI CYCLE

Robin Manevy (1), Matthieu Caruel (2), Fabrice Detrez (1), Isabelle Navizet (1)

1. Univ Gustave Eiffel, Univ Paris Est Creteil, CNRS, UMR 8208, MSME, F-77454 Marne-la-Vallée, France;
2. Univ Paris Est Creteil, Univ Gustave Eiffel, CNRS, UMR 8208, MSME, F-94010 Creteil, France

Introduction
Physiologically relevant  multiscale models of  muscle
contraction  should  include  the  description  of  the
molecular scale force generation mechanisms.
At  this  molecular  scale  Myosin  and  Actin  proteins
interact in a cycle and form a molecular motor at the
origin of muscular contraction.
During this metabolic process the energy comes from
the hydrolysis of adenosine triphosphate (ATP): 
An  ATP  molecule,  initially  coordinated  to  a
magnesium cation, is broken into ADP and inorganic
phosphate  (Pi)  inside  the  active  site  of  the  Myosin
molecule (see Figure 1).
The release of the Pi product outside of the active site
is  in  direct  relation  with  the  working-stroke
conformational  change  of  the  Myosin  motor  from
which the macroscopic force originates.

The  mechanisms  behind  this  key  biochemical-
mechanical  coupling  are  still  under  intense
investigation both experimentally and with simulation.
In the present work we used Molecular Dynamics and
Umbrella Sampling simulation to study the energetics
of  the  departure  of  the  Pi  from  the  active  site  and
describe the associated structural pathways.

The goal is to quantify the associated energy barrier for
further  use  in  coarse-grained  models  of  molecular
motors.

Methods
After  preparation  of  the  relaxed  all  atoms’  models
hydrated in explicit water boxes and using appropriate
forces  field,  we  performed  Umbrella  Sampling
simulations with AMBER to obtain the associated free
energy barrier with two different initial conformations
preceding  phosphate  release,  called  Pre-Powerstroke
(PPS)  and  Pi-Release  (PiR).  For  each  state,  the
simulations  were  also  started  with  2  different  initial
hydrations  of  Magnesium,  resulting  in  four  initial
conditions. The potential of mean force (PMF) as well
as the different interactions along the release of the Pi
along the protein cavity are compared. 

Results
The  comparison  of  the  structural  motion  within  the
active  site  along  the  four  trajectories  was  done  in
parallel  with  the  study  of  the  PMF.  For  this,  new
analytical  tools  to  extract  information  on  most

important interactions are proposed. Important residues
involved in the trajectory are highlighted.

Our simulations suggest that the release of phosphate is
favored  in  PiR  compared  to  PPS  which  is  in
accordance with previous studies on Pi release. [1]
Moreover,  all  escapes  were  observed  along  the
backdoor exit, which is the most probable escape route,
without explicit bias.
Finally,  our  detailed  analysis  of  the  molecular
interactions  along  this  escape  route  brings  new
elements  to  explain  the  difference  between  the
energetic costs in each process. [2]

Discussion
Our  results  confirm  the  role  of  the  hydration  of
magnesium for  an easier  release  of  phosphate which
was proposed using unbiased simulations. [3] 
However the coupling between Pi release and working
stroke remains debated. [4]

Figure

Figure 1: Cartoon representation of the myosin, with
ADP and Pi represented in balls in the active site.
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Introduction 
Tendon injuries are frequent among musculoskeletal 
lesions, affecting almost all tendons within the human 
body. In chronic lesions, in addition to repair tendon 
discontinuity, it is essential to avoid muscle 
degeneration, a consequence of tendon retraction and 
shortening, leading to muscle atrophy. Muscle fatty 
infiltration after tendon rupture is responsible for muscle 
atrophy, and consequently, muscle function loss. This 
scenario remains a challenge for orthopaedic surgeons, 
as there is no optimal solution capable of restoring the 
initial traction capacity once that muscle degeneration is 
present. This problem is common in rotator cuff injuries 
[1]. The rotator cuff is the group of muscles and tendons 
that act to stabilize the shoulder and allow for its 
extensive range of motion. This work establishes a new 
framework based on an animal model and 
computational simulation to understand the 
biomechanics of the joint and to test new treatments. To 
achieve this goal, the active behaviour of the 
Infraspinatus and Supraspinatus muscles of a mice 
model has been analyzed as a first step.  

Methods 
The experimental study was conducted in accordance 
with the provisions of the European and Spanish legal 
normatives (RD53/2013). Isolated supraspinatus (n=3) 
and infraspinatus (n=3) mouse (wild-type (WT, 
C57BL/6J)) muscles were prepared to measure their 
maximum active isometric force. The Aurora Scientific 
Inc. 1200A system for isolated muscle tests was used. 
After optimal length was fixed by conducting single 
twitch stimulations, the force frequency response was 
analyzed varying the frequency activation signal: 10, 80, 
100, 120 and 140 Hz. Then, tensile tests were conducted 
in all the samples to obtain the passive behaviour of the 
tissue. This experimental protocol was adapted from 
previous works [2] where the experiments were 
designed to obtain different parameters of interest to 
develop the computational model.  
Results 
The experimental results obtained in the force-
frequency protocol are presented in Figure 1. The mean 
maximum force registered for the Supra group was 
𝐹(𝑠𝑢𝑝𝑟𝑎) ± 𝑆𝐷 = 	115.20 ± 52.76	  mN at 140 Hz 
and  𝐹(𝑖𝑛𝑓𝑟𝑎) ± 𝑆𝐷 = 	15.51 ± 7.39	𝑚𝑁 at the same 
frequency. 

 
Figure 1: Force vs time response of one the samples of the 
infraspinatus and supraspinatus muscles. 

 

All Supra samples showed higher maximum forces 
when compared to their Infra counterparts (both 
muscles from the same mouse). This difference is shown 
in Figure 1 where 𝐹(𝑠𝑢𝑝𝑟𝑎) is approximately 14 times 
higher than 𝐹(𝑖𝑛𝑓𝑟𝑎). Despite this coherent behavior, 
expected due to the supraspinous higher mass, the 
results dispersion was significant - ~46% for Supra and 
~48% for Infra.  
The passive and active behaviour of these muscles were 
fitted by an hyperelastic material model formulated 
using a strain energy density function based on a 
previous model [2]. 
Discussion 
The results show the difference in maximum force 
between both muscles and the contractile properties 
according to time to achieve maximum force in twitch 
stimulation. The data and fittings will be used to develop 
FEM simulations of the rotator cuff muscles to 
investigate the biomechanics and damage effects. 
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Introduction 

The elbow is the most and second most commonly 

dislocated joint in children and adults, respectively [1]. 

An elbow trauma can cause injury to the bony, 

ligamentous, and muscular stabilizers of the elbow joint, 

which interact in complex ways and are distinguished in 

primary and secondary stabilizers. The stability of the 

joint is an important decision criterion for the 

subsequent treatment (e.g. non-operative vs operative). 

The stability assessment, however, depends on the 

expertise of the practicing physician. Therefore, the aim 

of this study is to use numerical simulation models to 

recreate different injury patterns of the elbow and to 

provide an objective basis for the assessment of elbow 

stability. 

 

Materials and Methods 

For the numerical assessment of the elbow joint after 

trauma, a detailed model of the elbow was developed in 

the AnyBody Modeling System (AnyBody Technology, 

DK), which includes the medial and lateral ligaments of 

the elbow and additionally the cubital angle is 

determined based on the acting forces. Experimentally 

collected data from the literature were used to validate 

the model [2-4].  

In close collaboration with experienced practicing 

physicians, various scenarios of ligament injuries, 

muscle and osseous damages that occur in everyday 

clinical practice were identified (see Table 1). For the 

realization of each scenario, the stiffness of the 

corresponding ligaments or the maximum muscle forces 

of the extensor/flexor muscles were set to zero, 

respectively.  

 LL RH ML-P ML EM FM 

Scen. 1 x      

Scen. 2 x x     

Scen. 3 x x   x  

Scen. 4   x    

Scen. 5    x   

Scen. 6    x  x 

Scen. 7 x x x    

Scen. 8 x x  x   

Scen. 9  x     

Table 1: Overview of the nine scenarios, with “x” 

indicating which of the injuries are included – lateral 

ligament failure (LL), radial head fracture (RH), 

posterior medial ligament failure (ML-P), complete 

medial ligament failure (ML), extensor muscle failure 

(EM), and flexor muscle failure (FM). 

 

The acting varus and valgus moments (low (2 Nm) and 

high (4 Nm)) were applied under 0°, 45° and 90° flexion 

for intact and injured scenarios. Cubital angle was 

determined for the intact cases. For injured cases the 

corresponding valgus and varus moments which result 

in the same angle were analyzed. This resulted in a total 

of 5.790 simulations.   

 

Results 

Table 2 shows the average stability loss of every 

scenario according to the musculoskeletal simulations in 

ranked order from low to high. The higher the stability 

loss for the particular scenario, the more unstable the 

elbow joint becomes when the respective injury occurs.  

 average stability loss 

Scen. 4 1.3 % 

Scen. 9 10.1 % 

Scen. 1 10.6 % 

Scen. 6 20.3 % 

Scen. 2 20.7 % 

Scen. 3 20.7 % 

Scen. 5 21.1 % 

Scen. 7 22.4 % 

Scen. 8 35.0 % 

Table 2: Average stability loss of every scenario 

according to the musculoskeletal simulations in ranked 

order from low to high. 

 

Discussion 

The purpose of this study was to evaluate elbow stability 

to varus and valgus forces based on the calculations of a 

musculoskeletal model. Different contribution 

behaviors to elbow stability are revealed depending on 

the failure of different stabilizers. Thus, it could be 

shown that scenario 8 has by far the highest joint 

instability. The results of this study will be correlated to 

clinical findings. In future this simulation might be 

useful to assist physicians in assessing elbow stability 

and allow for the derivation of appropriate treatment 

procedures.  
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Introduction 
Determination of muscle forces is of great interest to 
extract the principles of the central nervous system 
control (diagnosis of neuromuscular disorders), or to 
estimate the loads on bones and joints (prevention of 
injuries in sports/work tasks, surgical planning to 
reconstruct diseased joints) [1]. The redundancy 
problem of the muscle recruitment, the uniqueness of 
each human being and the difficulty to extract some 
subject-specific parameters are the main issues to solve 
for obtaining good results. The aim of this study is to 
propose a procedure to include a personalized muscle 
fatigue model in the optimization-based solution of the 
muscle recruitment problem. 
 
Methods 
Muscle activation, fatigue, and recovery under a variety 
of loading conditions can be represented by a three-
compartment model, fully explained in [2], 
corresponding to the three muscle states: resting, 
activated, or fatigued. This model can be implemented 
to constraint the muscle forces within the optimization 
problem, thus offering a valid approach for the 
calculation of the redundant muscle forces in the 
presence of muscular fatigue, as stated in [3]. 
However, in [3], the authors did not apply the resulting 
model to a real case, and consequently did not address 
some issues. In order to use the full muscle model 
considering fatigue, it is required to calibrate some 
subject-specific parameters. While some parameters 
depend directly on the musculoskeletal geometry 
(musculotendon length, musculotendon velocity, and 
moment arms), and others can be indirectly scaled from 
it (optimal muscle fiber length and slack tendon length), 
maximum isometric force (Fm0) as well as fatigue and 
recovery coefficients (F and R, respectively) require 
additional calibration measurements. The latter play an 
essential role for an accurate fatigue simulation because 
they introduce muscle force constraints. If they are not 
calibrated, the task-related loss of force will not be 
reflected.  
For this reason, to assess muscles forces considering 
fatigue, the authors propose a protocol consisting of two 
main steps (Figure 1): 

1. Muscle force and fatigue calibration. 
2. Determination of muscle forces with fatigue. 

A right upper extremity model of the elbow joint with 
seven muscles adapted from [4] was used in an inverse 
dynamics analysis perspective for two subjects (one 
male and one female). 
 

 
Figure 1: Protocol steps (MVC: Maximum Voluntary 
Contraction). 
 
Results 
In this work, the process is applied to a benchmark case: 
the force quantification of the elbow flexor and extensor 
muscle sets engaged in weightlifting and performing 
cycles of forearm flexion/extension. Results are 
compared to those obtained without considering fatigue, 
showing good correlation with experimental 
measurements (surface electromyography). 
 
Discussion 
Results were observed for two subjects, and subject-
specific parameters showed differences. In order to 
highlight the inter-subject variability and validate the 
procedure, the approach will be applied to more subjects 
in a future work.  
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Introduction 

Contact with the ground is common in typical activities, 
as gait, running, weightlifting, etc. But additional 
contacts may also appear in others, either with the 
environment, as in bag boxing or parkour, or between 
humans in partnering or opposing exercises, as duet 
dancing or martial arts. In the context of predictive 
simulation, inclusion of contact encompasses collision 
detection and contact force modeling, which may be 
computationally costly. In this work, several methods 
for considering human-environment contacts are 
compared in terms of efficiency and accuracy, seeking 
to provide criteria for their use in human motion 
simulation. 
 
Methods 
The case study is an exercise consisting of a subject 
kicking the half of a foam ball attached to a force plate 
hung from the roof by means of two cables. In the 
experiment, shown in Fig. 1 left, reflective markers were 
placed on the subject and on the force plate, their 
motions being captured by infrarred cameras. Moreover, 
the contact force between the kicking foot and the ball 
was measured by means of the force plate shown in the 
figure, while the foot-ground contact force of the 
supporting leg was measured by a second force plate. 
The same system was modeled in the computer, as 
illustrated in Fig. 1 right. A multibody model featuring 
18 anatomical segments connected by 17 spherical 
joints, leading to 57 degrees of freedom, was used for 
the human [1], while a simple rigid body undergoing 
two constraints of constant distance to represent the 
effect of the cables was used for the force plate. In the 
human model, a CTC-type controller was in charge of 
tracking the captured joint trajectories, and the force 
measured by the force plate on the floor was applied to 
the supported foot. The geometries of foot and ball were 
represented either as triangular meshes or sets of 
spheres, and the corresponding collision detection 
method provided the contact parameters. With this 
information, the contact model (several were tested) 
yielded the impact force, which was applied to both the 
kicking foot of the human model and the rigid body 
representing the hanging force plate. The approximation 
introduced by considering the force plate measurement 
as the contact force was also investigated. 
Two trials of the experiment were performed by the 
same subject, trying to kick the ball in the same way in 
both cases, the corresponding data being measured and 
stored. Then, for each combination of geometric 
representation of the contacting surfaces and contact 
force model, the following procedure was carried out. 

First, data from the first trial were used to calibrate the 
parameters of the contact model by optimization, 
seeking to minimize the discrepancy between the 
contact force measured by the force plate and calculated 
in the simulation. Second, data from the second trial 
were used to run a simulation in which the parameters 
of the contact model adopted the values obtained in the 
previous calibration process. The efficiency of this 
simulation was measured, and the accuracy was 
evaluated as the discrepancy between the contact force 
measured by the force plate and calculated in the 
simulation. 
 

 
Figure 1: Experiment and simulation. 
 
Results 
A table was generated gathering the values of efficiency 
and accuracy obtained for each couple of geometric 
representation of contacting surfaces and contact force 
model. 
 
Discussion 
Based on the data gathered in the table mentioned in the 
previous section, conclusions were drawn, and criteria 
were provided for the use of the different alternatives to 
model contact between humans and environment in the 
context of predictive simulations. 
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Introduction 
In several branches of industry, digital human models 
(DHM) are meanwhile an integral part of the simulation 
tools used for product design and workplace layout [1]. 
They allow to consider human aspects already at an 
early stage of development, when physical prototypes 
do not yet exist, and help to create safe and ergonomic 
workplaces and products. 
For the ergonomic evaluation of work processes on a 
(future) assembly line, posture-related criteria and 
workload-related criteria are assessed. To consider the 
anthropometric variance of different people, large 
databases of anthropometric measurements are 
available. For the evaluation of loads and forces using a 
DHM, look-up tables describing the permissible loads 
for a specific task (e.g. pick and place) are common. 
There is still no direct way to evaluate simulated forces 
(such as joint torques or muscle forces) simply due to 
the lack of data to parameterize DHMs. 
As human muscle force generation is complex and 
muscle forces cannot be estimated directly and in vivo, 
there is still no standard procedure for data acquisition 
for e.g. Hill muscle models. The concept of muscle 
torque generators (MTG) [2] is a promising compromise 
between human like actuation and the possibility for 
parameter identification. MTG transfer the 
characteristics of human force generation from muscle 
(force-length and force-velocity relationship) to joint 
level (torque-angle and torque-angular velocity 
relationship), and in contrast to muscle forces, the 
resulting joint torque as summarized output of agonist 
and antagonist muscular activation can be directly 
measured. 
We perform measurements in the motion lab, which we 
process and analyze, with the goal to define a minimum 
set of tests that are needed to parametrize a DHM 
actuated via MTG, and capable to perform task 
independent simulations. We further on want to derive a 
standard test protocol, which can be applied to a larger 
set of subjects, to acquire comparable data. In this 
presentation we focus on first results for MTG 
parametrization of an arm model and the general 
challenges at data acquisition and parametrization. 
 
Methods 
We perform isokinetic measurements using an ISOMED 
2000 by D. & R. Ferstl (Germany). For each kinematical 
degree of freedom (DOF) of each joint, we measure 1: 
maximum joint torques for a multitude of different 
(constant) angular velocities over the whole range of 
motion 2: both motion directions (e.g. flexion & 
extension) as well as concentric and eccentric motions 

3: maximum isometric torques for a set of discrete joint 
angle values 4: the passive torques to get parameters for 
joint stiffness 𝛽  (see (1)). By performing these 
measurements for different joint configurations (e.g. 
measuring elbow flexion at different forearm rotations 
and shoulder angles), we investigate the effect of 
muscles, whose activation influences more than one 
kinematical joint DOF as well as bi-articular muscles. 

 

    
Figure 1: The Isomed 2000 (left) allows to measure 
torque-angle dependency at constant angular velocity 
(right-top), which are used to parametrize muscle 
torque generators (right-bottom) for DHM actuation. 

 

In a post-processing step, we define a minimum set of 
necessary measurements for each joint DOF to estimate 
adequate parameters for our used MTG model 

𝜏 = 𝛼𝜏𝑚𝑎𝑥
𝑀𝑇𝐺𝑓 (𝛩) ∙ 𝑓 (𝜔) + 𝑓 (𝛩)(1 − 𝛽

𝜔

𝜔
 (1), 

where 𝜏  is the resulting joint torque for a given 
activation 𝛼, depending on the torque-angle relationship 
𝑓 (𝛩), the torque-velocity relationship 𝑓 (𝜔), the 
passive elasticity and the maximum voluntary joint 
torque 𝜏  [3].  
 
Results and Discussion 
We give an overview of the challenges of parameter 
identification for MTG, used for task independent DHM 
simulations. As example, we show the influence of 
forearm rotations (pronated, neutral, supinated) to the 
resulting torque measurements for elbow flexion and 
extension, and give an advise for MTG parametrization 
of the elbow joint, including measurement protocol 
(joint angles (𝛩) for isometric measurements, angular 
velocities (𝜔) for isokinetic measurements) as well as 
procedures to process raw data. And we point out 
limitations of a MTG actuation, in comparison to a 
DHM actuated via Hill muscles. 
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Introduction 

Large mandibular bone defects, due to tumour 

resections, and consequent mandibular reconstruction 

represent a clinical challenge for orthopaedic surgeons. 

The gold standard treatment includes the use of 

microvascular free flaps, however, the high 

complication rate and donor site morbidity [1] make it 

necessary to find alternative treatments. Scaffold-

supported bone regeneration has been investigated [2], 

however, it is still unsure if it can generate optimal 

biomechanical conditions to enhance the bone healing 

process in the mandible.  

The present study aims to use a computer modelling 

approach to design a large mandibular defect for the 

insertion of a mechanobiologically optimized scaffold.  

The aim is to create a scaffold site for further evaluation 

of the bone healing process as well as if it provides 

sufficient strength to withstand the mechanical loads 

generated by common clenching tasks. 

Eventually, the biomechanical performance of the 

scaffold can be evaluated in terms of both mechanical 

strains induced within the healing region and 

mechanical stresses within the scaffold and relative 

fixation system.  

 

Methods 

Using tomography scans, a finite element model of a 

healthy adult mandible was simulated (figure 1). By 

applying physiological muscular loads [3] and boundary 

conditions, intercuspal, incisal, and unilateral biting 

were simulated.  

Then, using the same methodology, a finite element 

model of a mandibular body defect of ca. 20 mm width 

was simulated (figure 2). Different scaffold structures 

will be tested in terms of their biomechanical behaviour. 

 

 
Figure 1: Finite element model of a healthy adult 

mandible with boundary conditions and muscle forces 

directions. 

 
Figure 2: Finite element model of a mandibular body 

defect of ca. 20 mm width. 

 

Results 

The values in table 1 show the intercuspal, incisal, and 

unilateral resulting biting forces of the healthy 

mandible. 

 

Intercuspal  Incisal Unilateral 

415 N 192 N 546 N 

Table 1: Reaction forces in Newton of the intercuspal, 

incisal, and unilateral superior dental planes. 

 

Discussion 

The validation results of the healthy mandible are within 

the real occlusal mandible forces as measured by Hallie 

M Edmonds and Halszka Glowacka [4]. 

The results show that the same muscle forces and 

occlusal boundary conditions can be used in the 

mandibular body defect model and further scaffold 

biomechanical performance can be carried out. 
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Introduction                                       
Usual practice of Anterior Cruciate Ligament (ACL) 
rehabilitation concentrates on quadriceps development 
with minor concern on hamstring. The aim of the present 
study is to measure the strength of quadriceps and 
hamstring during rehabilitation of ACL reconstructed 
(ACLr) patients. We used DINABANG®, capable of 
dynamic torque measurement [1].   
 
Methods  
Four male subjects, 42,5 ± 11,2 years, 179 ± 23 cm, 79,3 
± 8,6 kg who had an ACLr according to the hamstring 
tendon graft technique, were recruited. All subjects 
provided written informed consent prior to participation. 
Patients followed an “ACL ligamentization” protocol 
[2]. Three times during rehabilitation (week 11, 16, 21) 
quadriceps and hamstring strength was measured (60º) 
using DINABANG® (Fig. 1). 
 

 
Figure 1: Quadriceps strength measurement as the 
patient extends the lower limb, with DINABANG 
secured just above malleolus to a rear fixed point. 
 
Results 
 

 
Table 1: Mean maximum strength of four ACL operated 
male individuals, at 11, 16 and 21 weeks after surgery. 
 
Table 1 shows the mean value and standard deviation 
(SD) of the four subjects at different times. Table 2 

shows the limb strength asymmetry, measured for both 
quadriceps and hamstring as rehabilitation progresses. 
 

 
Table 2: Mean quadriceps and hamstring asymmetry. 
 
Discussion 

DINABANG® measures torque and angular velocity of 
lower limbs with elastic bands [1]. DINABANG® is 
used here to isometrically measure hamstring during 
flexion and quadriceps strength during extension. 
During rehabilitation, strength increases in muscles of 
both limbs (Table 1), the operated side more so. Since 
the imbalance of strength is an indicator of possible 
injury [3], DINABANG® calculates the asymmetry 
index (Table 2).  Rehabilitation from week 11 to week 
21 roughly halves the asymmetry, because our 
rehabilitation program concentrates on both. 
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Operated 
Leg  x̄ ± SD

Uninvolved 
Leg  x̄ ± SD

Operated 
Leg  x̄ ± SD

Uninvolved 
Leg  x̄ ± SD

11 210.0 ± 81.2 395.0 ± 70.5 152.5 ± 47.9 235.0 ± 48,0

16 300.0 ± 75.3 480.0 ± 62.7 210.0 ± 27.1 287.5 ± 32.0
21 395.0 ± 98.8 525.0 ± 31.1 267.5 ± 59,1 335.0 ± 67.6

Quadriceps  Hamstring
       Maximal Voluntary Isometric Strenght (N)

Week 
after ACLr

Week after 
ACLr Week 11 Week 16 Week 21

Hamstring 46 32 23
Quadriceps 64 48 30

Asymmetric Strength: Operated/univolved (%)
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Introduction 
Foot arch height and shape parameters are generally  
quantified using equipment such as pressure plates and 
callipers. In recent years, remote/telemedicine 
techniques have become more prolific, with the Covid- 
19 pandemic accelerating this trend. Recording 
characteristics of foot arch shape remotely could be 
useful for both clinical and research purposes. 
Therefore, the aim of this study was to validate remote 
measures of arch height index (AHI, Fig. 1) and arch 
index (AI, Fig. 2) against measures collected in person 
in a clinical gait laboratory setting. 

Methods 
The data was collected on 40 feet (mean age = 38 years, 
age range 21-75 years, 10 males and 10 females). For in-
person measurement of AHI, calibrated callipers and a 
standardised technique were used across two different 
days by the same tester. For in-person AI measurements, 
an EMED pressure plate (novel gmbh, Germany) and a 
standardised technique for data collection during 
standing were used. For remote measurement of AHI, 
participants were asked to photograph their feet using a 
smartphone camera and to follow a specific protocol on 
how to position their feet, to allow for consistency in 
camera distance and angulation (Fig. 3a). For collecting 
remote AI measurements, Invisible Ink paper 
(NEKOOSA, USA) and the same protocol as that for in-
person measurements were utilised (Fig. 3b). Intra-tester 
reliability of each measurement method was evaluated 
by calculating the intraclass correlation coefficient 
(ICC) and mean error. Validity of each of the remote 
measures was determined by calculating the Pearson 
correlation coefficient between the in-person 
measurement and its remote counterpart.  

Results 
Both the in-person and remote AHI measurement 
methods demonstrated excellent intra-tester reliability 
with an ICC of 0.988 (p<.001 and mean error of 0.008 
for the former method, and an ICC of 0.986 (p<.001) 
and mean error of 0.0004 for the latter method). There 
was a strong Pearson correlation coefficient of 0.738 
(p<.001) and a linear regression gradient of 0.791 
(p<.001) when comparing the in-person and remote AHI 
techniques. In addition, there was a strong Pearson 
correlation coefficient of 0.996 (p<.001) and a small 
absolute difference of 0.01 mm between both AI 
measurement techniques. 

Figure 1: Calculation of AHI 

Figure 2: Calculation of AI 

Discussion 
The demand for remote data collection methods has 
increased in light of the pandemic, as well as carrying 
the benefit of routine monitoring of patients without 
costly visits to a clinic. The results obtained from this 
study indicate that remote measurement methods of 
standard foot arch indices are reliable and valid 
alternatives to in-person assessment methods for 
measuring AHI and AI. However, further research on 
validating other measures of foot health is 
recommended to facilitate broader remote data 
collection for diagnostic or therapeutic purposes.  
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Introduction 

Digital human models can be used to determine 

biomechanical parameters (e.g. muscle or joint reaction 

forces) virtually and in a non-invasive way [1]. Hereby, 

subject-specific models lead to more reliable simulation 

results in this context [2]. Moreover, even though 

current sensor and measuring systems can achieve high-

quality data, the measurements are still error-prone and 

subject to uncertainties such as noise or jumps. 

Furthermore, kinematic and dynamic inconsistencies 

between the measured data and the motion capabilities 

of the human body can occur. We assume that motion 

tracking accuracy and consistency will be increased 

when multimodal data, e.g., some combination of 

position, orientation, EMG, or surface data, is 

considered. Therefore, our goal is to research and 

develop methods for filtering and analysing multimodal 

motion measurement data in conjunction with 

individualized digital human models. In this paper we 

want to discuss available approaches. 

 

Methods 

Subject-specific individualization of the applied 

musculoskeletal human models in multiple domains 

(anthropometry, mobility, strength) is to be achieved 

through a combination of subject-specific manual 

measurements and population data [3]. Further, we aim 

to develop a method for kinematically consistent and 

precise motion tracking. The standard method, Inverse 

Kinematics, minimises the difference between measured 

and virtual marker and coordinate positions in a least 

squares approach to compute generalized coordinate 

trajectories [4]. The novel tracking algorithm should 

include different types of data, which are weighted in 

relation to each other. This way the observed movement 

information from different data sources should be 

transferred to the digital model in order to get the most 

accurate and consistent simulation results possible. 

Nevertheless, the problem regarding the dynamic 

consistencies between the motion of the model and the 

measurements still remains. For this we also want to 

investigate methods to enhance dynamic consistency 

and further develop a dynamic tracking method that is 

able to generate kinematically and also dynamically 

consistent motion data. Therefore, dynamic components 

(e.g. muscle activation, accelerations) are to be included 

in the tracking method.  

 

Results 

There are various approaches available in literature for 

enhancing dynamic consistency (cf. figure 1). The 

EMG-informed forward simulation approach, for 

example, tracks measured marker trajectories while 

replicating EMG measurements  to obtain dynamic 

consistency [5-7]. Controller-based solution approaches 

optimise measured trajectories through forward 

simulation with a time-limited observation interval to 

enhance dynamic consistency [8]. Also, trajectory 

optimization using direct collocation and a Kalman filter 

have already been used to achieve dynamically 

consistent movement simulations [9,10].  

 
Figure 1: Selected solution approaches  

 

Discussion 

In the next step, a systematic literature review will be 

conducted based on the mentioned results, in order to 

identify and analyse all relevant dynamic tracking 

solutions regarding multimodal motion data. Main focus 

will be the classification into different solution 

approaches. Moreover, input and output variables, the 

used model and the regarded dynamic component will 

be explored. Based on these results the solution 

approach for our application of multimodal motion data 

is to be set up. This new musculoskeletal simulation 

approach is then to be evaluated regarding accuracy and 

usability and to be benchmarked against the standard 

methods of  biomechanical motion capture and analysis. 
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Introduction 

Adult Acquired Flatfoot Deformity (AAFD) is an illness 

related to, between others, the dysfunction/failure of 

passive stabilizers of the foot, plantar fascia (PF), and 

spring ligament (SL) [1]. The consequence of this 

condition is an increased loss of arch integrity and 

forefoot pronation, as well as a possible overload in 

ankle ligaments, especially medial ankle ligaments [2]. 

Thus, this study aimed to analyse how to change the 

stress forces in some ligaments: tibiocalcaneal, tibiotalar 

and calcaneofibular when the main passive stabilizers of 

the foot arch lost their mechanical properties, which is a 

common characteristic in patients with flatfoot.  

Methods 

The analysis was performed using a new version of the 

model proposed by Cifuentes-De la Portilla et al. [1]. 

This model reconstructs a human unloaded foot, but it 

can simulate a flatfoot deformation. Tissues were 

considered as elastic-linear materials except for the 

cartilage in the foot. The biomechanical properties were 

taken from the literature: cortical bone (E = 17,000 MPa, 

v = 0.3), trabecular bone (E = 700 MPa, v = 0.3), 

ligaments (E = 250 MPa, v = 0.28), plantar fascia (E = 

240 MPa, v = 0.28), and cartilage of tibia and fibula 

(E=10, v=0.49) [1]. Meshing was performed in ICEM 

CFD V. 19.2. Also, a trial error approach was employed 

to optimize the mesh size of each segment [3]. 

Simulations were performed constraining the model by 

fixing nodes at the lower part of the calcaneus and 

blocking the Z-axis displacement of the lower nodes of 

the metatarsals. The load was applied in a descending 

vertical direction in the fibula and tibia. Simulations 

were performed in ABAQUS/CAE V. 6.14, and 

evaluations were based on maximum principal stress. 

The complete model can be seen in figure 1. 

 
Figure 1.  Model based on Cifuentes-De la Portilla et al. including 

some medial ankle ligaments design for this research. 

Results 

In figure 2 can be seen obtained results of maximum 

principal stress in medial ankle ligaments in some 

flatfoot development scenarios. Herein an increase of 

more than 100% in the stress forces in tibiocalcaneal 

ligament (TCL) can be seen when both passive 

stabilizers were dysfunctional. Additionally, the stress 

in the anterior tibiotalar ligament (ATTL) grows 

approximately 12% when PF and SL do not perform 

correctly. Finally, maximum principal stress in the 

calcaneofibular ligament (CFL) goes up to 9% when SL 

and PF lost their mechanical properties. 

 
Figure 2. Maximum principal stress in some ankle ligaments in AAFD 

situations and in a healthy patient. 

Discussion 

According to the obtained results, there is a good 

possibility that AAFD has a notable effect on medial 

ankle ligaments because it increases their stress forces. 

These results are interesting because they explain why 

occurs the pain, in this region of the ankle joint, when a 

patient has a flatfoot, as well as the reported injuries 

around the deltoid and medial ankle ligaments [2]. 

Moreover, the stress and risk of injury in ligaments are 

more considerable when PF and SL lose their 

mechanical properties. Our results are a first 

approximation about the stress forces changes in the 

medial ankle ligaments. As work in the future, 

simulations will continue including the action of active 

stabilizers, such as the long and short peroneal tendon, 

and the traction generated by the Achilles tendon to 

simulate a closer scenario to that of a human foot in a 

dynamic activity. 
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Introduction  
The importance of lower limb muscle strength in the 

rehabilitation and performance fields are well 

documented. An equally important but less common 

measurement is the Rate of Force Development (RFD), 

defined as the ability to generate muscle force quickly. 

Recent reviews have highlighted the importance of RFD 

assessment after an anterior cruciate ligament injury [1] 

and among people suffering from knee osteoarthritis [2].  

Deficits in RFD can last for years after an injury [1]. 

They might be more pronounced than the differences in 

peak force [3], emphasizing the importance of knee 

RFD assessment in different pathologies.  

Measuring RFD is commonly done in the lab using 

stationary and expensive isokinetic dynamometers. 

However, measuring RFD using handheld 

dynamometers (HHD) enables testing in different 

environments such as the lab, the field, and the clinic, 

with lower costs.  

However, the use of HHD is prone to strength 

discrepancies between the tester and the participant, that 

might bias the results. A previous study evaluated the 

reliability of the knee extensors RFD using a HHD and 

reported that the reliability of the knee extensors' 

muscles was the lowest compared to the hips and ankles, 

as the extensors are much stronger than the examiner's 

hand holding the HHD, leading to lower reliability [3].  

Therefore, our objectives were to a) design a 3D printed 

adapter to attach the HHD to a fixed belt, and b) 

Investigate the intra-tester, within-session, and between-

session reliability of the RFD (early phase-100ms and 

late phase-200ms) and peak force of the knee extensors 

using a 3D adapter attached to the fixed HHD. 
 

Methods 

After providing informed consent, 35 healthy 

participants enrolled in the study: Males and females, 

aged 18-50.  

Using a fixed MicroFET2 HHD (Hoggan Scientific, 

LLC, Salt Lake City, UT) and a printed 3D adapter, we 

assessed the knee extensor muscles in a seated position 

at the edge of a treatment bed (Figure 1). Each 

participant had a standardized warm-up, followed by 

three maximum isometric knee extension trials. One 

minute of rest was given between trials. 

Outcome measures were peak force and early and late 

phase of the RFD (0-100ms and 0-200ms, respectively). 

Test-retest reliability was measured within sessions (30 

minutes) and between sessions (one week). 

Test-retest reliability was assessed by two-way random, 

single measures, absolute agreement, Intraclass 

Correlation Coefficient (ICC 2.1).  

Additionally, we report on each outcome's standard 

error of measurement (SEM), calculated as: 

SEM=SD*√(1-ICC) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. (a) Test position. (b) Adapter attached to HHD 

(c) Adapter size. 

 

Results 

The ICC for the early phase RFD was 0.85-0.93 [95% 

CI, 0.75-0.95] and the late phase RFD was 0.89-0.94 

[95% CI, 0.80-0.96]. The peak force's ICC was 0.95-

0.96 [95% CI, 0.92-0.98].  
Lastly, the SEM ranged from 28.9-29.4 (N) for the 

peak force, 243.4-280.7 (N/s) for the early phase RFD, 

and 131.1-145.6 (N/s) for the late phase RFD. 

 

Discussion 
Combining a HHD, fixed belt, and a 3D printed adapter 
allowed to evaluate the knee extensors RFD with high 

reliability.  

Our results are on par with previous results describing 

the measurement of the hip muscles RFD [4] and are 

better than the previously described method for 

assessing the knee RFD using a HHD [3].  

We provide a reliable, feasible, and cost-effective 

approach for clinicians and researchers for assessing the 

knee extensor RFD and peak force. 
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Introduction  
Retraining lower limb strength is an essential part of 

many lower limb injuries rehabilitation protocols 

[1,2,3]. Limited data have been published regarding the 

Rate of Force Development (RFD) of the knee 

extensors, defined as one’s ability to quickly generate 

muscle force.  

Recently, many papers have stressed the importance of 

RFD in various conditions such as anterior cruciate 

ligament injury, osteoarthritis, and stroke [4,5,6]. 

The knee force can easily be assessed in and outside of 

the lab, clinic, or the field using hand-held 

dynamometers (HHD) since assessing RFD requires 

stationary and expensive isokinetic devices. Moreover, 

using a HHD might cause strength discrepancies 

between the tester and the participant, hence lowering 

the reliability of the measurement.  

This study used a recently developed method to reliably 

assess RFD using a HHD (MicroFET2, Hoggan 

Scientific, LLC, Salt Lake City, UT), a fixed belt, and a 

3D printed adapter (ICC2.1 = 0.85-0.96]. We aim to 

examine the knee extensor RFD and provide a 

normative data set among a cohort of healthy 

participants.  

 

Methods 
We used a fixed HHD (MicroFET2) and a 3D printed 

adapter to assess the knee extensor muscles in a seated 

position at the edge of a treatment bed (Figure 1).  

After providing informed consent, participants 

completed a standardized warm-up which included self-

paced walking for one minute followed by two 

submaximal seated knee extension trials.  
Participants performed three maximum isometric knee 

extension trials with one minute of rest between 

attempts.  

All the verbal cues were standardized: The participants 

were first instructed to do three trials of the following: 

“Push as fast and as hard as possible” and “keep pushing 

until instructed to relax” (approximately 1-2 s). 

The outcome measures of interest were the early and late 

phase RFD (0-100ms and 0-200ms, respectively), and 

the peak force.  

We averaged the result of each trial and presented the 

data using median [range], as the data was not normally 

distributed.  

 

Results 

Thirty-five healthy participants, males (n=18) and 

females (n=17), aged 18-50, enrolled to our study.  

The early phase RFD median was 1647.51 N/s [421.69-

5638.82], and the late phase RFD median was 1152.28 

N/s [353.04-3182.26]. Lastly, the peak force median 

was 354.02 N [211.82-926]. Differences between male 

and female participants are presented in Table 1.  

Figure 1. (a) Testing position.   (b) 3D printed adapter. 

 

Discussion 
In the study, we described the normative values of the 

knee extensors’ late and early phase RFD and peak force 

among healthy participants. 

While Mentiplay et al. [7] previously described the knee 

RFD using a HHD, their experimental setup lacked a 

fixed HHD, leading to lower reliability. By utilizing a 

reliable way to assess the knee extensors RFD, our data 

provides a feasible way to evaluate the knee extensors 

RFD. This study’s results offer clinicians, coaches, and 

researchers a tool for comparing their injured patients 

and athletes’ RFD measures to a normative data set. 

 

Table 1: Demographic data, Rate of Force 

Development, and peak force of the participants. Data 

is presented as median [range]. 
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 Males (n=18) Females (n=17) 

Age (years) 29 [22-39] 29 [23-54] 

BMI 

Early RFD (N/s) 

Late RFD (N/s) 

Peak Force (N) 

22 [19-28] 

1623 [379-4671] 

1220 [307-2489] 

476 [206-866] 

21 [17-29] 

899 [471-2576] 

727 [351-2120] 

295 [200-610] 

a 
b 
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Introduction 

Subacromial decompression is a common shoulder 

procedure to treat shoulder impingement that includes 

release of the coracoacromial ligament (CAL). Previous 

studies have shown that CAL release causes significant 

increases in superior and anterosuperior translation of 

the humeral head [1,2]. How the compromise of the 

CAL and force production by the rotator cuff (RC) act 

to maintain baseline glenohumeral biomechanics is still 

unclear. The aim of this preliminary study was to 

investigate the effect of CAL excision, combined with 

different degrees of supraspinatus (SSP) strength, in 

glenohumeral kinematics, subacromial pressure and 

deltoid force recruitment during shoulder abduction. 

 

Methods 

Four fresh-frozen cadaveric glenohumeral joints were 

dissected, retaining only scapula, humerus, CAL, 

glenohumeral capsular and coracohumeral ligaments, 

and RC tendons. The subacromial bursa was removed to 

fix a pressure sensor (ST2042, Novel GmbH, Munich, 

Germany) under the acromion and CAL. Cables were 

attached to the RC tendinous insertions on the humeral 

head and constantly loaded (subscapularis = 10N, 

infraspinatus/teres minor = 10N) through their 

physiological lines of action. The deltoid (pars 

acromialis) was replaced by a stainless-steel cable 

attached to the deltoid tuberosity and guided to a linear 

electric actuator (EletroPuls E10000, Instron, Norwood, 

MA, USA). The humeral shaft was transected proximal 

to the elbow joint and embedded into a pot fixed with a 

rod to simulate the weight and length of the complete 

arm. Optical tracking markers (GOM GmbH, 

Braunschweig, Germany) were attached to the humerus 

and scapula, and anatomical landmarks were digitized to 

create bone fixed local coordinate systems [3]. 

Glenohumeral abduction in the scapular plane was 

simulated until 60° by loading the deltoid cable at 2 

mm/s. Five cycles of abduction/adduction were 

simulated with an intact CAL and varying loads applied 

to the SSP tendon (5N, 15N and 25N).  After complete 

release of the CAL, the same loading protocol was 

repeated. Shoulder kinematics was evaluated with the 

software ARAMIS Professional (GOM GmbH, 

Braunschweig, Germany) using the bone geometry 

acquired by manual segmentation from computed 

tomography scans of each specimen. 

Results 

Increasing the strength of the SSP muscle resulted in a 

decrease in mean deltoid force. CAL release led to a 

significant decrease in subacromial pressure (p<0.05). 

Increasing SSP strength together with CAL resection 

also had a positive effect in reducing subacromial 

pressure. A reduction in anterior translation due to 

increasing SSP load was observed in two specimens. 

Nonetheless, CAL resection increased both anterior and 

superior translation of the humeral head in all 

specimens. 

 

 
 

Figure 1: Experimental setup: shoulder specimen 

positioned at 60° of abduction in the scapular plane. 

 

Discussion 

This preliminary study shows that CAL release alters 

baseline glenohumeral kinematics, specially increasing 

superior and anterior translation of the humeral head 

during abduction. The results suggest that resection of 

the CAL with postoperative physiotherapeutic increase 

of SSP strength may be superior to isolated measures in 

the treatment of impingement. However, further studies 

must show whether and how different acromion shapes 

influence subacromial pressure.  
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Introduction 

Corticomuscular coherence (CMC), which directly 

assesses the frequency coupling between cortical and 

muscle electrophysiological oscillatory activities 

recorded between electroencephalography (EEG) and 

electromyography (EMG), is considered a promising 

tool to analyze the motor cortical oscillatory fluctuations 

[1]. While incremental contraction intensity may 

modulate CMC, its influence has only been investigated 

during isometric contractions, and its underlying 

mechanisms are still unclear. Since we recently 

highlighted an effect of the contraction type on CMC 

associated with neural modulations at the spinal level 

[2], we seized the opportunity provided by the specific 

neural drive of anisometric contractions to deepen our 

understanding of the neural mechanisms involved in this 

contraction intensity induced CMC modulation. Hence, 

CMC and spinal excitability were concurrently 

measured at three intensity levels during both isometric 

and anisometric contractions. 

 

Methods 

Fifteen participants performed submaximal voluntary 

plantar flexions on an isokinetic ergometer, at 25, 50, 

and 70% of the maximal soleus (SOL) EMG activity 

measured during maximal isometric voluntary 

contractions. SOL and medialis gastrocnemius (MG) 

EMG and 64-channel EEG were recorded. For each 

contraction intensity, isometric, shortening and 

lengthening contractions were performed in a 

randomized order. CMC was computed in the time–

frequency domain [3] between Cz EEG and unrectified 

EMG SOL (CMC SOL-Cz) or MG (CMC MG-Cz) 

signals in the beta-band (13-32 Hz). Spinal excitability 

was quantified through normalized H-reflex amplitude. 

 

Results 

Beta-band CMC was decreased in the SOL only 

between 25 and 50-70% contractions, independently 

from the contraction type (p<0.01) but remained similar 

for all contraction intensities in the MG (p>0.05). Spinal 

excitability was similar for all contraction intensities in 

both muscles (p>0.05). 

 

 

 

 

 

 

 

 

 

 

Figure 1: Effects of the contraction intensity on the 

soleus beta-band CMC. Modulations are shown during 

25, 50 and 70% MVIC contractions, averaged across all 

contraction types. Vertical error bars represent the 95% 

CI of the mean beta-band CMC. Horizontal error bars 

represent the 95% CI of the mean % of maximum RMS. 

25% vs 50-70%: §§§ p < .01 

 

Discussion 

Collectively, these results confirm an effect of the 

contraction intensity on beta-band CMC, although it 

may depend on the contraction intensity level and differ 

between agonist synergist muscles. Furthermore, the 

current findings provide new evidence that the observed 

modulations of beta-band CMC with the contraction 

intensity does not depend on the contraction type or on 

spinal excitability variations. 
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Introduction 

Gait alterations are one of the most disabling symptoms 

in Parkinson’s disease (PD). Indeed, reduced stride 
length, stride velocity and lower limb joint have been 

documented as hallmarks of parkinsonian gait [1]. 

Recently, differences in muscle excitations profile have 

been documented when grouping the participants per 

excitation patterns (i.e., number of bursts within gait 

cycle) [2]. Moreover, the authors identified an impaired 

magnitude on leg muscle forces in PD during 

locomotion when compared with healthy control 

subjects (CS) [3]. The aim of our work was to explore if 

differences in the excitation patterns are accompanied 

by differences in muscle forces. 

 

Methods 

A convenient sample of ten CS (age=60.2±4.3 years, 

BMI=26.0±3.6 kg/m2) and ten PD subjects 

(age=62.8±11.4 years, BMI=27.1±2.9 kg/m2) were 

acquired with a 6-cameras motion capture system 

(60Hz, BTS), synchronized with 2 force plates (960Hz, 

Bertec) and a 8-channels EMG system (1000Hz, BTS) 

that recorded bilaterally the activities of 4 lower-limb 

muscles: Biceps Femoris, Rectus Femoris, 

Gastrocnemius Lateralis and Tibialis Anterior. A 

double-threshold statistical detector [2] was chosen to 

retrieve the onset and the offset (burst) of muscle 

activity. Based on this, trials were divided in three 

modalities with respect to the number of detected bursts. 

Then, inverse kinematics, inverse dynamics, and muscle 

analysis were performed in OpenSim using a muscle-

optimized scaled model [4], including 24 lower limb 

muscles. Muscle-tendon parameters were calibrated to 
the individual using CEINMS [3]. EMG-assisted 

neuromusculoskeletal modelling was executed to 

extract muscle forces acting on the ankle and knee 

joints. Differences between muscle forces produced by 

the two groups were compared using two-sample 

nonparametric t-test with statistical parametric mapping 

(SPM) (p<0.05, Bonferroni post-hoc) [5]. 

 

Results 

Envelope and simulated muscle forces time series for 

the modalities that appeared with the highest 

frequencies are reported in Figure 1.   

 
Figure 1: Envelope and simulated muscle forces time 

series for the patterns that appeared with the highest 

frequencies. Bands are reported as mean (solid line) ± 

standard deviation (shaded area). PD in blue, CS in red. 

Percentages of the occurrence of each pattern over the 

total trials are reported.  ■ = SPM statistically 

significant differences (p<0.05) 

 

Discussion 

It was interesting to notice that statistically significant 

differences in the excitations profile were not linked 

with statistical differences in the muscle forces when 

data are grouped by excitations patterns. Increasing the 

sample size would be helpful to enhance the statistical 

power of the results and significance on the alterations 

might be reached. However, to understand how different 

patterns      of muscle excitations are linked with the 

muscle force production might be helpful to evaluate the 

disease assessment and the treatment planning when 

rehabilitating people with PD. 
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Introduction 
Machine learning (ML) has shown its massive power in 
domains such as vision, natural language, and speech 
processing. However, its potentials have not been 
widely explored in the neuro-bio-mechanical systems. 
Despite progress, there still are knowledge gaps between 
biomechanics and ML community that prevent full 
cross-fertilization. ML researchers largely use dynamic 
engines such as MuJoCo to build plants and training 
environments due to its rich contact and the fast 
execution features. Whereas, biomechanical fellows 
rely on platforms such as OpenSim, providing accurate 
musculoskeletal formulations. To connect these two 
communities and integrate ML and neuromechanical 
studies, we developed an automated pipeline to convert 
OpenSim musculoskeletal models into MuJoCo models 
while maintaining the accurate musculo-skeletal 
properties. 
An open-access conversion code was previously created 
by Ikkala et al [1] that parsed OpenSim bodies, joints, 
and muscles into MuJoCo modelling format. However, 
muscle-tendon wrapping objects and the muscle 
parameters were not handled. In this study, we extended 
Ikkala’s code to convert musculo-skeletal geometrical 
and force-generating properties into MuJoCo.  
Methods 
Figure 1 shows the extended pipeline. We first added 
two new features in the conversion scheme including: 1) 
markers information and 2) wrapping surfaces for 
muscle-tendon units to achieve correct muscle paths 
(avoid collisions with bones) during movements (Cvt1). 
The forward kinematics (Vlt1) checks the model 
geometry differences by comparing the selected marker 
locations at different joint postures. The pipeline then 
optimizes the wrapping sites in the converted MuJoCo 
model (Cvt2), so that the moment arms that MuJoCo 
model’s muscle-tendon unit generate on the joints best 
fit with OpenSim model’s values; given the fact that 
OpenSim and MuJoCo have different wrapping objects 
and different ways of defining the wrapping methods. 
Movement arms comparisons were used as the 
validation for this step (Vlt2). Lastly, the muscle force-
generating parameters in the converted MuJoCo models 
were optimized to generate similar active and passive 
force-length relationships as the referencing OpenSim 
models (Cvt3), due to the fact that MuJoCo uses stiff 
tendons and specific ways of defining muscle operating 
ranges. The muscle force maps were used as the 
converting validation for this last step (Vlt3). 
Results 
This pipeline was used to convert an elbow model [2] 
and a full hand model [3]. Segment kinematics (Vlt1) 
were identical between the referencing OpenSim models 

 

 
and the converted MuJoCo models. Muscle moment arm 
root mean square (RMS) differences between them were 
0.044 ± 0.09% for the elbow model and 0.38 ± 0.57% 
for the hand model. The RMS error in forces was 2.2 ± 
1.4% Fmax (OpenSim peak force) for the elbow model 
and 4.1 ± 2.0% Fmax for the hand model. 
A speed test was conducted with the OpenSim and 
converted MuJoCo elbow models. Ten repetitions of 
5000 seconds simulations showed that the MuJoCo 
model is around 170 times more efficient. 
An elbow soft exoskeleton (cable driven for example) 
was also modeled in the MuJoCo elbow model with a 
weight of 0.101 Kg for the upper arm and 0.111 Kg on 
the forearm. Trained ML control law generated similar 
muscle activation reductions in the assisted lifting tasks 
that has been shown in the experimental study [4]. 
Discussion & Conclusion 
In conclusion, the developed pipeline was able to 
generate physiological accurate musculoskeletal models 
in MuJoCo, which can contribute both the ML and 
biomechanical communities.  
Force-velocity property of the muscle model inside 
MuJoCo can be optimized also to achieve better fit in 
the dynamic properties. In addition, The converting 
pipeline has the potential to generate musculoskeletal 
models directly from anatomical data that collected 
from cadaver studies.  
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Introduction 

The biomechanics of the cornea plays an essential role 

in vision. It is involved in the underlying mechanisms of 

major ophthalmic disorders [1], and consequently in 

current treatment procedures [2]. Quantification of the 

overall biomechanical behavior has been extensively 

studied [3-4]. In a few of these studies, corneal 

properties have been characterized using mechanical 

indentation [5]. An interesting feature of this 

measurement approach is that it provides a local 

assessment of the tissue.  

However, the effects of preservation medium and 

storage time on corneal mechanical properties has not 

been well studied [6]. In addition, there is a need for a 

practical solution to preserve corneal mechanical 

properties that both meets the requirement of being 
available in any clinical practice and preserves corneal 

biomechanics for several days. Therefore, the aim of this 

study was to investigate the effects of two preservation 

methods that are readily available for tissue storage and 

transport. 

 

Methods 

This study assessed the effects of two easily accessible 

preservation methods on the viscoelastic properties of 

porcine corneas measured using nano-indentation: 1) 

freezing at -20○C (Frz), and 2) preservation of the tissue 

in culture medium (TiC, AL.CHI. MI.A. S.r.l., Italy). 

We compared the viscoelastic behavior of the samples 
preserved by both techniques for 6 days with the 

properties of fresh samples (Fsh). The mechanical 

response was evaluated by the elastic modulus 

calculated by applying Hertz’s equation for the contact 

of sphere with a plane (EHz) at different loading rates 

(1, 10, and 30 seconds) by nano-indentation. The 

measurements were performed at 9 locations near the 

cornea’s optical axis, with the samples immersed in a 

Dextran solution. The mechanical response was 

measured 567 times, corresponding to 7 samples per 

group, 3 loading rates, 9 measurement sites, and 3 

preservation methods. The mixed-effects model was 

fitted to the EHz collected in this study. Samples were 

weighted immediately after dissection and before 

measurements. 

 

Results  

No statistical difference was found between the different 

preservation methods and the fresh samples, nor 

between the different measurement locations. However, 

different loading rates caused significant differences for 

EHz (p<0.0001). As expected, faster loading speeds 

increased EHz (Figure 1). The weight of the samples in 
the different groups showed no statistical difference 

after dissection (P>0.05). After 6 days of preservation, 

the samples in the Frz group showed a slight weight loss 

(<3.5%) compared to the fresh samples, while the TiC 

group became significantly heavier (+38%). The change 

in sample weight was statistically different between the 

Frz and TiC groups (p = 0.006) (Figure 2d). 

 

 
Figure 1: Elastic modulus of porcine corneas measured 

for different loading rates (left) and preservation 

methods (right) (****  indicates p<0.0001).  

 

Discussion 

While the loading rate had a significant effect on the 

mechanical response (p<0.0001), the results showed that 

the mechanical properties were not altered by any of the 

preservation methods (p>0.270). However, the standard 

deviation was up to 4.9 times larger when the samples 

were preserved in the culture medium compared to the 

fresh and frozen samples. In conclusion, while both 

preservation techniques provide equivalent mechanical 

properties measured by nano-indentation, freezing the 

samples prevents swelling and provides more stable 

measurements. 
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Introduction 
The ciliary muscle can be considered the engine of 
accommodation, the ability of the eye to focus on near 
objects. Ciliary muscle contraction results in an inward 
movement of the apex of the ciliary processes towards 
the lens equator, what loosens the zonular tension at the 
lens equator and allows the lens to become rounded, 
resulting in accommodation. For this reason, analyzing 
the ciliary muscle movement during accommodation 
might be key to approach potential presbyopia therapies. 
The ciliary muscle can be imaged in-vivo using optical 
coherence tomography (OCT), but quantifying the 
ciliary muscle shape from these images has been 
challenging both due to the low contrast of the images 
at the apex of the ciliary muscle and the tedious work of 
segmenting the ciliary muscle geometry. To address this 
issue, we propose an automatic segmentation tool for 
transscleral OCT images of the ciliary muscle using 
fully convolutional networks (FCN). 

Methods 
1,039 images obtained from a database of transscleral 
Spectral-Domain OCT (SD-OCT) images of the ciliary 
muscle were used to develop the FCN [1-2]. The 
database contained dynamic recordings of human 
subjects subjected to a step stimulus of accommodation. 
The images were acquired using a system that was 
described previously [1-2] and all studies were approved 
by the Institutional Review Board at the University of 
Miami Miller School of Medicine and followed the 
tenets of the Declaration of Helsinki.  716 images (69%) 
were used for training, 164 (16%) for validation and 159 
(15%) for testing.  

The FCN performed a multi-class segmentation 
differentiating between the background, the ciliary 
muscle and other ocular structures, see Fig. 1. To 
develop a robust FCN, a real-time augmentation code 

including rotation, translation, noise and brightness was 
implemented. This resulted in more than 100,000 
different images introduced in each training. 

 
Figure 1: The raw image (left) is introduced into the 
FCN and the multi-class segmentation is performed 
(right). The distortion and aspect ratio are corrected 
using the boundaries of the image segmentation, 
resulting in the actual ciliary muscle shape. 

Results 
UNet and LinkNet architectures were trained with 
different backbones (ResNet34, EfficientNetb2, Vgg19) 
to select the outperforming network. UNet-
EfficientNetb2 achieved the highest performance with 
an IoU score of 94.54%, 97.37% and 90.23% for the 
background, other ocular structures and ciliary muscle, 
respectively, resulting in a mean IoU of 94.04%, and an 
F-Score of 97.33%. Fig. 2 shows the biometry of the 
ciliary muscle for a step stimulus of 2 diopters (D) for a 
specific subject of 45 yo.  

Discussion 
The results show that the trained FCN can successfully 
segment ciliary muscle images and quantify the 
biometry of the ciliary muscle during accommodation. 
The study also shows that EfficientNet outperforms 
other current backbones of the literature. 
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Figure 2: Results for a 45 yo subject subjected to a 2D stimulus. (A) Unaccommodated and accommodated geometry of 
the ciliary muscle, together the movement of the ciliary muscle centroid and apex during the accommodation response. 
(B) Ciliary muscle thickness profiles on both states. (C) Dynamic change of the ciliary muscle apex during accommodation 
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Introduction 

The cornea is the front transparent part of the eye that 

covers the iris and allows light to enter the eye. The 

thickness of the porcine cornea is 2 to 3 millimeters. The 

thickest part is the stroma, formed by collagen fibrils, 

these fibrils are distributed unevenly parallel to the 

surface of the cornea giving it a certain degree of 

anisotropy [1,2]. We have designed a device that 

applying torsional waves can quantify the mechanical 

parameters of the cornea, the shear wave velocity, and 

the modulus of rigidity at different angles on the corneal 

surface by completing 360 degrees. A Kelvin-Voigt 

rheological model [4] is used to perform a 

viscoelasticity calculation. 

 

Methods 

The experimental setup consists of a signal generation 

and acquisition system consisting of a Tascam US-

20x20 audio card with 8 input channels, two phono 

preamplifiers, and a third high fidelity amplifier to 

which the probe coupled to the motion system is 

connected, all interconnected through a PC with 

MATLAB as user interface. The automated system is 

capable of controlling the pressure at which the 

measurement is made, measurements have been made in 

increments of 7.2 degrees to complete a full rotation. 

Four pig eyes have been tested with an intraocular 

pressure of 15 mmHg and a pressure of 60 grams 

between the probe and the cornea. For each 

measurement, the shear wave velocity was calculated 

for a frequency range of 400-1200 Hz in increments of 

200 Hz, then using this dispersion curve the viscosity 

was calculated. 

 

Kelvin-Voigt adjustment equation used for viscosity 

calculation  

𝐶𝑠(ω) = √
2(µ2 + ω2η 2)

𝜌(µ + √µ2  +  ω2η2) 
 

 

where µ is the shear elasticity in Pa and 𝜂 is the shear 

viscosity in Pa·s and the density ρ is considered 1000 

kg/m3. 

 

Results and discussion 

Figure 1 shows a polar plot of the shear wave velocity 

values for the frequency range 400-1200 Hz rotating the 

probe over the cornea. 

 

 
Figure 1: Polar plot of dispersion shear wave velocity 

Figure 2 shows a polar plot of how corneal viscosity is 

distributed, showing a preferred direction, similar to that 

found in other studies on elasticity [3].  

 

 
Figure 2: Polar plot of viscosity after KV fitting. 
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Introduction 

The accommodative system in the eye which is 

responsible for allowing the eye to alter its focus has 

classically been considered as being the result of an 

adjustment of the shape of the eye lens mediated by 

forces that emanate from the ciliary muscle movement. 

However, there are opponent theories [1-2] about the 

mode of shape change and, in addition, anecdotal 

suggestions that the accommodative system may alter 

ocular focus not only by changing shape of the lens but 

also by translatory movement of the lens. This is not 

implausible given observations post-cataract surgery 

that in some individuals, the attempt to accommodate 

results in a translational shift of the lens, while in others 

this does not happen [3-5].  

 

Methods 

The data introduced in this work was simulated in 

Zemax OpticStudio based on different eye models [6].  

By looking at the components of the accommodative 

mechanism, lens thickness and shape, zonular insertions 

and possibly even the axial length of the eye as well as 

other biometric parameters that affect the optics of the 

eye, differing modes of accommodation including shape 

change and/or translation may be feasible. If this is 

linked to optical properties of the eye and refractive 

status, it may explain why accommodation is considered 

to predispose to development and progression of certain 

refractive errors. This has never been fully investigated.  

Figure 1: Liou Brennan human eye model based on [6] 

used to analysis.  

 

Results 

This work considers the range of ocular components and 

their combinations by creating a range of different 

models that represent the refractive error range. The 

potential modes of accommodation across the refractive 

error range were investigated and compared to literature 

results from clinical investigations. 

 

Discussion 

There are some suggestions that translatory movement 

of the lens may occur in accommodation; this may be 

related to the refractive status of the eye. Greater 

insights into the accommodative response in eyes with 

different refractive errors will be beneficial to 

developing a personalised approach to treating 

accommodative problems in children and young adults 

and inform optical design to produce novel and effective 

accommodating implant lenses. 
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Introduction 

The cornea itself represents the prestressed structure. 
The prestressed state arises due to intraocular pressure 
(IOP). Subsequently the load is applied to the 
prestressed cornea by the tonometer. The stiffness of 
prestressed cornea is naturally higher. Therefore we can 
conclude that the influencing factors of cornea stiffness 
are: 

• geometrical parameters – for example the central 
corneal thickness (CCT), etc.; 

• mechanical parameters - Young´s modulus, 
Poisson´s ratio, etc.; 

• prestressed state – as the initial state. 
The influence of prestressed state on stiffness has been 
presented in [1]. This influence varied from 4% to 7%. 
The next step is to find the correlation between other 
factors and the corneal stiffness. We started with CCT. 
The basic data about geometrical parameters of cornea 
are in [2]. 
 
Methods 

For finding the correlation between CCT and the 
stiffness we applied methodology presented in [1]. The 
sample of cornea is placed between two plates. The 
compressive force is applied on the upper plate and on 
the lower plate is placed the force sensor. And the 
extensometer measures the distance between plates, see 
Figure 1. 
 

 
 
Figure 1:The experimental setup 
 
Thus we obtained several curves load vs. deflection. 
Using the least squares method and with the linear 
approximation we got the linear representation of them. 
The stiffness of cornea has been calculated for a simple 
spring model: applied force / deflection. 
 

Results 

A group of 10 corneal samples was tested. The mean 
value of CCT was 477 µm. This value is little bit smaller 
than one can expected. The min. value was 419 µm and 
the max. value was 530 µm. The mean stiffness reaches 
value of 0,0045 mN/mm. The lower and upper bounds 
are 0,0034 mN/mm and 0,0050 mN/mm. 
 
Discussion 

We worked with the relatively wide range group of 
corneal samples. Using classical statistical approach to 
correlation factor of CCT we found out it with the value 
of 0,47. 
The explanation is that stiffness is the complex variable 
containing CCT, mechanical properties and the initial 
state. The CCT is only one of influencing factor. 
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Introduction 
Patient-specific numerical models have been proposed 
to improve the planning of refractive procedures such as 
LASIK, CLEAR, and PRK. While tomographs are used 
to accurately measure patient anatomy, determining 
patient-specific biomechanical properties is 
challenging. Now, a new device is available to 
ophthalmologists to quantify tissue biomechanics based 
on Brillouin scattering in vivo. However, the 
relationship between frequency shift and nonlinear 
corneal biomechanical properties remains poorly 
characterized, especially for in vivo measurements. 
Therefore, this study proposes a technique to quantify 
corneal biomechanical properties on tissue samples 
from patients undergoing CLEAR surgery. The 
harvested tissue, which is usually discarded, is 
uniaxially tested in different orientations, which allows 
us to 1) gain insight into the biomechanics of the young 
cornea and 2) directly evaluate Brillouin measurements 
in the future. 
 
Methods 
Experimental: Corneal lenticules extracted from 
CLEAR surgeries (KEK approval 2021-00145) were 
tested by uniaxial extension in the nasal-temporal (NT) 
direction or at an angle 45° to it. The tissue was pre-
stretched with a force of 10mN and preconditioned with 
4 cycles of 15 % strain. The last cycle of force 
displacement data was recorded for analysis. 
Computational: The lenticules were numerically 
reconstructed using an in-house algorithm that can 
accurately build a finite element mesh from the 
elevation maps obtained from the pre-operative 
Pentacam data. These lenticules were modelled with 
orthogonal collagen fibers. The material behaviour was 
described using the HGO material model2:  
𝑈𝑈 = 𝐶𝐶10(𝐼𝐼1 − 3) +  𝑘𝑘1

2𝑘𝑘2
∑ {exp[𝑘𝑘2 < 𝐸𝐸𝐸𝐸 >2] − 1}2
𝛼𝛼=1      (1) 

A Bayesian optimization procedure was used to identify 
the material parameters that best fit the experimental 
data. 
 

 

 
Results 
The experimental setup for a lenticule tested in the NT 
direction is shown in Fig 1. Although the lenticles were 
thin (< 50µm), it was possible to perform repeated 
measurements without damaging the tissue. Parameter 
identification was performed simultaneously on three 
patients and in different tissue orientations. The results 
of the identification with four parameters showed that 
the model was able to reproduce the experimental data 
(figure 2).  

 
: HGO model fit (blue) obtained on 

experimental data of 3 patients in two orientations (red) 
 
Discussion 
Corneal geometry can be accurately replicated, and 
mechanical characterization of the CLEAR lenticules 
leads to good parameter estimates across all patient data. 
The current limitation of the characterization is that it 
was performed only on 3 patients. However, it indicates 
that the study is feasible. From the current data, only 
small differences in orientation can be noted. Further 
measurements are needed to confirm whether the 
anisotropy of the human cornea is located more in the 
posterior cornea than the anterior cornea of CLEAR 
treatment. The numerical model needs to be calibrated 
on more patients and eventually these results need to be 
complemented by in vivo biomechanical measurements 
with Brillouin scattering to develop a predictive surgical 
planning tool that takes into account patient-specific 
corneal biomechanics. 
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Background
Ocular biomechanics is still a very new field and many
fundamental aspects of this field are poorly understood.
This project aims to look at one aspect of this in
relation to the eye lens, the way it changes to alter
focus of the eye, a process called accommodation and
the loss of accommodative ability with age. The project
is based on development of appropriate opto-
biomechanical models. There are no models to date
that correctly consider the component structures in the
accommodative system that mediate and control the
forces of accommodation, notably the zonule and the
ciliary muscle. The zonule is constituted by a range of
ligaments that are inserted at one end into the capsule
of the lens around the lens equator and join the ciliary
muscle at the other end. Previous models were not
based on biological lenses, and therefore did not
properly represent the biological lens, the capsule or
the zonule which has been modelled as a single
element or as an element with two or three components
that meet at the same point [1].

Recent advances
Recent modelling work has indicated that the insertion
points of the zonule in the lens and in the ciliary
muscle have a significant impact on the forces
mediated to the lens and the consequent shape [2,3].
The angle of the zonule also has a significant effect on
the optical power of the lens [4]. The thickness of the
capsule may have a great impact on eye
accommodation [2] and can change with age [5]. The
thickness of the capsule and the distribution of the
ciliary body are also highly significant and need to be
properly modelled together with the zonular insertions
in order to produce physiologically accurate models
that are optically and biomechanically viable.

Methods
Models were developed using Finite Element Analysis
software (SolidWorks2021, Abaqus2022) based on
anatomical and physiological parameters from the
literature. Fourteen lens sagittal images have been used
from the literature [6]. The lens in the image was
extracted and the spline curve were used to depict the
lens material properties in SolidWorks. The lens
capsule was modelled with constant thickness and with
varying thicknesses.

Findings
The capsular thickness has an effect on the lens and
this is also based on lens age and shape. The force
distribution of the capsule and the effect of the zonule
and the combined influence on accommodation are
described. These have important implications for
understanding accommodation and its loss with age as
well as for optical design of implant lenses.
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Introduction 

Interfragmentary movement (IFM) is a key quantity for 

healing in mechanically compromised non-union 

situations. Based on the clinical workflow for patient 

monitoring presented in [1], we have generated high-

resolution computational models for several patients 

with fracture non-unions of the lower extremity. These 

models are used to simulate and to analyse patient-

specific issues of healing parameters, local micro-

mechanics inside the fracture gap and personalized 

implant strategies both before and after surgical non-

union revision. 

 

Methods and Results 

Our established clinical workflow consists of the 

following steps: (1) Monitoring of the patients during 

the planning and follow-up visits with a motion 

capturing system (XsensTM), (2) transfer of the motion 

data into the musculoskeletal simulation system 

AnyBodyTM to achieve the corresponding individual 

muscle and joint forces, as well as moments. (3) Clinical 

imaging of the patients if available via post-operative 

computed tomography (CT) scans ideally combined 

with a six-rod bone density calibration phantom. (4) 

Segmentation of the CT images and generation of the 

corresponding adaptive finite element (FE) meshes of 

the bone-implant-systems, including the material 

parameters based on the Hounsfield units and the 

calibration phantom via the software ScanIPTM 

(Synopsys, US). (5) All information from the 

musculoskeletal simulation were passed as patient-

specific boundary conditions to our biomechanical FE 

simulation process based on the patient-specific meshes. 

This workflow (Figure 1) allows us to simulate 

individual patient models based on their respective real 

motion data over their treatment course. This enables us 

to analyse questions about mechanical influences during 

primary and revision surgery contributing to non-union 

development, as well as consecutive healing. Based on 

the described workflow, different motion patterns were 

analysed and compared with respect to the effects on the 

micromechanics of the non-union situation. Thereby, it 

is shown that both the individual motion parameters and 

the individual fracture morphology have a lasting 

influence on the local healing parameters. In addition, 

such simulations allow an investigation of the von Mises 

stress distribution of the implant systems during the 

movement of the individual patient, which allows 

various conclusions for future design optimizations. The 

results allow a first estimation of the individual non-

union healing capability based on fracture gap 

mechanics. However, additional studies and larger 

patient cohorts are needed to further substantiate the 

conclusions. A limitation of this study also lies in the 

definition of the mechanically meaningful healing 

window for fractures. Here, further factors will certainly 

have to be included in future simulations and virtual 

studies. 

 

 
Figure 1:  

a) Digital Avatar of XsensTM 

b) Musculoskeletal simulation with AnyBodyTM 

c) Segmentation with ScanIPTM 

d) Simulation with finite element analysis 

software 

 

References 
1. B.J. Braun, et al. Individualized Determination of the 

Mechanical Fracture Environment After Tibial Exchange 

Nailing-A Simulation-Based Feasibility Study. Front. 

Surg., 8:749209, 2021. 

 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

UNCERTAINTIES QUANTIFICATION ON ARTERIES RECONSTRUCTED 
FOR CORONARY STENT DEPLOYMENT SIMULATIONS 

Luca Antonini (1), Federico Lotrecchiano (1), Gianluca Poletti (1), Lorenza Petrini (2), 
Giancarlo Pennati (1) 

 
1. LaBS – Dept. of Chemistry, Materials and Chemical Engineering, Politecnico di Milano, Milan, Italy;                       

2. Dept. of Civil and Environmental Engineering, Politecnico di Milano, Milan, Italy. 

 

Introduction 
The recent conceptualization of in silico clinical trials 
has dictated an increasing demand for highly reliable 
computational analyses. Concerning stent deployment 
simulations, this involves the use of a validated 
description of the devices and rigorous patient-specific 
models of the arteries to be treated [1, 2]. The simulation 
reliability is evaluated on the comparison of the post-
treatment geometry predicted in silico with the one 
detected in vivo after the stenting procedure through 
slices of the artery acquired with OCT catheter. In this 
study, a fully computational method was proposed to 
address the uncertainties that affect the validation 
process derived from the pre-treatment vessel 
reconstruction based on data from OCT (for vessel 
slices) and angiography (to reconstruct the centerline). 
It was investigated how the positioning of slices 
obtained with the OCT catheter and therefore 
orthogonal to it, can distort the geometry of the 
reconstructed patient-specific vessel when realigned 
along the centerline. Moreover, it was evaluated how 
using measurements acquired on OCT slices for the 
post-treatment comparison could introduce additional 
uncertainties in the simulation reliability assessment. 
 
Methods 
Different types of arteries, from simplified to more 
realistic geometries, were developed and taken as a 
reference for the evaluation of uncertainties. The 
process of acquiring OCT images and reconstructing the 
vessel was simulated using a fully automated procedure. 
The first step consisted in simulating the insertion of the 
catheter and generating slices of the artery orthogonal to 
the catheter itself (Figure 1a). These slices were then 
processed through a code that oriented them along the 
centerline of the artery to be used as a reference for the 
creation of the lumen surface and the external wall. The 
reference vessel and the reconstructed vessel were then 
involved in stent deployment simulations. The 
comparison of the output of the computational analyses 
was made by considering the slices of the reference 
vessel obtained again by inserting a catheter inside it and 
repeating the procedure carried out in the reconstruction 
phase. This was done to replicate the method of clinical 
analysis by OCT of the post-treatment artery. 
 
Results 
Differences between reference and reconstructed 
arteries were assessed in terms of cross-sectional areas. 
Figure 1b shows the outcome of the deployment 

simulations of a selected case in which the comparison 
between the areas of the cross-sections belonging to the 
reference lumen (black) and the reconstructed one (red) 
revealed differences of up to 10%.  

 
Figure 1: a) catheter (depicted with a green beam) 
inserted into the reference vessel and used to obtain 
orthogonal slices; b) superimposition of the post-
deployment lumen of the reference vessel (black) and the 
reconstructed vessel (red) with detail of differences in 
four cross-sections. 
 
Discussion 
Through direct comparison between the reference vessel 
and the reconstructed one, it was possible to evaluate the 
uncertainties related to the input data of the stenting 
simulation and observe their dependence on the 
geometric peculiarities of the artery (e.g., curvatures and 
localized stenosis). Moreover, the influence of these 
uncertainties was also assessed by comparing the results 
of deployment simulations considering that in vivo, the 
method of the investigation again involves the 
acquisition of images with the insertion of a catheter and 
therefore introduces new uncertainties. 
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Introduction 

The diabetic foot ulceration process is due to 
neuropathy, trauma, and peripheral vasculopathy. 
Diabetic neuropathy results in biomechanical alterations 
[1] leading to increase in both skin pressure and plantar 
soft tissues internal stresses while walking [2]. A 
multidisciplinary approach to the diabetic foot care is 
recommended, which includes also off-loading therapy 
to reduce plantar pressure (PP) during gait and unload 
critical areas [3]. The common practice for the design 
and production of plantar orthotics for subjects with 
diabetic foot is represented by custom made insoles 
which mainly rely on the expertise of the orthotic 
technician.  In this context, finite element modeling 
simulation represents a valid method for quantitatively 
estimating the effect of plantar foot insoles on plantar 
pressures and internal stresses with respect to the insole 
design and prior to insole’s production [4]. The purpose 
of the study was to develop a methodology, applicable 
at the manufacturer site, able to quantify the insole 
effectiveness in reducing excessive plantar pressure 
(PP) and internal stresses on the foot of diabetic 
subjects. 
 
Methods 

Nine diabetic neuropathic subjects (mean(SD) age 
60.9(17.4) years and BMI 29.4(5.4) Kg/m2) were tested 
at the orthotic manufacturer site, during the routine 
assessment for plantar insoles production with and 
without the insoles. The Each subject foot geometry and 
insole were captured by a 3D scanner (Structure3D) in 
unloaded conditions and PP data were acquired 
(PedarX, Novel gmbh) while walking both over ground 
and on a treadmill (2 km/h). Then a finite element model 
was created in Abaqus [2] by including: foot and insoles 
geometries meshed from the scanned foot volume, foot 
bones of a previously developed model based on MRI 
scans [2] scaled on subjects’ foot morphology. Insole 
material properties were assigned according to the 
manufacturer’s declared characteristics. Simulations 
were run in four critical instants of the stance phase of 
gait [2], both with and without the insole. Ground 
reaction forces and ankle plantar dorsiflexion angle 
during gait were applied as boundary conditions. 
Simulated PP distribution was compared with the 
experimental PP with and without insole. Simulated PP 
and Von Mises stresses in plantar soft tissues were 
compared across the different conditions. 
 

 

Results 

Encouraging results were obtained from the comparison 
between simulated and experimental PP thus supporting 
the validity of the approach. For what regards the 
simulations run with the insole, it can be noticed that 
excessive PPs were not completely redistributed by 
means of the insoles, however, Von Mises stresses at the 
internal soft tissues of the plantar aspect of the foot were 
reduced (Figure 1). 
 

 
Figure 1: Von Mises stresses, at the plantar soft tissues. 
with (blue) and without (red) insoles, in four istants of 
the stance phase of gait: Initial Contact (IC), Loading 
Response (LR), Midstance (MS) and Push Off (PO). 
 
Discussion 

According to the designed methodology, it was possible 
to successfully simulate the effect of the insole.  
This procedure could be used to optimize the plantar 
insole prior to production  by changing both insole shape 
and material in order to obtain a better PP redistribution. 
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Introduction 

Bone fractures cause about two million hospitalizations 

per year just in the US. Some of them are highly 

complex with complication rates up to 28% [1]. It is 

often unclear how the screws and plates shall be 

positioned for a specific fracture case and outcomes 

heavily depend on the surgeon’s experience. 

This implies that there is no objective measure, how a 

clinically accomplished reconstruction will perform 

biomechanically under loading. 

Hence, our goal is to introduce a method for quantitative 

evaluation of fracture-fixation stability, by means of 

finite element analysis and musculoskeletal modelling. 

 

Methods 

Based on a pre-operative computed tomography (CT) 

scan, ten fractured bone fragments of a right proximal 

tibia were segmented and aligned to achieve adequate 

fracture reduction. According to the post-operative CT 

scan, 3D models of the used stainless-steel screws were 

designed and aligned to the bone fragments to reverse-

engineer the clinical reconstruction. 

Bone material properties for each fragment were derived 

from Hounsfield Units (HU) of the preoperative CT 

scan, based on internal density calibration with air, fat, 

muscle, and cortical bone [2,3]. The stainless-steel 

screws were modelled linear elastic with a Young’s 

Modulus of 180 GPa and a Poisson’s Ratio of 0.27. 

Knee joint reaction forces and muscle forces were 

imported from a subject-specific musculoskeletal gait 

model during mid-stance phase (AnyBody Technology, 

A/S, Denmark) and implemented in the Finite Element 

Model (FEM) through pressure forces across the 

designated attachment surface (Figure 1). The distal 

part of the tibia was fixed in space. 

 
Figure 1: Setup of the FEM (left) with bone fragments 

(green) and screws (blue); mid-stance phase of the 

musculoskeletal model (right). 

 

Respective screw heads (medial/lateral) were connected 

through beam elements representing the plate and the 

screw-bone interface was modelled with a tie constraint. 

A total of 994’399 linear tetrahedral elements were 

used, corresponding to a volume mesh density of 9.98. 

The Finite Element Simulation was run in Abaqus 6.14 

(Simulia, Dassault Systemes, France). 

 

Results 

A maximum displacement of 1.62 mm was found at the 

top of the lateral fragment. The maximum von Mises 

stress of 423 MPa is located on the most distal screw on 

the lateral side (Figure 2). 

 
Figure 2: Displacement (left) and von Mises stress 

(right) of the simulated bone-screw construct. 

 

Discussion 

The method presented herein represents an objective 

process for the quantitative evaluation of fracture 

fixation stability. Our results allow prediction of bone 

fragment motion during daily activities, and if screws 

may be loaded beyond material capabilities. 

After validation of the model, fragment movement could 

be related to fracture healing and serve as a predictive 

tool for clinical outcome. Possible hardware failure 

could be predicted by means of von Mises stresses in the 

screws. Furthermore, this process will enable 

development of patient-specific implants in the future. 
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Background. Anomalous aortic origin of the 

coronary artery (AAOCA) could be related to sudden 

cardiac death and ischemic events, especially in young 

athletes. The indication for surgical intervention is 

mainly based on static anatomical characteristics. 

However, adverse events occur during dynamic physical 

effort suggesting a strong coupling between the 

anatomical anomaly and the cardiac physiology. 

Unfortunately, routine medical stress tests showed a low 

prognostic ability  to detect alteration or predict adverse 

events, calling for novel approaches. Motivated by such 

a need, we developed a computational model able to 

simulate anomalous coronary behavior to investigate 

coronary characteristics at increasing loading stress 

conditions [1]. 

Methods. Structural finite element analysis (FEA) is 

performed by Abaqus/STD (Dassault Systemes FR) 

using a 3D patient-specific model derived from medical 

image analysis. Computed tomography angiography 

(CTA) is used for the 3D model generation. Five 

patients with the anomalous right coronary artery 

(AAORCA) and 5 control subjects were studied. For 

each of them, we construct a 3D resembling the aortic 

root and coronary arteries, with intramural segment) 

based on 25 geometrical parameters automatically 

measured from CTA using Rhino v5 (Robert McNeel & 

Associates, USA). FEA simulations were run to 

simulate pressure increasing in the aortic root during 

exercise and investigate coronary lumen changes.  

Results. In control subjects, the right coronary artery 

had a more significant lumen expansion at loading 

conditions than anomalous RCA. In AAORCA, the 

lumen  expansion during effort was impaired, especially 

within the intramural segment [2] (see Figure 1). 

Conclusions and Future Directions. The 

proposed AAOCA model can investigate the pathogenic 

disease mechanism related to the anatomical anomaly 

based on patient-specific data. Furthermore, the model 

allows the evaluation of a process that cannot be 

quantified in any clinical setup, especially in a non-

invasive manner. This promising result in assessing the 

AAOCA pathological behaviour may help in patient-

specific risk stratification. Current developments are 

tackling the improvement of many model features. 

Automatic segmentation of the CTA scan is performed 

by U-net; integration of IVUS and CT scan is foreseen 

to improve the accuracy of luminal reconstruction 

within the intramural segment. The coupling of the 

structural analysis with the fluid-dynamic modeling is 

under development to assess the impact of lumen 

narrowing of the artery on cardiac perfusion. 

Figures 

 
Figure 1: a) segmentation of CTA scan where aortic 

root and coronary arteries are identified. b) result of 

structural FEA simulating aortic root and coronary 

inflation during effort. c) lumen cross-sectional area of 

the AAORCA in three working conditions (basal and two 

effort phases); c) as d) fpr a control subject. 
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Introduction 

Scanner imaging for orthopedics has allowed to develop 

3D surgical planning and cutting guides for many 

applications. These guides have improved surgery 

precision and reproducibility[1]. In order to plan 

surgeries and design devices, 3D coordinate system 

must be used to define anatomical planes and measure 

bones deformity. When procedures on distal tibia are 

performed, the entire tibia is not always available on 

scanner images. Thus, definition of tibia axis using 

common methods in not possible. In this work, we 

proposed different methods based on different 3D 

geometric objects to estimate tibia diaphyseal axis (DA) 

and mechanical axis (MA) when only distal tibia is 

available. The purpose was to identify for each methods 

what was the minimum amount of diaphysis to have an 

invariant angle between partial axis and real axis. 

 

Methods 

We used 15 tibias scanner images from cadavers which 

were segmented using Mimics and 3-Matic 

(Materialize, Belgium).Coding was done using 

MATLAB (MathWorks, USA). Three types of methods 

were tested, based on spheres, planes, or cylinders. 

Details are presented in table 1. Statistics were made 

using RStudio. Kruskal-Wallis and Kruskal-Nemenyi 

post-hoc tests were performed. Alpha was set to 5%. 

Method 3D object 
Reference 

axis 
3D line 
fitting 

Incrementation 

SV1a Sphere fitted to 
distal tibia 
epiphysis 

D 
  

Factor of 0.1 time 
the initial sphere 

radius 

SV1b X 

SV2a Sphere 
enclosing dTP 
and center on 

dTPC 

M 

  

SV2b X 

IPC1 
Plane 

orthogonal to 
tibia 1st PIA 

D X Diaphysis length : 
ratio from 2% to 

100% of 
diaphysis. Plane 
translation by 
step of 1 mm 

M X 

IPC2 
Plane fitted to 

dTP 

D X 

M X 

CylinderPIA 

Cylinder fitted 
to tibia 

diaphysis. 
Initialized with 

tibia 1st PIA 

D   

Diaphysis length : 
ratio from 2% to 

100% of 
diaphysis. 

M   

CylinderPN 

Cylinder fitted 
to tibia 

diaphysis. 
Initialized with 

dTP fitted plane 
normal 

D   

M   

Table 1 – Details about the tested methods. SV : sphere 

variation, IPC : incremental plane centroid, PIA : 

principal axis of inertia, dTP : distal tibia plafond, 

dTPC : distal tibia plafond centroid; D : diaphyseal, M 

: mechanical 

 

Results 

Results are presented in the table below. All p-values for 

KW test were < 0.05. Kruskal-Nemenyi post-hoc test 

allowed to identify limit scaling factor (SF) or diaphysis 

ratio (DR) and corresponding diaphysis length (DL). 

Minimum SF were 5 for SV1a (DL=68-99mm); 3.8 for 

SV1b (DL=49-68mm). SV2a and SV2b methods were 

reproductible from SF=1, no minimum DL were needed. 

Minimum DR were 30% for DA estimation using IPC1, 

IPC2, CylinderPIA and CylinderPN (DL=58-95mm). 

For MA estimation, minimum DR were 10% for IPC1 

and IPC2 (DL=24-31mm) and 6% for CylinderPIA and 

CylinderPN (DL=15-19mm). 

 

 

Discussion 

Our results highlighted that, independently from the 

methods, at least 49-68mm of diaphysis should be 

available on scanner images in order to estimate DA. To 

estimate MA, the only methods that would not nictitate 

a minimum amount od diaphysis are SV2ab methods. 

However, as dTP sphere did not cross tibia diaphysis, it 

would be important to determine what could be a 

reasonable minimum amount of diaphysis to scan in 

clinical routine. Recommendations from ISB can be 

found about definition of bones[2] axes and some papers 

are available about knee bones 3D coordinate systems 

[3]. Our work is the first to our knowledge proposing 

methods to estimate tibia axes when proximal tibia is not 

available. One limit of our work that should be 

considered is the small number of bones used for 

analysis. This work could help in designing scanner 

imaging protocols for patient-specific instrumentation 

companies when only distal tibia in concerned. It could 

lead to lessen patients radiations exposure. 
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Introduction 

Cardiovascular diseases (CVDs) are a leading cause of 

death worldwide. Peripheral artery disease (PAD) 

represents an estimated 32% of all global deaths in 2019, 

affecting over 230 million people worldwide. Currently, 

the length of the occlusion is used as criteria for 

endovascular therapy or surgical bypass [1]. However, 

main challenges of endovascular therapy include the 

durability of stents in the femoro-popliteal region where 

the artery is very mobile, and the more typical 

restenosis, which can occur within six to twelve months 

[2]. Several studies have shown that finite element 

analysis (FEA) can predict restenosis regions in 

different arteries [3, 4]. Despite promising results, these 

patient-specific models are not used in the clinical 

setting yet. The current computed tomography (CT) or 

magnetic resonance (MR) approaches suffer from 

several drawbacks, e.g., ionizing radiation and high cost. 

We propose a framework based on time-resolved two-

dimensional ultrasound (US), which tackles the 

aforementioned disadvantages as well as acquire the 

vessel’s motion during the cardiac cycle. A new 

screening method is proposed in this study which is 

based on multiple sweeps of the entire upper leg using a 

two-dimensional ultrasound probe in combination with 

a probe-tracker. An in-house developed framework is 

demonstrated, which segments US images 

automatically, and meshes the geometries obtained for 

computational fluid dynamics analysis. 

 

Methods 

Ultrasound (US) scans were made using a MyLab70 

scanner (Esaote Europe B.V., Maastricht, The 

Netherlands). The images were automatically 

segmented by an in-house developed framework, 

created in Matlab (2020b, Mathworks Inc., Natick, MA, 

USA). These segmentations were extended to ensure 

flow was fully developed at the measured inlet. The final 

coordinates encapsulating the geometry were imported 

into Python (3.7, Python Software Foundation, 

Wilmington, DE, USA) where the Visualisation Toolkit 

(8.1.2, Kitware Inc., Clifton Park, NY, USA) was used 

to construct a surface from the scattered coordinates. 

The extended geometry was converted to a 3D 

tetrahedral volume mesh in Ansys (Fluent 19.2, Ansys 

Inc., Canonsburg, PA, USA) by using the built-in Fluent 

meshing tool. Finally, a computational fluid dynamics 

(CFD) simulation is performed in Ansys Fluent 19.2. 

 
 

 

Figure 1: Automatically segmented geometry based on 

multiple sweeps of the femoral artery of a patient 

suffering from PAD. By using an in-house developed 

automatic stenosis detection algorithm, the stenotic 

area is found (highlighted by the dashed box). 

 

 

Results 

Figure 1 shows an automatically segmented geometry 

from a patient suffering from PAD. In this geometry, the 

stenotic area is found automatically with a stenosis 

detection algorithm. 

 

Discussion 

First results show the feasibility of the technique in 

healthy volunteers and patients with PAD. In the future, 

the CFD models can be used for intervention planning, 

due to the fact that these models will be extended so that 

a procedure can be applied to the ’virtual patient’. The 

stenosis could be virtually removed and tested to see if 

there are any other anomalies in the circulatory system. 
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Introduction 

Surgeons have always struggled to reconstruct severe 
acetabular defects during hip replacement/revision 
surgeries [1]. Bone substitute materials like autografts, 
allografts, and artificial bone grafts, have usually been 
considered for treating such severe acetabular defects 
[2]. Among all these various bone substitute materials, 
allografts are usually preferred to treat such acetabular 
defect. However, the post-operative stability of such 
reconstruction has always been a case of concern [3]. 
The objective of this finite element (FE) study is to 
investigate the immediate post-operative load bearing 
capacity of the allograft-based reconstruction of a 
severe acetabular defect as compared to that of a 
defect-free implanted hemi-pelvis.  
 

Methods 

The defect-free 3D CAD model of right hemi-pelvis 
was generated from CT scans of a 74 year old female 
(76kg weight) using biomedical image processing 
software (Mimics 23.0, Materialize, Leuven, Belgium 
© 2021). Acetabular cup and femoral head were 
designed and virtually placed in acetabulum using 
Hypermesh (Altair Engineering Inc. 2020). The defect-
free implanted pelvis model was discretized using 
Hypermesh (Fig.1). Linear elastic and homogeneous 
material properties were assumed for the cortical bone 
and cancellous bone [4]. The acetabular component 
and the femoral head were assumed to be made of 
steel. Twenty one muscle patches were developed at 
surface of pelvic bone to prescribe loading conditions. 
Fixed boundary conditions were assigned for pubis 
symphysis and sacroiliac joints. A static frictional 
contact was defined between cup-bone (µ=0.3) and 
cup-head (µ=0.02).  In order to simulate the 
reconstruction of a severe acetabular defect, a cavity of 
Φ15mm was virtually created at the center of the 
implanted acetabulum model and was filled with 
allograft. The allograft was also assumed to be 
homogeneous, linear elastic, and isotropic. The right 
single support stance (13% of cycle) was considered as 
the loading condition. The FE models were solved 
using Optistruct (Altair Engineering Inc. 2020).  

 
Results 
The von Mises stress distributions, shown in Fig. 2, at 
the ilium and pubis of the pelvic bone are higher in 
defect-free implanted hemi-pelvis model as compared 
to the other one. There were significant differences in 
the distribution of stresses and strains around the 
acetabulum (Fig. 2). The defect-free implanted pelvic 
bone exhibited a maximum von Mises stress of 
57.9MPa near the front rim of the acetabulum. In 

comparison, the allograft-based acetabular 
reconstruction model exhibited a lower peak von Mises 
stress level (47.6MPa). 
  

Figure 1. FE model for pelvic bone with bone allograft 
stock in acetabulum  

Figure 2. von-Mises stress distribution in pelvic bone 
exposed to a walking cycle condition:(a) without 
allograft, (b) with allograft 
 
Discussion 
This computational study evaluated the feasibility of 
using bone allografts as possible substitute to fill in the 
severe acetabular defects during reconstruction 
surgery. This study shows that there is reduction in 
stresses and strain distribution in case of allograft-
based acetabular reconstruction as compared to defect-
free hip reconstruction. It should, however, be noted 
that the allograft component itself is exposed to high 
strain values which further warrants detailed 
investigations for allograft-based acetabular 
reconstructions.  
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Introduction 

Body segment parameters, particularly mass 

distribution, center of mass (CoM) and moment of 

inertia, significantly affect musculoskeletal (MSK) 

model predictions, hence limiting their clinical 

applications [1]. Our previous trunk mass distribution 

and CoM prediction model, which considers both 

external body shape and relevant internal structures [2], 

has proven its capability of predicting subject-specific 

body shapes. The current study compares joint reaction 

forces obtained based on subject-specific mass 

distribution with a linearly scaled model during gait in 

subjects with different body mass index (BMI).  

 

Method 

Gait motion capture was performed for three healthy 

male subjects (normal weight BMI: 23.8, over-weight 

BMI: 27.3 and obese BMI: 31 kg/m3) using IMU sensors 

(Xsens Technologies BV, Enschede, The Netherlands). 

IRB approval and informed consent were obtained prior 

to data collection. Fifteen anthropometric measurements 

in addition to the subject’s height and weight, were 

recorded and a full body MSK model (AnyBody) was 

used to predict joint reaction forces. The model was 

scaled using two methods: 1- linearly using the default 

approach implemented in AnyBody based on total body 

mass and segment mass ratio values extracted from 

literature [3] and 2- using our recently developed 

subject-specific trunk segment mass (T1-S1) and CoM 

locations prediction model which accounts for the 

subject body shape and internal tissue distribution in 

addition to subject’s body weight and height [2]. The 

model utilizes 15 anthropometric measurements of a 

male subject to predict the body shape, and a scalable 

cross-section template created based on the Visible 

Human (VHP) male subject (age: 38 yrs; body height: 

180.34 cm; body weight: 90.24 kg; BMI: 27.75 kg/m2) 

images to compute the bone, fat and lean tissues 

volumes. The model then computes the subject trunk 

segment mass and CoM locations using the fat, bone, 

and lean tissue densities of 0.94 g/cc, 1.5 g/cc and 1.06 

g/cc [4] respectively. The resultant joint reaction forces 

normalized to body weight at toe-off (TO) and heel 

strike (HS) were averaged over three gait cycles for each 

subject at hip, knee, ankle, and T12-S1 intervertebral 

discs. One-way ANOVA was performed on the joint 

reaction forces to compare the results using the two 

different mass distribution approaches. 

 

Results 

 
Figure 1: Joint reaction forces at T12-S1 intervertebral 

discs, hip, knee, and ankle joints at toe-off (TO) and heel 

strike (HS) of gait cycle for 2 scaling techniques. (* 

denotes p<0.05, one-way ANOVA) 

 

Discussion 

The two scaling techniques demonstrated significant 

difference (p<0.05) in almost all joints of the 3 subjects 

and its occurrence increased with BMI (i.e. number of 

joints with significant difference was higher in the obese 

subject as compared to other subjects). The linear 

scaling approach underestimated the reaction forces at 

all joints and the magnitudes at L5-S1 discs were less 

than half the values predicted by the body shape-based 

approach.  

This study confirmed the limitation of the linear scaling 

approach when used in subject specific MSK models 

and the importance of including the body shape in 

segmental mass and CoM determination [5].     
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Introduction  

High Tibial Osteotomy (HTO) is a surgical procedure 

used to treat unicompartmental osteoarthritis of the knee 

through load redistribution. HTO can also be used to 

treat varus knee alignment by positioning the tibial 

plateau in line with the transverse plane. Current HTO 

procedures are limited due to the indeterminability of 

optimal correction angles prior to surgery in addition to 

having no tangible methods to evaluate the effect of 

plate stiffness and load redistribution on callus 

formation, interfragmentary motion (IFM), and bone 

union [1]. These limitations lead to inconsistent results 

post-surgery.  

The authors have developed a novel design framework 

for patient-specific HTO plates using Generative 

Design. This approach creates a custom fit that 

conforms to variability in both patient anatomy and 

biomechanics. This study extends this work by 

integrating densitometric calibration of patient 

computerised tomography (CT) scans. Densitometric 

calibration is used map patient specific mechanical 

properties, taken from a CT scan, onto a discretised 

finite element model. This calibration allows  accurate 

modelling of mechanical properties based on density 

variation in cortical and cancellous bone. This new 

approach greatly increases patient specificity; 

combining an accurate anatomical and biomechanical 

approach to supersede current plate designs. This 

approach will offer optimised IFM, promote efficient 

bone healing and prevents stress shielding.  

 

Methods 

The workflow requires the generation of a proximal tibia 

STL file. This file was produced using a donor CT scan 

and 3D Slicer [2]. Once a refined geometry was 

achieved, an STL file was exported. OpenFlipper 4.1 [3] 

was used to closely control the element size of the tibial 

geometry. The osteotomy was performed 

computationally to create an open wedge, apply screws, 

and fixate a T-plate. Altair Hypermesh was used to  

create a surface mesh, and then converted into a 

volumetric mesh using Ansys Workbench. Finally, 

Bonemat 3.2 [4] applied the densitometric calibration to 

create a patient specific mechanical property map. This 

density specific osteotomy model was analysed within 

FEA to determine the forces induced on the screws and 

to measure the IFM of the fracture compared to generic 

material properties from an idealised sawbone model.  

 

Results  

 
Figure 1: Proximal Tibia produced in Bonemat 3.2  

using densitometric calibration for a tibia [5]. 

 

Figure 1 portrays the variation of Young’s Modulus (E) 

in a donor tibia. Red is indicative of higher E values of 

cortical bone and blue regions indicate low E values of 

trabecular bone. 

The osteotomy plates obtained through generative 

design are evaluated to measure plate stiffness and IFM 

through FEA. These parameters are used to determine 

the clinical efficacy of the plate designs.  

 

Discussion 

This study aims to increase the mechanical specificity of 

a patient-specific HTO fixation plate design. This is 

achieved through the integration of densitometric 

calibration, thus increasing the accuracy of the 

biomechanical analysis, which is integral to the design 

process. This approach to HTO fixation plates offers 

better outcomes due to patient variability accountability.  
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Introduction  

Turner syndrome (TS) is a genetic disorder affecting 1 

in 2000 to 2500 females worldwide, with an increased 

prevalence of cardiovascular disease [1]. The spectrum 

of congenital heart disease ranges from minor 

abnormalities to severe and highly complex disorders. 

Despite European and American guidelines, 

cardiovascular risk assessment in Turners syndrome is 

challenging [2-3]. This research aims to characterize the 

morphology and haemodynamics in the aortae of Turner 

syndrome children, to improve our understanding of 

cardiovascular disease in this population. 

 

Methods 

Retrospective MRI data was obtained from Turner 

syndrome girls, and three-dimensional patient-specific 

geometries of the aorta (including the major branches) 

were reconstructed. Morphometric analysis was 

performed for all aortic geometries within Vascular 

Modelling Toolkit (VMTK) (www.vmtk.org) software. 

Quantitative values and statistical analysis were 

obtained for the following parameters: aortic diameter, 

volume, and surface area; arch length, height, and width; 

and curvature, torsion, and tortuosity. Numerical 

simulations were then performed for each geometry 

within the open-source software OpenFOAM®, using 

patient-specific MRI-obtained boundary conditions. 

Velocity streamlines, time-averaged wall shear stress 

(TAWSS), and oscillatory shear index (OSI) were 

computed for all models. This methodology was 

repeated for a cohort of healthy (non-Turner syndrome) 

girls and used for comparison.  

 

Results 

Morphometric analysis revealed greater aortic 

diameters, arch height and arch width in TS girls 

compared to their healthy counterparts. Also, for the TS 

group, a significant association between body surface 

area and (1) systolic blood pressure, (2) arch height, (3) 

arch height to width ratio, and (4) arch diameter was 

found. Computational fluid dynamic (CFD) analysis 

revealed an increase in vortical flow in the arch, supra-

aortic vessels, and descending aorta, and a correlation 

between the presence of aortic abnormalities and 

disturbed flow [4]. Most interestingly, the Turner 

syndrome group exhibited markedly elevated TAWSS 

values compared to the age-matched healthy group [4]. 

Discussion 

In this study, the anatomical abnormalities observed in 

the aortae of young TS girls, the majority of which were 

obese or overweight, were accompanied by abnormal 

flow patterns and highly non-uniform distribution of 

wall shear stresses, which may promote the 

development of cardiovascular diseases earlier in life. 

Considering the excess of morbidity and mortality seen 

in TS, the analysis presented in this study could be 

applied clinically to cardiovascular risk stratification.  
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Introduction 

Spastic form of cerebral palsy (CP) is the reason for 

abnormal muscle activity. Morphological changes in 

muscle structure [1], an improper value of muscle forces 

and finally deformity of the musculoskeletal system are 

the results of such pathology [2]. Biomechanical 

analysis of the spastic hip joint in CP is a challenge 

because of the complexity of the locomotor system and 

the multi-faceted influence of the disease on its 

functioning. What’s more, a standard musculoskeletal 

model used in dynamic analyses of human movement 

neglects specific musculoskeletal geometry occurring in 

CP patients (i.e. improper femoral neck-shaft angle) or 

real parameters of spastic muscles. The aim of presented 

study was to estimate the influence of the 

musculoskeletal model modification, taking into 

account changes occurring in the spastic cerebral palsy, 

on the loadings acting in the hip joint. 

 

Methods 

The analyses of the musculoskeletal system were 

performed in the AnyBody Modeling System, using 

motion-capture data recorded for CP patient as input. In 

the first step, a kinematic analysis based on the marker 

trajectories was conducted to calculate joint kinematics. 

Secondly, an inverse dynamic analysis with 

complement of optimization based on a polynomial, 

third power muscle recruitment criterion [3], was 

performed to calculate required muscle forces and hip 

joint reaction force during gait of CP patient. The results 

obtained with the use of a standard musculoskeletal 

model (M0) were compared with the results of a 

simulation conducted on models with modified: 

morphological parameters of selected muscles (MI), 

pattern of muscle excitation for selected muscles (MII), 

femoral bones geometry (MIII) or passive parameters of 

selected muscles (MIV).  

In the first variant of the model (MI) the fibre length and 

the muscle volume belly of selected muscles were 

decreased on the basis of results of the research on spastic 

muscle available in the literature [1, 4]. In the second 

variant (MII), the pattern of muscle excitation was 

modified to reconstruct some features of the spastic muscle 

and its abnormal activity. This variant assumed that the 

minimum excitation of the muscle is associated with the 

velocity of muscle elongation. In the third variant (MIII) 

the geometrical modification of the skeletal model was 

performed. In the last analysed model (MIV) the passive 

parameters of selected muscles were modified to reflect 

increased stiffness of the spastic tendon-muscle unit. 

 

Results 

The muscle force patterns generated by particular actons 

as well as the hip joint reaction force (value and 

direction) during gait cycle for the spastic patient were 

evaluated. The exemplary results of the reaction force 

acting in the right hip joint during gait cycle (fig. 1.) 

obtained using all analysed variants of the model (MI, 

MII, MIII, MIV) have been compared with each other, 

and presented against results calculated with use of the 

unchanged, standard model (M0). 
 

 
Fig. 1. Total joint reaction force in the right hip joint  

as a function of the gait cycle  

Discussion 

Modification of the musculoskeletal model allowed to 

demonstrate the influence of pathological changes 

occurring in CP patients on biomechanical parameters 

(muscle forces, joint reaction force) during gait. What's 

more, the inclusion in the model deformities of 

particular bones and spastic characteristics of selected 

muscle, has significant influence on the results of the 

simulation obtained for the entire musculoskeletal 

system.  

The obtained results of the simulation present influence 

of particular aspects of pathology separately. In fact, all 

analysed phenomena occur simultaneously, then in 

further research, model including all of them should be 

elaborated. It would allow to obtain more realistic 

biomechanical parameters of the CP patient during gait 

simulation.     
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Introduction 

Angiogenesis is the formation of new capillaries from 

pre-existent vasculature and it is an essential event in 

tumorous growth and wound healing. To develop new 

cancer and wound healing therapies it is pivotal to 

understand the mechanisms by which angiogenesis is 

regulated. Biomaterials are strong candidates for future 

therapies [1]. Nonetheless, studying the biomaterial’s 

effect in angiogenesis using only experimental 

approaches is financially expensive and present many 

variables that are extremely difficult to control. The 

development of in silico models allows to test different 

hypothesis, in a completely manipulative environment, 

and to present results comparable with experimental 

studies. 

 

Methods 

In this work, a 2D numerical method that simulates 

sprouting angiogenesis in a wound healing context is 

proposed. In this model, endothelial cells migrate 

according to a reaction-diffusion equation, which 

governs the Vascular Endothelial Growth Factor 

(VEGF) diffusion and uses a meshless method, the 

Radial Point Interpolation Method (RPIM), to establish 

its governing equations [2]. Capillary networks obtained 

from the chick chorioallantoic membrane (CAM) assay 

were used to achieve parameters to implement in the 

model in order to simulate capillary branching. The 

proposed model was used to study the influence of 

VEGF concentration and constant and variable VEGF 

diffusion rates in the capillary network morphology 

during wound healing. 

 

Results 

Endothelial cells migrate according to chemotaxis 

effect, towards the highest VEGF concentration. 

Moreover, morphologically realistic capillary networks 

were obtained. The VEGF releasing from biomaterial 

influenced the capillary network pattern in a way that, 

the more the VEGF concentration in the biomaterial 

increased, the more the capillary network was dragged 

towards the biomaterial. In the simulations with variable 

VEGF diffusion rate, the obtained capillaries were not 

as attracted towards the biomaterial as in the constant 

diffusion rate (Figure 1). Nevertheless, the capillary 

network density increased with an increase in the VEGF 

concentration released from the biomaterial.  

 

 
Figure 1: Capillary network formed with variable 

VEGF diffusion rate. Biomaterial loaded with a VEGF 

concentration of 87% of the wound’s concentration. a) 

VEGF diffusion gradient throughout time (VEGF 

concentration in g mm-3). b) Vascular network pattern 

evolution throughout time in a regular nodal 

discretization mesh. The tip cell is located at x = 3.8 mm. 

 

Discussion 

The developed model presented promising results and 

demonstrated the value of using meshless methods for 

biological problems’ applications. In this work, an 

experimental assay was used to model the branching 

occurrence, allowing to obtain realistic capillary 

networks. However, the obtained results for the 

biomaterial’s influence in the capillary networks 

formation still requires experimental validation. 
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Introduction 
Among tetrapods digital proportions are highly 
constrained in a large-to-small proximodistal gradient 
[1]. However, some mammals and birds have broken 
this pattern, elongating the distal phalanx and shortening 
its proximal counterpart [1, 2] (Figure 1). The 
convergent morphology among these distantly related 
taxa suggests a biomechanical advantage to this 
configuration [3]. Yet, beyond simple associations with 
substrate use, no biomechanical explanation for this 
aberrant morphology has been proposed. 
 
 

Figure 1: Micro-CT scan of a fat-tailed dwarf lemur 
(Cheirogaleus medius; A) demonstrating the large-to-
small proximodistal phalangeal gradient contrasted 
with a colugo (Galeopterus variegatus; B) showing 
distal elongation of the penultimate phalanx and a 
shortening of the proximal phalanx. Bioinspired models 
(C-E) can be developed to test the functional 
consequences of varying phalangeal proportions within 
the digital ray. 
 

Methods 
In this study, we collect linear measurements of 
phalangeal length, width, and depth along digital ray 
three from a broad phylogenetic sample of birds and 
mammals (~10-20 representative species per order). We 
use phylogenetic generalized least squares to assess 
whether aspects of locomotor behavior and limb loading 
influence phalangeal morphology and proportions. 
From these measurements, we estimate force production 
at each of the interphalangeal joints by modelling the 
digital ray as a series of pullies and levers [4]. Further, 
we developed a set of bioinspired three-dimensional 
robotic rays that vary in relative proportions of the 
phalanges but retain total digit length (Figure 1). Peak 
forces were collected at the interdigital pads along the 
ray of our bioinspired models.  
 
Results 
In a broad phylogenetic sample of birds and mammals, 
we demonstrate that distal elongation of the penultimate 
phalanx and a shortening of the proximal phalanx is 
associated with scansorial and raptorial birds and 
suspensory non-primate mammals. Modelling the 
digital ray as a series of pulley and levers reveals that 
shortening the proximal phalanx reduces out-lever 
lengths, theoretically increasing the mechanical 
advantages of the digital flexor musculature. When this 
condition is replicated in our bioinspired robot, this 
theoretical relationship is empirically confirmed.  
 
Discussion 
These data demonstrate that shortening the proximal 
phalanges serves to increase the force generating 
potential of extrinsic flexor musculature at more 
proximal interdigital pads, but not the claw tip. As such, 
we propose that shortening the proximal phalanges 
evolves when high grip forces are required. Assuming 
the legitimacy of this hypothesis, elongation of the 
penultimate phalanx has no influence on the force 
generating potential of digital musculature. Instead, 
such elongation serves to maintain overall ray length to 
accommodate for the short proximal phalanges. 
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Introduction  

Stroke is the main cause of morbidity [1]. Upper limb 

robotic-assisted therapy can s improve motor control (P 

<0.05) [2, 3]. However to be effective, the tasks 

practiced with the robot need to replicate those used in 

real life. Most  upper limb rehabilitation provide only a 

single handgrip [4], which cannot accommodate the 

range of weakness found and variety of grips needed in 

everyday life. We have previously identified that 

providing handgrips that are used in everyday life is an 

important requirement for rehabilitation robots [5]. 

Bespoke handgrips (e.g. size, shape and type) could 

meet this need. This research investigates the feasibility 

of bespoke handgrips to meet stroke survivors’ needs by 

analyzing the frequency of different grip in Activities of 

Daily Living (ADLs) and their priority for upper limb 

rehabilitation.  

 

Methods  

This research had two parts. Firstly, two experienced 

stroke physiotherapists identified the frequency with 

which different grips were used in daily living. The tasks 

assessed were drawn from the ABILHAND (a 

comprehensive clinical assessment in which the ability 

to perform 21 common ADLs is assessed) [6]. The 

frequency with which each grip was used was summed. 

The second part was an online questionnaire with a 

further 15 experienced stroke therapists (4 occupational 

therapists and 11 physiotherapists) to prioritize the  grip 

types (grasp grip, pinch grip, pencil grip and hook grip) 

according to their importance for upper limb 

rehabilitation.   

 

Results  

Type 

of grip 

Image of 

grip 

Frequency in 

daily life (%) 

Importance 

for 

rehabilitation 

Grasp 

grip 
 

7 (33%) 1 

Pinch 

grip 
 

14 (66.7%) 2 

Pencil 

grip  
3 (14.3%) 3 

Hook 

grip 
 

1 (4.8%) 4 

Table 1: The frequency and importance of grips in daily 

life (importance level from high to low is from 1 to 4). 

Of the 17 therapists involved in this study, 76% had 

more than 10 years’ experience in stroke rehabilitation. 

Table 1 illustrates the frequency and importance of four 

grips in daily living activities. Pinch grip was most 

commonly used (66.7%, 14/21 activities), followed by 

grasp grip (33.3%, 7/21 activities).  

Thus a single generic (grasp) handgrip is not fit-for-

purpose to facilitate ADLs-based practice, especially for 

those who are too weak to grip. 

 

Discussion 

This study engaged experienced stroke therapists to 

identify and prioritise the handgrips used in everyday 

life and the specification for bespoke hand grips to meet 

the patients’ needs for upper limb rehabilitation robots. 

Analysis of ADLs showed the most prevalent grip was 

the pinch grip but rehabilitation robots also needed to 

accommodate a grasp grip. Pencil and hook grips were 

lower priority. This shows that single grip robots (which 

are currently the norm) are not fit-for-purpose and limit 

access for those with severe disabilities. Robotic-

assisted rehabilitation may be enhanced by developing 

bespoke (e.g. size, shape and type) handgrips based on 

stroke survivor need (e.g. impairment and rehabilitation 

goal). Further research is needed to investigate the 

benefit of bespoke handgrips of rehabilitation robot.   
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Introduction 

Myotonometry is a novel method for the non-invasive 

estimation of viscoelastic parameters of the muscle. An 

instantaneous actuation is generated on the skin surface 

and the resulting free oscillation signal is acquired using 

an accelerometer for material characterization in this 

method [1]. It involves a superficial measurement 

technique and suffers interception from the soft tissue 

cover of the muscle [2]. The impact of the soft tissue 

cover on the characteristics of the myotonometric signal 

is investigated in the present study.  

Methods 

Eight healthy young participants (age: 25 ± 4.21, height: 

169.18 ± 5.17, weight: 65.25 ± 5.31) have participated 

in this study. Myotonometric signals have been acquired 

from the relaxed biceps brachii muscles from both of the 

hands (n = 2 × 8). The recorded acceleration signals are 

further processed using a low-pass filter to remove high-

frequency noise. A cut-off frequency of 70 Hz is set to 

eliminate both the transient modes of vibrations and 

movement artifacts [3]. The exponential order of decay 

(𝒃) is computed by fitting the oscillation peaks with the 

decay envelope given by the following expression: 

𝒚(𝒕) = 𝒂𝒆𝒃𝒕 (1) 

where 𝒚(𝒕) is the decay envelope corresponding to time 

instance 𝒕, and 𝒂 is the magnitude parameter.  

The triceps skinfold thickness values are also acquired 

from the hands using a skinfold caliper. Pearson 

correlation analysis has been performed between the 

exponential order and skinfold thickness. 

Results 

Table 1 demonstrates the variation in the fitted 

exponential order of decay separately for the right and 

left hands. No significant difference in the values 

between the hands is observed. 

Hand 𝒃 (s-1) 
95% CI 

Minimum Maximum 

Right -12.72 -13.97 -11.48 

Left -12.30 -13.66 -10.93 

Table 1: Mean exponential order of decay with 95% 

confidence interval for right and left hand 

The variation of exponential order of decay with 

skinfold thickness is plotted in figure 1. A Significant 

negative correlation with an R-value of -0.81 is noted 

between exponential order and skinfold thickness (p < 

0.001). 

 
Figure 1: Variation of exponential order of decay with 

skinfold thickness 

Discussion 

The exponential order of decay of the myotonometric 

signal is the measure of the viscous damping of the 

mechanical oscillation due to the presence of the soft 

tissue cover [2]. In this study, the magnitude of the 

decay parameter is observed to be linearly proportional 

to the skinfold thickness. Therefore, this parameter can 

be used to determine the effect of soft tissue cover on 

the myotonometric signal, and the overestimation in the 

dynamic measurement of muscle stiffness [4]. 
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Introduction 

The movements of the jaw induce earcanal (EC) 

deformations through the mandibular condyle 

displacement. Studies have shown that a significant 

amount of energy can be harvested from the resulting 

EC dynamic motion. The power capability of the 

earcanal has been studied experimentally [1] and 

analytically [2]. However, the relationship between EC 

and the temporomandibular joint (TMJ) is still 

unknown and is not included in these studies. Hence, it 

is still difficult to evaluate accurately the maximum 

amount of harvestable energy. The objective of this 

study is to develop a parametric numerical model 

reproducing the biomechanical coupling between EC 

and TMJ in order to assess the maximum reachable 

amount of in-ear harvestable energy. 
 

Methods 

Earcanal impressions were taken in the closed-mouth 

(CM) and open-mouth (OM) position in the left ear of 

a healthy male test subject. Both earmolds were later 

digitally scanned.  

The OM earmold was used to model the finite-element 

(FE) EC core. It consists of a perforated cylinder 

whose inner surface corresponds to the outer surface of 

the earmold. The mechanical properties of a 

homogeneous, isotropic and linear silicone rubber 

material were attributed to the EC core. The TMJ 

kinematic path synthesized in a previous study [3] was 

used to reproduce the EC dynamic motion. The path 

was set to the center of the TMJ condyle which is 

modeled by an ellipsoid [4] and considered as a rigid 

body. It was assumed that there is a bonded contact 

between the two parts. While the medial surface of the 

EC core was assumed fixed as it is in contact with the 

EC bony part, the remaining surfaces were considered 

as free. Four parameters were considered in the FE 

model as shown in Fig. 1: outer EC core diameter (D), 

soft tissues length from lateral to medial plane (L), 

orientation of the medial plane corresponding to the 

soft tissues/bone transition plane (θ), position of the 

TMJ condyle center regarding to the EC core lateral 

plane (x). 

The least squares criterion (LSC) was computed to 

evaluate the similarity between the FE-deformed OM-

EC and the CM-EC, where the latter is considered as 

the reference. A trial-and-error method based on 

minimizing the LSC was used to find the optimal 

values of four geometrical parameters that ensure the 

best coupling between EC and TMJ condyle. 

Results and Discussion 

The FE model setting leading to the lowest LSC value 

was D = 50mm; L = 18mm; θ = 12̊; x = 8mm. The best 

set of parameters locates the TMJ condyle center 

between the two EC bends. This result is consistent 

with assumptions made in previous studies focused on 

EC dynamic motion [5,6]. As the transition between 

soft and bony part of the EC is very complex, it is 

difficult to accurately model their border from the 

anatomical point of view. However, the orientation 

parameter θ enables to model the isthmus, the 

narrowest part of the EC considered as the anatomic 

landmark to locate the transition plane. 

Although the human EC anatomy is far from unique 

and this study was carried out only on one subject, the 

proposed model represents an important step for future 

research aiming at understanding the EC-TMJ 

coupling. 

 

 
Figure 1: Schematic representation of the ear in the 

transverse plane with the pinna (1), the soft tissues (2) 

surrounding the EC cavity (3), the TMJ condyle (4) 

and the bony part of the EC (5). The 4-parameters FE 

model includes the EC cavity, its surrounding soft 

tissues and the TMJ condyle in contact. 
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Introduction 

The adaptive quasi-linear (AQLV) model is able to 

accurately predict the visco-elastic behavior of porcine 

liver tissue for ramp and hold experiments at multiple 

strain levels [1]. Since several closed loop solutions 

exist analytically for the AQLV model [2] it can 

potentially predict the stress response of different 

loading scenarios, like triangular and sine wave 

excitation. Further, the model should compensate for 

differences in strain rate between calibration and 

prediction. However, this assumption will only be valid 

if the AQLV model parameters, calibrated on ramp-hold 

experiments, are indeed material properties, 

independent of the loading scenario. Goal of the current 

study was to use experimental strain data from different 

loading scenarios to predict stress with the AQLV model 

and to compare the output to experimental stresses. 

 

Methods 

AQLV model parameters for porcine liver tissue were 

taken from a previous study on tensile ramp-hold 

experiments, with a slow pulling speed of 0.1 mm/s 

(n=8) [1]. Further, experimental results (stress/strain-

time) of liver samples loaded in tensile mode with fast 

ramp-hold (pulling speed of 12.5 mm/s, n=10), sine 

wave excitation (at frequencies of (0.5, 1.0, 1.5, 2.0) Hz, 

n=12), and slow triangular load-unload (pulling speed of 

0.08 mm/s, n=10) were obtained from a previous study 

[3]. All loading tests (calibration and prediction) were 

performed in the very same test set-up, but with different 

samples. The equations for stress prediction of the 

AQLV model were adapted for ramp unloading and sine 

wave excitation analytically. Three different aspects 

were investigated for all three load cases: (1) Usage of 

original AQLV model parameters obtained from [1], (2) 

re-scaling of model stress by multiplication with the 

ratio of amplitudes of model stress to experimental 

stress (AAQLV/Adata), and (3) additionally re-calculation 

of relaxation times () based on ramp time or excitation 

frequency. 

 

Results 

Usage of the original AQLV model parameters (1) could 

not properly predict the stress of any load case (see 

Figure 1, left). Even rescaling of the stress amplitude 

still indicated a pronounced deviation from 

experimental results (see Figure 1, middle, red ellipses). 

However, adaptation of amplitudes and relaxation times 

resulted in a very accurate prediction of the stress 

responses of all load cases. As such, also the loss tangent 

(phase shift between stress and strain for sine wave 

excitation) could be predicted accurately. 

 

Discussion 

AQLV model parameters, obtained in ramp-hold mode, 

are no universal material constants, e.g. they are not 

valid for different loading scenarios or strain rates. 

However, rescaling of the stress amplitude and adaption 

of the relaxation times by the ramp time or the sine wave 

excitation frequency resulted in satisfying model 

outcomes. The dependency of relaxation times on strain 

rate is in accordance with previous findings about 

Fung’s QLV model [4]. Taken together, the AQLV 

model can be used to predict different loading scenarios 

properly, but only if the model parameters are adapted. 

 

Figure 1: Average experimental stress data (blue) and 

AQLV model predictions (black) for different load 

cases, based on original model parameters (left), 

amplitude rescaled (middle), and additionally  
rescaled (right). Curves show mean ± standard 

deviation. 

References 
1. O. J. Aryeetey et al., J Mech Behav Biomed Mater. 2022, 

126: 104999 

2. A. Nekouzadeh et al, J Biomech. 2007; 40(14): 3070–3078 

3. S.-J. Esterman et al., J Mech Behav Biomed Mater. 2020, 

112(3):104038 

4. B. Babei et al., Mech Behav Biomed Mater. 2018; 84: 198–

207 

Acknowledgements 
This work was supported by the government of Lower Austria, 

with the contract No. WST3-F2-528983/005-2018, founded 

by the FTI-programme with the Grand No. K3-F-807/002-

2018. 



 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

NUMERICAL AND EXPERIMENTAL EVALAUTION OF THE BULGE TEST 
IN THE CHARACTERISATION OF THE BIOLOGICAL SOFT TISSUES 

Emanuele Gasparotti (1,2), Stefano Quartieri (3), Emanuele Vignali (1), Francesco Bardi (4), Roberta 
Lazzeri (3), Simona Celi (1)  

 
1. Fondazione Toscana Gabriele Monasterio, Italy; 2. Information Engineering Department, University of 

Pisa, Italy; 3. Civil and Industrial Engineering Department, University of Pisa, Italy; 4. ISERM University of 
Lyon University Jean Monnet, Italy; 

 

Introduction 

The ascending thoracic aortic aneurysm (aTAA) is one 

of the most serious heart diseases leading to sudden 

death in case of abrupt rupture. Correct modelling of 

mechanical anisotropic behavior is essential for 

studying disease progression. As far as biaxial 

mechanical assessment is concerned, the bulge test is a 

technique used to study soft tissues [1]. It involves the 

applying a pressure to square specimens through a 

circular cavity. The resulting strain field is extracted 

from Digital Image Correlation (DIC) [2], while the 

stress field is evaluated with inverse analysis (IA) [3]. 

The aim of this study is to develop a new bulge testing 

machine by evaluating the influence of material 

properties and cavity shapes on IA accuracy to predict 

the bulge test stresses in aTAA specimens. 

 

Methods 

The machine design consists in a first phase of finite 

element analysis to simulate the bulge test steps. Firstly, 

a flat specimen, was bulged during the baseline 

simulations. The dimensions of the specimen were 

defined on the basis of average dimension recorded a 

database of 40 aTAA specimens previously tested with 

a biaxial tensile machine [4]. The model was 

constrained at the lateral surfaces and subjected to bulge 

test pressure at the bottom surface. Regarding the 

material properties, an established hyperelastic, 

anisotropic, two fiber-based model was used [4]. 

Elliptical mask cavities were simulated, related to the 

different shapes of the bulge cavity to be studied.  In the 

second phase, the IA was used to evaluate the stress 

fields during the bulge test by elaborating the deformed 

shapes resulting from the baseline simulations. For each 

bulge configuration, the stress error (δ) committed by 

the IA was evaluated via baseline stresses comparison. 

The influence of material and geometrical parameters on 

IA accuracy was assessed by varying the collagen fiber 

direction angle (λ), the angle (α) between the ellipse 

major axis and the circumferential axis (θθ) and the 

ellipse eccentricity (ρ). After defining the best elliptical 

contour mask design on the basis of δ, the bulge test 

machine was developed and realized. The machine was 

realized to meet the requirements of gripping, sealing 

and referencing of the specimen, while allowing rapid 

exchange of cavities. Pressure connections were 

included to control e measure the load during the test. 

Stereolithography additive manufacturing technique 

was adopted to realize the machine. 

 

Results 

Figure 1a shows the error of IA in the analysis of the 

circular cavity (ρ=1). The error δ depends on the degree 

of anisotropy and shows values above 45% when the 

material properties are strongly anisotropic (λ<10° and 

λ>80°). The results of the simulations of the elliptical 

cavity (Figure1 b-c) show the dependence of the δ on the 

α-angle for the same degree of anisotropy of the 

material. The introduction of angled elliptical cavities 

leads a reduction of δ values also on highly anisotropic 

materials down to 10%. The realized bulge tests setup is 

showed in Figure 1d with the magnification of the bulge 

machine developed for testing elliptical bulge cavities. 

 

 
Figure 1: IA error related to circular (a) and elliptical 

shapes (b-c) and developed bulge setup (d). 

 

Discussion 

A new bulge test machine was developed by evaluating 

the accuracy of IA for predicting the stress field induced 

by the bulge test on aTAA specimens using a numerical 

approach. The results show that the circular bulge is 

unsuitable for testing highly anisotropic tissues due to 

the high error of IA in stress evaluation. On the contrary, 

the introduction of elliptically angled mask cavities 

reduced the stress error. This opens new ways to develop 

a bulge testing machine capable of analysing anisotropic 

tissues without accuracy degradation and forcing 

different strain ratios. 
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Introduction 

Malignant melanoma has become the most common 

neoplasm wordwide, it has a significantly higher 

morbidity and mortality, resulting in 65% of all skin 

cancer deaths. Cancer stem cells (CSCs) possess many 

traits of tumor-initiating or tumor stem cells including 

self-renewal capacity, high tumorigenicity, and 

differentiation. In this study we have designed and 

manufactured a bioreactor that allows to study the effect 

of ultrasonic mechanical waves on a population of 

melanoma (CSCs) as a potential alternative cancer 

treatment. Stimulation is produced by these ultrasonic 

waves by the propagation of compression and 

rarefaction through a continuous medium. The strain in 

the cells produced by this mechanical stimulation of the 

wave generates a chemical response between the 

internal part and the cell surface (1). Many studies have 

focused in the use of low-intensity US for diagnostic of 

several cancer types such as breast or prostate cancer 

(2). However, few studies have been centered in their 

use as therapeutic agent targeting CSCs (3). 

Methods 

The main objective is to evaluate the effect of the 

ultrasonic mechanical wave on a CSCs culture. In order 

to accommodate a wider range of experimentation, a 

device has been designed with the purpose of evaluating 

various frequencies and acoustic pressure levels. 

Frequencies from 50 KHz to 5 MHz have been applied, 

and different pressures have been evaluated for each 

frequency to test whether mechanotransduction is more 

affected by frequency or pressure. To avoid additional 

variability in proliferation due to external factors 

(humidity, temperature, pass, etc.) the mentioned device 

allows to evaluate and compare 15 different 

configurations of the same cell line and population 

simultaneously.  

To make the design of the bioreactor, it has followed 

certain guidelines due to the different ultrasonic 

transducers used and the different frequencies and 

characteristics of those. 

Acoustic waves properties have been analyzed and 

characterized as the near field, attenuation or impedance 

to achieve a standard geometry between the different 

ultrasonic beam and develop it adapted to the 

dimensions of the incubator. 

Results and conclusion 

An Ultrasound bioreactor has been developed, that 

allow the application of the ultrasonics mechanical 

waves. The configuration of different frequencies and 

acoustic level pressure used in this work is a 

contribution in itself. The experiment was performed for 

72 hours, where proliferation pattern was affected after 

waves application. Figure 1 shows one of the 

experiments, the cells treated with ultrasound (1MHz 

and 5MHz) have a lower growth rate. In conclusion, our 

results strongly proved that acoustic waves affected to 

CSCs which allows establishing a targeted therapy 

against each tumor cell. Ultrasonics waves could 

constitute a new non-invasive treatment against 

melanoma that could be applied in clinic in 

monotherapy or with those already existing as a 

combined treatment.  

 

 
Figure 1: Proliferation assay in cancer stem cells, 

 Control (day 0), 24 hours and 72 hours. 
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Introduction 

The role of the menisci in the knee homeostasis is well 

recognized. Since partial or total meniscectomy still 

represent the most performed surgeries, to avoid “post-

meniscectomy syndrome” it is fundamental to replace 

the resected tissue with allograft or artificial scaffold 

[1]. In the latter approach, an ideal artificial implant 

should mimic the mechanical behaviour of the native 

tissue [2]. In this regard, literature often reports 

generic/partial information [3], which are not even 

sufficient to implement the basic constitutive model 

(i.e., isotropic linear elastic). Therefore, aim of this 

study was to design a procedure able to describe the 

mechanical performance of meniscal material without 

imposing a priori hypotheses about constitutive 

parameters, by combining experiments and Finite 

Element Modelling (FEM) of indentation testing. 

 

Methods 

An artificial meniscus (95% bovine collagen fibers, 5% 

glycosaminoglycans by dry weight) was soaked in PBS 

for 24h to reach a steady rate of fluid sorption. 

Subsequently, the sample was placed in a testing 

chamber filled with PBS. Indentation was performed by 

a multi-axis mechanical tester (Biomomentum, Canada) 

equipped with a multi-axis load cell and with a spherical 

indenter (Ø = 2 mm) (Fig.1, left), using a displacement 

control [4]. Displacement-force curve was collected. In 

parallel, a FEM model of the indentation test was 

implemented (Fig.1, right); meniscus geometry was 

obtained by microtomography. 

 

 
Fig.1: artificial meniscus experimental indentation (left) 

and corresponding Finite Element Model mapping max 

principal logarithmic strain LE (right)  

 

Boundary conditions were the same of the experimental 

testing. Meniscus tetrahedral mesh and bottom fixing 

underwent a convergence analysis.  The indenter was 

rigid; the meniscus was isotropic linear elastic. 

Meniscus constitutive parameters, Young’s modulus E 

and Poisson’s ratio ν, assumed seven values in the range 

0.1-1 MPa [5] and 0.20-0.48 [6], respectively. For each 

point of this (E, ν) grid, simulation was run, 

displacement-force curve extracted and compared to the 

experimental one to calculate the Root Mean Square 

Error (RMSE). A Response Surface was fitted on the 

Error grid; the minimum of this Surface gives the 

optimal (E, ν) for the material in the indented point.  
 

 

 

Results & Discussion 

Response Surface (Fig.2) provided 0.44 MPa and 0.43 

as best E and ν, respectively, for the artificial meniscus. 

E is in the range of the native meniscus Indentation 

Modulus [4]. Nevertheless, the here presented value has 

been obtained for a long PBS bath before testing. The 

procedure adopted by the clinician to implant the 

scaffold, which starts from a dry situation, should be 

considered as well.  

     

  
Fig.2: Response Surface fitted on the RMSE of the 

simulated (E, ν) grid 

 

Conclusions 

Integrated experimental-numerical approach can be 

adopted to map constitutive parameters of the artificial 

meniscus and assess regional inhomogeneity (internal-

external, horns-pars intermedia [7]). Moreover, authors 

are working to relate those parameters to 

microarchitecture information revealed by 

microtomography on the corresponding zones, thus 

providing important feedback to the scaffold design.   
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Introduction 
Mechanical characterization of human tongue has a 
great influence on modelling of its complex behaviour. 
The strong nonlinearity and also anisotropy make this 
characterization more difficult. The non-invasive 
methods like indentation or aspiration tests usually need 
a presumption of the underneath layers beneath the 
measurement probe. The elastography methods also 
suffer from small displacement assumption which is not 
sufficient for soft tissue accounting large deformations. 
Moreover, all of these methods cannot eliminate the 
effect of initial stresses in the tissues. For this reason, 
the invasive tests are preferred [1] which for living 
human subjects is implausible. For this purpose, a 
cadaver study (ex-vivo) is a step forward to have better 
identification of the mechanical properties of human 
tissues. 
Method 
Tongue of a human cadaver with signed consent of its 
donor was extracted in Lyon Hospital anatomy 
laboratory and transferred in zero-degree saline 
solution. Specimen from tongue musculature both along 
fibre direction and orthogonal to it were extracted. The 
specimens were installed in a warm bath with 
temperature set equal to 37oC in uniaxial testing 
machine to simulate human body condition. After some 
loading and unloading cycles for preconditioning 
purpose, loading cycles were performed at different 
strain rates to measure viscoelastic properties as well. 
The last cycle continued up to complete rupture of 
samples. 
Results 
The elastic portion of the last loading cycle with a small 
strain rate were fitted with different hyperelastic models 
assuming isotropy and full incompressibility. Two 
linear regions connected with a middle toe region are 
observed, which is a typical behavior of soft materials 
(figure). The hyperelastic models range from low order 
ones such as 2 parameter Mooney-Rivlin to high order 
ones such as Ogden, Yeoh and Gent models. The fitted 
constitutive laws show significant differences (figure). 
None of them is able to follow the behavior for whole 
strain region simultaneously. By playing on the 
inclusion of the second or third order term in the Yeoh 
model strain energy density: 
𝜓𝜓 = (𝑐𝑐1 (𝐼𝐼1 − 3) + 𝑐𝑐2 (𝐼𝐼1 − 3)2 + 𝑐𝑐3 (𝐼𝐼1 − 3)3) 

it was possible to get flexibility to reach a 
satisfactory approximation of the toe region. The 

obtained results with the second order term are 
given in Table. 1. 
 

𝑐𝑐1 (𝑘𝑘𝑘𝑘𝑘𝑘) 𝑐𝑐2 (𝑘𝑘𝑘𝑘𝑘𝑘) 𝑐𝑐3(𝑘𝑘𝑘𝑘𝑘𝑘) 
0.357 90.17 0 
0.357 0 409.05 

Table 1: Parameters for Yeoh Constitutive law 
 
The fitted curves with these values are shown along with 
experimental data in Figure 1. As it can be seen none of 
these models predict the full behavior of experimental 
data. Fitting the initial linear portion deviates the model 
to fit the second linear portion corresponding to collagen 
straightening. 

 
Figure 1:Constitutive Law for Human Tongue 
(experimental data with two different Yeoh hyperelastic 
models and Gent model ). 
 
Discussion 
Presumably due to the collagen straightening 
phenomenon in soft tissues the tensile force creates a toe 
region which usually gets fitted with a piecewise 
function. These types of functions confront the 3D 
modelling with the problem of convergence due to 
needed order of continuity between regions at different 
loading conditions. The results suffer from the lack of 
anisotropy assumption but they provide a good estimate 
for the mechanical properties of tongue muscle matrix 
[2]. 
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Introduction 

Tracheal stenosis leads to breath and eating difficulties. 

Stents are a common procedure in patients with stenosis. 

However, silicone stents have some performance 

limitations related with implant migration, development 

of granulation tissue and accumulation of secretions. To 

understand stents performance and the influence of 

geometry and stiffness, a computational model must be 

defined, in order to simulate full swallowing movement. 

However, this is a complex computational analysis, 

starting with materials definition that should include 

airway cartilage rings, annular ligaments and smooth 

muscle. Computational model should also include 

adventitia and mucosa and submucosa membranes. 

Based on an experimental materials characterization 

from Teng et al. [1], an optimization model was defined 

to computational characterize all materials. Later, 

equivalent material properties were obtained with 

homogenization. This step, can reduce the swallowing 

analysis time significantly without a substantial loss of 

detail.  

 

Methods 

Based on experimental work from Teng et al. [1], an 

optimization method was defined in order to obtain the 

best parameters to computationally define all materials. 

So, mucosa and submucosa membrane, tracheal muscle 

and adventitia membrane and cartilage rings, 

experimental curves were fitted to Holzapfel anisotropic 

hyper-elastic material. Annular ligaments were modeled 

as a neo-Hooke material [2] (Figure 1). 

 

 
Figure 1: Materials at tracheal airway system: muscle 

(red), ligament (white) and cartilage (green). 

 

To reduce complexity and running time,  cartilage rings, 

ligaments, muscle and membranes were considered as 

an equivalent material obtained with homogenization 

[3].  

 

 

Results and Discussion 

Swallowing movement analysis is a very complex 

computational analysis. Using Abaqus software, all 

movement analysis takes more than 6 hours in a Xeon 

E3-1240v6 3.70GHz 8MB computer. With equivalent 

properties obtained with homogenization a significant 

reduction is obtained for less than 1 hour. Is, more or 

less, 1/6 of the time, for the same swallowing analysis. 

With a silicone stent, computational times are even 

bigger. Is possible to reduce from 12 hours analysis to 

less than 2 hours. Equivalent properties are the reason to 

have a substantial computational time reduction, 

however the contact results between stent and trachea 

are almost the same, like the example in Figure 2, where 

is possible to observe tangential relative displacement. 

 

 
Figure 2: Maximum tangential relative displacement 

(mm) between stent and trachea. Without equivalent 

properties. 

 

Computational time reduction is essential to the next 

stage in the present project. Stent in Figure 2 is only a 

silicone shell, but in fact stents have small studs that are 

essential for the performance of stents. So, the study of 

several stud’s geometries and number are important to 

understand tracheal stents performance.       
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Introduction 

To overcome the obstacles in early diagnosis and 

prognosis of various diseases and injuries, numerous 

elastography techniques have been introduced and 

examined. Elastography techniques which are based on 

mapping the stiffness of the tissue follow two different 

methods, namely, Static elastography (SE) and Dynamic 

Elastography (DE). In (SE) tissue is subjected to the 

maximum deformation and will be observed through B-

mode. On the other hand, in (DE) the stiffness of tissue 

will be evaluated by propagation of shear wave through 

the medium [1]. Among all the elastography methods 

only shear wave elastography is suitable for quantitative 

analysis. Shear waves propagate towards the tissues 

perpendicularly to the primary wave. These waves 

propagate in transverse planes [2]. Torsional waves 

which are shear elastic waves able to propagate radially 

in the soft tissue also have the ability of quantitative 

analysis. In this study propagation of torsional wave in 

two homogeneous and inhomogeneous mediums has 

been studied to understand the behavior of this wave in 

while penetrating in depth. 

In order to conduct the tests, gelatin phantoms with 

different concentration of gelatin were made as single 

layer and bi-layer phantoms. 

 

Materials and Methods 

Two homogeneous gelatin phantoms with 15% and 25% 

gelatin were fabricated. A bi-layer gelatin phantom was 

also fabricated with the same concentration of gelatin 

for the two layers. Top layer was made of 15% gelatin 

and thickness of 3mm, and bottom layer was made of 

25% gelatin and thickness of 7mm. Measurements were 

conducted using a torsional wave emitter which 

propagated the wave in burst as 1-cycle sinusoidal 

frequency of 1kHz and amplitude of 500mV [3], and 

Verasonics research system L22-14vX transducer with 

center frequency of 18 MHz as the receiver. First 

measurements were conducted by placing the emitter on 

top of the phantoms and the transducer vertically to 

receive the wave emitted with the excitation frequency 

of 1 kHz in both homogeneous and bi-layer phantoms. 

For the second measurement the emitter was placed in 

the same spot and the transducer was placed horizontally 

close to the phantom to receive the waves in the 

horizontal plane.  

 

Results 

Mean values for shear wave velocity acquired from 3 

tests on each phantom in horizontal and vertical planes 

are presented in table 1. 

 

Phantoms Vertical  

(m/s) 

Horizontal 

(m/s) 
15% Gelatin 3.782±0.017 6.58±0.012 
25% Gelatin 6.407 ±0.026 8.462±0.012  

Bi-Layer 

(25%) 
6.652±0.015 7.854±0.014 

Bi-Layer 

(15%) 
3.495±0.011 5.951±0.015 

 

Table 1: Shear wave Velocity in vertical and horizontal 

placement of transducer 

 

It is observed that the shear wave speed by using the 

torsional emission is slower while the transducer is 

placed vertically and the torsional wave is penetrating in 

depth, and the velocity is higher when the transducer is 

placed horizontally next to the phantom and waves are 

propagated radially in horizontal planes.  

 

Discussion 

In this study we measured shear wave velocity while 

placing the transducer vertically and horizontally next to 

the phantom, by emitting torsional wave with the 

excitation frequency of 1kHz in two mediums, i.e., 

homogeneous gelatin phantoms and a bi-layer phantom 

composed of two layers with different thicknesses and 

stiffness. Further studies using different combinations of 

frequencies and amplitudes are suggested to fully 

understand the behavior of torsional wave while 

penetrating in depth. Moreover, different parameters 

such as displacement amplitude and phase velocity as 

should be considered for future studies.  
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Introduction 

Atomic Force Microscopy (AFM) nanoindentation is 
the most commonly used technique for the 
determination of the mechanical properties of soft 
samples at the nanoscale. In this paper an approximate 
method to determine the tip radius when using 
pyramidal indenters is presented.  
 
Sneddon’s equations 

Assume an axisymmetric indenter that can be 
described by an arbitrary function Z=f(r) which is 
rotated about z-axis to produce a solid of revolution. 
The function is selected under the condition, f(0)=0. 
According to Sneddon’s analysis, the equations that 
relate the indentation depth (h) and the applied force on 
an elastic half space (F) with respect to the shape of the 
indenter are provided below [1]: 

 
  ∫

     

√    

 

 
                           (1) 

 
  

    

      
∫

       

√    

 

 
                      (2) 

 
In equations (1) and (2),   is a non-dimensional 
parameter defined as        where     is the radius at 
contact depth between the indenter and the sample 
(     ). In addition, E, v are the Young’s modulus 
and the Poisson’s ratio of the half space respectively. 

               
An indenter with shape described by 
the function f(r)=axn, n>1. 

Usually, in AFM indentation experiments the 
pyramidal indenters’ shape can be approximately 
described by the following function [2]: 
 

           or                             (3)                    
 
Using equation (1), (2) and (3) the applied force on the 
elastic half space is related to the indentation depth 
with the equation below [2]: 

     
 

   

    

      
                                (4) 

 
In addition, it has been previously experimentally 
shown that the applied force on the elastic half space is 
provided by the following equation [3]: 
 

                                        (5) 
 
According to Oliver & Pharr analysis [3], 

     
 

 
                                 (6) 

Thus, by combining equations (4) and (6) it is 
concluded: 
 

     
 

 

    

      
                                (7) 

Determining indenter’s tip radius 

Equation (7) is important because the function 
   (

 

 
) can reveal the dimensions of the AFM tip 

radius since the ratio  
 
 is directly proportional to    . 

To provide an example regarding the application of this 
method, open access simulated data on an elastic half 
space with Young’s modulus equal to E=20kPa and 
Poisson’s ratio v=0.5 were used. The data can be found 
in Atomic J repository [4]. The simulated force-
indentation data were created using a pyramidal tip 
with θ=35°, and tip radius R=0.1 μm. As presented in 
Figure (1) the    (

 

 
) graph reveals approximately 

the indenter’s shape and tip radius (the transition depth 
between the spherical and the conical parts of the 
indenter was ~80nm). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: The tip radius determination. 
 
Discussion 

The significant advantage of the presented method is 
that it does not require additional equipment or 
experiments for the AFM tip calibration. It only 
requires the same force indentation data used for the 
determination of the samples’ mechanical properties 
(under the condition that the sample behaves like an 
elastic half space).  
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Introduction 

Gastro-esophageal reflux disease (GERD) affects 

quality of life [1]. Laparoscopic Sleeve Gastrectomy 

(LSG) could induce ex novo GERD and worsen pre-

existing GERD because of the higher gastric pressure 

due to the great reduction of the stomach capacity and 

the wider His angle [2]. Fluid-Structure Interaction 

(FSI) computational models which couple the solid 

mechanics of the gastric wall, and the fluid domain of 

the bolus, could highlight the biomechanical aspects that 

vehiculate GERD after LSG. 

 

Materials and Methods 

A 2D stomach model was created by means of 

Solidworks® program (Dassault Systemes, 2018) which 

included a 20mm-widht and 138mm-long esophageal 

tract (Fig. 1). Post-surgical geometries simulating the 

LSG procedure, were created by varying His angles (the 

angle between the fundus of the stomach and the 

esophageal tract). A displacement equal to a closed LES 

region of 95 % was imposed to mimic the closing action 

that takes place after food intake to prevent reflux 

events, while the intragastric pressures were imposed as 

those reported in [3] and equal to 2800 and 4466 Pa for 

pre- and post-surgical configurations, respectively.  The 

FSI simulations were performed by means of the 

general-purpose code Comsol Multiphysics 5.4 

(Comsol Inc., Burlington, MA, USA) by imposing a 

laminar flow.  

 

 

 

 

 

 

 

 
 

 

 

Figure 1: 2D models of pre-surgical configurations 

considering different His angles: 25 ° (a), 30° (b), 45° 

(c), 50° (d) and 65° (e) and 2D post-surgical model with 

His angle of 25° (f).  

 

Average mechanical behaviours were derived by 

combing the circumferential and longitudinal behaviour 

of the different regions composing the stomach (fundus, 

corpus and antrum) in order to simplify the gastric 

tissues as an isotropic hyperelastic material [4].   

 

Results 

The flow values were computed by integrating the 

velocity on the distal line of the esophagus and applying 

the Pappo-Guldino theorem. Pre-surgical configurations 

recorded the lowest value of the reflux compared to 

post-surgical ones (Fig. 2).  

 
Figure 2: Reflux flow values expressed in cm3/s. 

Viscosity was imposed equal to 1 Pa∙s and the internal 

pressure to 4466 Pa. The blue bars are related to pre-

surgical configuration and the orange ones to post-

surgical one.  

 

Conclusion 

The preliminary results could be a starting point to 

analyse the link existing between anatomical features 

apported by bariatric surgery and reflux events. Further 

studies able to deep interpreter the reflux insurgence 

concerning 3D geometries must be performed. 
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Introduction 

Adolescent Idiopathic Scoliosis (AIS) is a growth defect 

of the spine that primarily occurs in pre-pubertal 

children and is surgically treated when a curve exceeds 

50° [1]. Presently, spinal fusion (SF) surgery is 

established as the gold-standard treatment modality for 

patients with AIS [1]. Although, SF is associated with 

successful long-term outcomes in terms of deformity 

correction, it is also associated with a loss of spinal 

motion at the fused levels [1]. Therefore, fusionless 

treatments of progressive curves might be appealing, 

especially in the skeletally immature. Vertebral Body 

Tethering (VBT) is a fusionless growth-modulating 

technique for skeletally immature AIS patients with 

good curve control in selective indications [2]. Although 

the radiographic outcome, in the form of curve 

correction, is usually inferior to modern SF [2], potential 

advantages over spinal fusion have been reported in 

terms of function [1]. Nevertheless, comparative 

objective measurements of the degree of preservation of 

motion associated with both techniques are as of yet 

scarce. The aim of the present study is, therefore, to 

objectively measure and compare the postoperative 

trunk mobility, activity levels and functional outcome 

scores between VBT patients and SF patients. 

 

Methods 

From our prospective study sample (N=32) we matched 

5 VBT patients based on curve type (Lenke 

classification), gender and follow-up duration with 5 SF 

patients. Preoperatively (Pre-OP) and at three months 

post-operatively (Post-OP) patients completed the 

following patient reported outcome measures (PROMs): 

SRS-22 (scored from 0-5), International Physical 

Activity Questionnaire (IPAQ) (scored from 0-5) and 

pain intensity scale (scored from 0-10). In addition, the 

daily step count (SC) obtained through a wrist-worn 

activity tracker (Xiaomi Mi Band, version 5) was 

averaged over a period of seven consecutive days. 

Furthermore, at both timepoints the patients performed 

a spinal deformity-specific motion analysis [3] that was 

captured using a 10-camera motion capture system 

(VICON Motion systems Oxford, UK) and consisted of 

a seated maximal trunk flexion in three directions 

(forward and laterally to the left and right side) and, 

additionally, all patients walked on a split-belt treadmill 

(Motek, Amsterdam, NL) at 1.25m/s. Maximal trunk 

flexion (°) was calculated using the markers placed on 

C7 and the pelvis. During walking the range of motion 

(RoM) of the shoulder and pelvis (°) in the frontal and 

transverse plane was determined from the relevant 

marker positions. A one-way ANOVA (p<0.05) was 

performed to identify differences between groups. 

 

Results 

Radiographically, the main cobb angle correction from 

Pre-OP to Post-OP was significantly (p<0.05) greater 

for the SF group (Pre-OP = 51.2°; Post-OP = 12.4°) 

compared to the VBT group (Pre-OP = 48.6°; Post-OP 

= 20.4°).  

In terms of the PROMs, the VBT group showed Post-

OP a greater (p=0.19) overall score in SRS-22 (Mean 

SRS-22 score: VBT = 4.1 vs. SF = 3.6), predominantly 

caused by the significantly (p<0.05) greater Post-OP 

scores in the subdomain ‘function’ (SRS-Function: VBT 

= 4.4 vs. SF = 3.4). Both groups had little to no pain 

Post-OP (VAS-score: VBT = 0.1 vs. SF = 0.2). In 

addition, no significant differences in Post-OP physical 

activity levels were identified on the IPAQ (VBT = 1.8 

vs. SF = 1.7) and daily SC (VBT = 4698 steps/day vs. 

SF = 5089 steps/day).  

In terms of trunk flexion, the loss of forward flexion 

from Pre-OP to Post-OP was significantly (p<0.05) 

greater for the SF group (Pre-OP = 82.9°; Post-OP = 

47.1°) compared to the VBT group (Pre-OP = 93.6°; 

Post-OP = 87.0°). No significant differences in lateral 

flexion were found from Pre-OP to Post-OP between 

groups. In addition, the SF group had a greater (p = 0.37) 

overall reduction from Pre-OP to Post-OP in trunk 

motion during walking compared to the VBT group 

(RoM: VBT = -0.7% vs. SF = -9.3%).  

 

Discussion 

The present study aimed to integrate a radiographical 

comparison with an objective comparison of VBT and 

SF on the functional level. Even though SF patients have 

a superior radiographic outcome, this contrasts with 

improved spinal mobility (especially during forward 

flexion) and better PROMs (especially, in SRS-22 

functional scores) in the VBT patients. These 

advantages of VBT should be further investigated in 

view of treatment selection in skeletally immature AIS 

patients whose curves progressed beyond the range of 

bracing.  
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Introduction 

Cerebro-spinal fluid dynamics in the spinal 

subarachnoid space has been studied through numerical 

models. It was highlighted that the presence of nerve 

roots (NR) has an important impact in term of velocity 

field and flow pattern [1]. To improve the mechanical 

behaviour of the NR in existing models, this study 

intends to mechanically characterise those structures 

under quasi-static loading conditions at different spinal 

levels. 

 

Methods 

Eighteen (6 cervical, 6 high thoracic and 6 lumbar) 

samples of NR were collected on a porcine spinal cord 

(80kg, 6 months, landrace mixed with Yorshire). The 

anterior NR, the posterior NR and bundles of fibers were 

tested. Tensile tests with a preload of 0.1 N, 10 

sinusoïdal cycles of preconditioning and by a ramp at a 

strain rate of 0.1 s-1 (quasistatic) were performed up to 

failure, on a Mach-1 V500cst mechanical tester 

(Biomomentum, Canada) equipped with a 17 N load cell 

(Fig. 1A). Maximum stress (σf), strain at maximum 

stress (εf) and modulus of elasticity for the toe and linear 

regions (E1 and E2 respectively) (Fig. 1B) were 

calculated from the load-displacement curves [3]. 

 
Figure 1: A) Test protocol B) Typical mechanical 

response of a sample subjected to uniaxial stretch. 

Results 

Elastic moduli were found to be higher for the bundle 

samples than for the posterior and anterior NR. Higher 

elastic moduli were found for the anterior NR than for 

the posterior (Table 1, Fig. 2). For every spinal region, 

higher maximum stress and strain were observed for the 

anterior and posterior NR. 

 

Discussion 

Under similar conditions, the literature reports an elastic 

modulus of 1.3 MPa (SD : 0.8) at lumbar level [2] which 

seems consistent with our result of 0.96 MPa. Results 

from our pre-study seems to indicate that the behaviour 

of the spinal nerve roots is stiffer compared to a simple 

bundle of nerves. Further testing will enable a statistical 

analysis to confirm these observations. 

  
n 

E1 

(MPa) 

E2 

(MPa) 
εf 

σf 

(MPa) 

C 

Anterior  2 0.018 0.99 0.34 0.18 

Posterior  2 0.014 0.34 0.41 0.067 

Bundle  2 0.084 1.4 0.19 0.56 

T Anterior  2 0.20 0.69 0.25 0.090 

Posterior 2 0.015 0.097 0.29 0.053 

Bundle  1 0.066 4.3 0.20 0.70 

L Anterior  2 0.013 0.37 0.31 0.066 

Posterior 2 0.085 0.23 0.27 0.050 

Bundle 2 0.12 0.96 0.14 0.12 

Table 1: Representative mechanical parameters 

obtained at each spinal level (mean). C : Cervical 

region ; T : thoracic region ; L : lumbar spinal region. 

n : number of specimen. 

 
Figure 2 : E2 between spinal levels and location. 
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Introduction 

Musculoskeletal models are widely used in spine 

biomechanics research, but their ability to predict 

activation of antagonist muscles, and the validity of such 

predictions remain questioned. Optimization-based 

simulations minimize muscle effort in the system, 

therefore are not expected to predict antagonism. 

However several spine models (e.g., AnyBody model) 

do predict it, likely because they fulfill conditions 

suggested in the literature to facilitate it [1,2,3]. 

Considering the complexity of current models and the 

lack of available comprehensive analysis, model-

predicted trunk muscle antagonism is still poorly 

understood. Therefore, the aims of this study were to 

demonstrate the influence of individual factors enabling 

and modulating predicted antagonism, and to validate 

these predictions.  

 

Methods 

To demonstrate under which conditions optimization-

based models can predict muscle antagonism, simple 

models (2 or 3 segments) were created to study 2D vs. 

3D problem, with simple vs. multi-joint muscles, solved 

using an activity-based muscle optimization function. 

The AnyBody lumbar spine model [4] was then used to 

investigate the effects of acceleration profile and 

modeling intra-abdominal pressure (IAP) on predicted 

antagonism during several simulated tasks: sagittal, 

frontal and transverse motion of the spine (Table 1), 

with and without 20kg hand load. The predicted 

coactivation ratio was compared to EMG-based 

experimental results reported in the literature.  

 

Upright 

standing 

Forward 

flexion 

60° 

Lateral 

bending 

30° 

Axial 

rotation 

45° 

    
Table 1: Illustrations of the simulated posture and 

dynamic tasks. 

 

Results 

Simulations of simplified models demonstrated that 

antagonism was predicted when multi-joint muscles 

were present in the model, for both planar and three-

dimensional models, unless muscles were symmetrical. 

In the three-dimensional models, antagonism was 

predicted also with only single-joint muscles. No 

antagonism was predicted by a planar model with 

single-joint muscles only. The activation of muscles 

antagonist to various simulated motions, as predicted 

with the lumbar spine model, was generally in 

accordance with electromyographic data reported in the 

literature, for all considered muscle groups except for 

the rectus abdominis. The coactivation ratio of 

abdominal and extensor muscles at different flexed body 

postures was negligibly influenced by the acceleration 

of movement and generally reduced with the exclusion 

of IAP from the model (Fig. 1). In the upright standing 

posture, antagonism was markedly overpredicted.  

 
Figure 1: Predicted coactivation ratios (abdominal 

muscles activity/extensor muscles activity) for different 

positions of forward flexion using sinusoidal (Sin), 

linear (Lin) kinematic patterns and excluding the IAP 

(Without IAP). 

 

Discussion 

The analysis of simplified models demonstrated the 

conditions needed for antagonism predictions (as 

previously suggested by the literature): 3D models or 

multi-joint muscles. This provides an explanation why 

some current models predict antagonism. The antagonist 

activations predicted with the AnyBody lumbar spine 

model for several various tasks compared well with 

available experimental data, suggesting model validity 

in this respect. The findings of this study contribute to 

building confidence in the use of musculoskeletal 

models of the spine for future clinical and ergonomic 

investigations.  
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Absence of Data 

Adolescent idiopathic scoliosis (AIS) is among the most 

frequent deformities, with an overall prevalence of 0.47-

5.2% [1]. In severe cases that would otherwise result in 

a progression of the scoliosis and thus endanger a 

patient’s mobility and health, different surgical 

strategies are performed: posterior fusion (75%), 

anterior fusion (18%), or a combination thereof (7%) 

[1]. Currently, the main challenge of surgical strategies 

is to find a balance between the patient’s mobility and 

structural stability while minimizing the risk of 

complications and follow-up treatments.  

Currently, the decision on the treatment is based on 

empirical data of clinical studies and the surgeon’s 

experience. 

Another option to gain deeper insight into the 

underlying biomechanics of spine deformities are in ex 

vivo cadaveric studies using a spinal loading simulator. 

However, in general, the donor spines do not represent 

the pathology of interest since they originate from 

elderly individuals. Additionally, spinal loading 

simulators require isolating the spine or spine segments 

from the supportive neighboring tissue (muscles, 

ligaments). Accordingly, the lack of in vivo 

biomechanical data on patients with AIS, limits the 

development of novel treatment strategies and surgical 

approaches. 

To overcome the issues of acquiring in vivo data on the 

intervertebral spine stiffness in three planes in the target 

population, a 6 Dof parallel robot (SpineBot) has been 

developed [2]. The design of the SpineBot was based on 

first intra-operative force assessments in AIS patients to 

establish force requirements for sufficient relative 

vertebra displacements [3]. 

 

Towards a SpineBot 2.0 System 

Through requirement analysis taking into account 

safety, workspace volume, and weight/load ratio, the 

current SpineBot showed significant limitations that 

prevent its use in a clinical context. A parametrized 

kinematic model able to induce a flexion of [-5°: 5° ] 

in 3 planes on a spinal segment is constructed based on 

the design by Büchler et al. [2]. 

We are currently building up a Pre-interventional 

planning and visualization tool to evaluate robot 

configuration and motion during the interoperative 

stiffness measurement procedure. Such a tool will 

further enable rapid prototyping for the SpineBot 2.0, 

reducing measurement time intra-operatively, and 

facilitating the integration of biomechanical simulation 

of the data. 

 

Current Work 

Due to our analysis, we decided to revise the current 

SpineBot. Furthermore, we propose an absolute 

force/torque sensor-actuator concept to achieve pure 

bending moments. As a first step in concept realization, 

we realized a tool of volumetric spine rendering and 

pedicle screw placement in VR (Unity Software). 

 

Figure 1: a) Concept SpineBot 2.0 attached to vertebra 

(T09-T11) via pedicle screws (red) b) VR tool of pedicle 

screw placement and orientation (spinal segment 

highlighted in green).  

 

Outlook 

Knowledge gained from instrumented in vivo spine 

manipulation to obtain spine impedance/stiffness, 

stability, and mobility of scoliotic and non-scoliotic 

segments will foster the development of realistic 

Musculoskeletal simulations, novel treatment strategies, 

and novel implant design that can revolutionize the way 

AIS patients are treated in future. 
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Introduction
Computer modelling and simulation is a key technique
for research in spine biomechanics, to gain insight into
the biomechanical interplay of soft tissue elements. In
order to study the response, such as damage or
degeneration, of biological tissue to mechanical loads,
the load distribution among all compartments of the
spine must be known. Recently, the load sharing of
muscles, ligaments and intervertebral discs (IVDs) was
investigated for passive, externally driven spine
movements [1]. With the help of a detailed spine
model, we here continue this work and examine the
contribution of the main structures to active spine
motions like forward flexion starting from an upright
posture using a forward-dynamic approach.

Methods
We developed a state-of-the-art generic neuro-
musculoskeletal model of a healthy thoracolumbar
spine in the multibody simulation framework demoa
(https://get-demoa.com). It bases on the lumbar spine
model of [2], revised and validated for passive motions
in [1], and is fully articulated in the spinal column from
pelvis to the first thoracic vertebra (T1), i.e. with free
intervertebral joints (six degree of freedom joints) on
every spinal level. The relative motion of two adjacent
vertebrae is only restricted by IVDs, ligaments and
muscles. While IVDs are represented by Bushing
elements, the 192 ligament strands and 294 muscles
fascicles are implemented as line actuators, partly
redirected using the via-ellipse method [3]. 
Using a simple hybrid controller as in [4] and keeping
the pelvis spatially fixed, we let the model settle under
gravity and initiate purely muscle-driven flexion-
extension movements.

Results
In the simulated settling process of our spine model,
we observe that a low level of muscle activity (below
5% of maximum isometric force) is sufficient to
balance the spinal column in an upright position while
the weight of the upper body is fully borne by IVDs.
Afterwards, the model performs a controlled bending
movement with capability to hold the flexed position
and to return to an upright posture – solely actuated by
muscles. The analysis of the bending moment in the
lumbar spine shows similar shares of ligaments and

IVDs - with increasing influence of ligaments for large
flexion angles - whereas passive and active muscle
forces contribute only 25-30% to the total joint
moment. During the entire movement, we achieve
realistic activation levels for all muscles and also the
overall stiffness of all passive compartments is in good
agreement with experimental findings from [1].

Figure 1: Forward-dynamic, muscle-driven simulation
of a spine movement. Starting from an equilibrated
upright posture (left), the model performed a forward
flexion (center and right), held the peak (right) and
lifted itself back into the upright position.

Discussion
The presented spine model is capable of withstanding
gravitational loads and equilibrating in an upright
position without any further joint constraints.
Moreover, it enables us to study the dynamic inter-
action of all four sub-structures – rigid vertebral bodies
and the three soft tissue types – during muscle-driven,
forward-dynamic bending movements and to predict
the load distribution among soft tissue elements as well
as their contribution to the joint stiffness.

References
1. Mörl et al. , Biomech Model Mechan, 19(6):2015-2047,

2020;
2. Rupp et al., Biomech Model Mechan, 14(5):1081-1105,

2015;
3. Hammer et al, Math Biosci, 311:68-81, 2019;
4. Bayer et al., CMBBE, 20(8):803-821, 2017.

Acknowledgements
Funded by Deutsche Forschungsgemeinschaft (DFG, German
Research Foundation) under Germany's Excellence Strategy -
EXC 2075 – 390740016.

27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal

https://get-demoa.com/


 27th Congress of the European Society of Biomechanics, June 26-29, 2022, Porto, Portugal 

THE INFLUENCE OF THE GRADE OF DISC DEGENERATION ON THE 
BIOMECHANICAL RESPONSE OF LUMBAR SPINE 

Kinda Khalaf (1), Zahra Khoz (2), Mohammad Nikkhoo (2) 
 

1.Department of Biomedical Engineering, Khalifa University, Abu Dhabi, UAE; 2.Department of Biomedical 
Engineering, Science and Research Branch, Islamic Azad University, Tehran, Iran. 

 

Introduction 

Various studies have shown that intervertebral disc 

degeneration, lumbar stability, motion segment 

flexibility and low back pain are all interrelated [1]. 

Hence, the impact of different grades of disc 

degeneration on lumbar spine flexibility and other 

biomechanical attributes is of great interest both to 

research and clinical communities, alike. Finite element 

(FE) modeling remains an advantageous time and cost-

effective approach to investigate detailed spinal 

biomechanics elusive to clinical studies. Therefore, the 

objective of this work was to evaluate the influence of 

disc degeneration on the biomechanical response of the 

lumbar spine using geometrically patient-specific FE 

modelling. 
 

Materials and Methods 

Using a validated parametric poroelastic FE model of 

the human spine [2], six subject-specific pre-operative 

models were developed based on the images of 6 

patients. The geometry of the lumbar spine (L1-S1) was 

automatically updated by inputting 125 independent 

parameters with user-defined code based on geometrical 

constraints obtained from lateral and AP X-Ray images. 

The FE models consisted of 5 vertebrae, sacral 

component, 5 IVDs, 7 ligaments and 5 pairs of facet 

joints. The validity of the models was assessed based on 

in-vitro [3] and FE studies [4] from literature. 

Furthermore, parametric FE models of the lumbar spines 

were developed simulating L4-L5 disc degeneration 

with different grades (i.e., healthy, mild, moderate, and 

severe degeneration), in which disc height reduction and 

increasing the compressibility of the nucleus pulposus 

were considered. Biomechanical responses, including 

motion patterns, intradiscal pressure (IDP) and stress in 

different components were analysed under the same 

loading and boundary conditions. The extracted ranges 

of motion (ROM) were compared using one-way 

ANOVA, where differences were considered significant 

at p<0.05. 
 

Results 

The results of the intersegmental ROMs for the healthy 

models were consistent with available experimental data 

in literature [3].Similarly, the estimated IDP was in 

alignment with reported data [4]. The ROM was 

significantly decreased in moderate and severe 

degenerated discs (i.e., L4-L5) in all directions. 

However, the ROMs at the adjacent levels were only 

altered in severe degeneration (Fig 1). The IDP was also 

significantly decreased in severely degenerated discs 

during flexion and extension, while relevant 

experienced stress significantly increased in all 

directions (Table1).  

 
Figure 1: Variation of segmental range of motions in 

degenerated and adjacent levels. *p value <0.05. 
 

 
Table 1: Averaged IDP and Von-Mises stress in L4-L5 

IVDs with different degrees of degeneration (% of 

healthy ones) under different lumbar motions. 
 

Discussion 

This study provided a validated FE model for 

investigating the effect of the degree of disc 

degeneration on spinal biomechanics. The results show 

that increased severity of disc degeneration leads to 

decreased ROM for both degenerated and adjacent 

levels. The results also reveal that higher degrees of disc 

degeneration reduce IDP but increase stress distribution. 

However, these variations are highly dependent on the 

degree of degeneration and the direction of movement. 

Importantly this work confirms that moderate and 

severe degeneration alter both intersegmental motion 

and load-sharing of the lumbar spine, hence shedding 

light on spinal stability towards improved clinical 

outcomes.   
 

References 
1. Mimura et al., Spine, 19: 1371-80, 1994. 

2. Nikkhoo et al., J. Biomech, 102:109722, 2020.  

3. Panjabi et al., J. Bone Joint Sur, 76:413-424, 1994. 

4. Dreischarf et al., J. Biomech, 47: 1757–1766, 2014. 

0

2

4

6

8

10

12

L3-L4 L4-L5 L5-S1

R
O

M
 in

 E
xt

en
si

o
n

 (
D

eg
re

e)

Motion Segment

(Adjacent IVD) (Degenerated IVD) (Adjacent IVD)

0

2

4

6

8

10

12

L3-L4 L4-L5 L5-S1

R
O

M
 in

 F
le

xi
o

n
 (

D
e

gr
e

e
)

Motion Segment

(Adjacent IVD) (Degenerated IVD) (Adjacent IVD)

0

2

4

6

8

10

12

L3-L4 L4-L5 L5-S1

R
O

M
 in

 L
at

e
ra

l B
e

n
d

in
g 

(D
e

gr
e

e
)

Motion Segment

(Adjacent IVD) (Degenerated IVD) (Adjacent IVD)

0

2

4

6

8

10

12

L3-L4 L4-L5 L5-S1

R
O

M
 in

 A
xi

al
 R

o
ta

ti
o

n
 (

D
eg

re
e

)

Motion Segment

(Adjacent IVD) (Degenerated IVD) (Adjacent IVD)

0

2

4

6

8

10

12

L3-L4 L4-L5 L5-S1

R
O

M
 in

 E
xt

e
n

si
o

n
 (

D
eg

re
e

)

Motion Segment

Healthy Mild Degeneration Moderate Degeneration Severe Degeneration

(Adjacent IVD) (Degenerated IVD) (Adjacent IVD)

*
*

*

* *

*

*

*

*

*
*

*

*
*

*

*
*

*
*

**
*

* *

*

* *

* * *

*
*

*
*

*

*
*

*

* *
*

*
*

*

 Flexion Extension Lateral Bending Axial Rotation 

 Mild Moderate Severe Mild Moderate Severe Mild Moderate Severe Mild Moderate Severe 

Intradiscal 
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Introduction 

Mechanical failure of spinal posterior instrumented 

arthrodesis in the lumbar region is suspected to occur 

more frequently when sagittal balance is not 

adequately restored [1]. While failures at the proximal 

instrumented extremity have been well described, the 

lumbar distal junctional pathology has received less 

attention [2]. The aim of this work was to investigate if 

the spinopelvic parameters which characterize the 

sagittal balance are correlated with mechanical failure. 
 

Methods 

All spine surgeries performed in 2017-2019 at Rizzoli 

Institute were retrospectively analysed to extract all 

cases of junctional pathology. Lumbar distal fixation 

failures were included in the junctional group (JUNCT) 

if, in the last instrumented level, or immediately below, 

a revision surgery was required due to: 

i. Pedicle screws pullout and/or 

ii. Breakage of rods or screws and/or 

iii. Vertebral fracture and/or 

iv. Degenerative disc disease. 

A total of 83 cases were identified as JUNCT group. 

All the lumbar fixation surgeries which to date have 

not failed (n=241) were used as control group 

(CONTROL). Demographic and clinical data were 

extracted. The software Surgimap (Nemaris) was used 

to assess the pelvic incidence (PI), sagittal vertical axis 

(SVA), pelvic tilt (PT), T1 pelvic angle (TPA), and 

lumbar lordosis (LL) from the preoperative (Pre-op) 

and postoperative (Post-op) standing lateral X-rays. 
 

Results 

Distal lumbar junctional pathology onset was observed 

within two years on the first vertebral fixation in 51.8% 

of cases. In JUNCT, the main failure cause was the 

screw pullout (45%). Cases with arthrodesis at 7 or 

more levels were the most common in JUNCT (51.8%) 

in contrast to CONTROL (14.1%). In JUNCT, in 71% 

of cases the Post-op SVA was outside the 

recommended range for good stability (SVA<±40mm 

[3]) despite the correction. Before revision surgery 

(Pre-rev), in 65.4% of patients suffered an increased 

imbalance. Conversely, in 63.1% of CONTROL, a 

good spine alignment was observed Post-op. In 

JUNCT, the worsening of the balance was also 

confirmed by the increase in PT and TPA by 

comparing Post-op and Pre-rev values (p=0.004, p= 

0.0003, Wilcoxon test) (Table 1). Comparison of 

regression models of PT versus PI, SS versus PI and 

LL versus PI (Figure 1) between JUNCT and 

CONTROL showed different trends without 

statistically significant differences (p = 0.57, 0.46 and 

0.35 respectively, Z-test) in Post-op. 
 

 Pre-op Post-op Pre-rev   

PT 

[°] 

17.6 (8.5) 20.3 (7.7) - CONTROL 

25.9 (12.8) 21.5 (9.3) 26.1 (11.0) JUNCT 

TPA 

[°] 

14.3 (9.5) 15.9 (7.5) - CONTROL 

23.4 (15.6) 18.7 (10.2) 25.2 (14.3) JUNCT 
 

Table 1: Comparison of spino-pelvic parameters PT 

and TPA before the first fixation (Pre-op), after 

fixation (Post-op) and before revision surgery (Pre-

rev). For each group mean (st. dev.) are indicated. 
 

 

Figure 1: Regression models of LL versus PI from 

Post-op x-rays for the JUNCT and CONTROL groups. 
 

Discussion 

These preliminary results showed that failure is most 

common in long fused segments, likely due to long 

lever arms leading to screw pullout or implant failure. 

This effect was confirmed by the worsening of PT and 

TPA before the revision surgery compared to Post-op. 

The PT increase (increased pelvic retroversion) 

indicates a compensatory mechanism for the altered 

mechanical balance. Additionally, in cases of fixation 

failure the increase of the TPA (a measure of deformity 

over the whole spine) confirms changes of the load 

distribution. Our results show also that SVA is a 

reliable parameter to monitor the patient balance over 

time. The surgical planning using PT, SS and LL 

related to PI is important to restore the sagittal balance, 

but it does not seem to prevent mechanical failure. 
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Introduction 

Spine pathophysiology is often investigated using very 

detailed patient-specific biomechanical models, often 

including few functional spinal units (FSUs), which can 

be hardly generalized. Fully-parametric spine models 

easy-to-adapt to any patient promises to be a more 

efficient strategy to scale up biomechanical problems by 

including entire populations featuring a desired range of 

spinal morphologies and alignments. Therefore, the 

present study aimed at: i) developing a fully-parametric 

thoracolumbar spine model based on few independent 

parameters, ii) calibrating the kinematic response of a 

representative thoracic FSU assigning adequate 

mechanical properties to subcomponents. 

 

Material and Methods 

Regression analysis and CAD model. Mean anatomical 

data describing 38 dependent parameters for each 

vertebra [1,2], were plotted as a function of the posterior 

height of the vertebral bodies (VBHP, assumed as the 

only independent parameter) and best-fitted with a third 

order polynomial regression line. The coefficient of 

determination (R2) and the Root Mean Square Error 

(RMSE) were used to quantify the validity of these 

equations for each vertebral level. The regression 

equations were implemented in Solidworks 2020 

(Waltham, MA, USA), where the morphology of each 

vertebra, approximated through elementary geometrical 

structures, was fully defined. T1-T12 thoracic kyphosis 

(TK), L1-L5 lumbar lordosis (LL), and sacral slope (SS) 

were implemented as additional independent parameters 

[3], allowing to assemble the vertebrae and to set the 

desired sagittal alignment (Figure 1). Rib cage 

description relied on average values [4,5]. 

 

 

 
Figure 1: Developed parametric model representing the 

average spine of a healthy adult (a), and meshed T6-T7-R7 

FSU model including the costovertebral joint and ribs (b). 

Calibration of T6-T7-R7 FSU FE model. One FSU was 

meshed in Abaqus 2020 (Simulia). A backward stepwise 

reduction approach was adopted and FSU components 

(from the nucleus up to ribs and sternum) were 

sequentially added to the model calibrating the 

mechanical properties of each component by 

comparison with the available in vitro kinematic data 

(RoM, range of motion) for FSU [6], FSU+left rib [7], 

and FSU+ribs+sternum [8]. 
 

Results 

Regression analysis and CAD model. The RMSE of the 

predicted values with respect to the anatomical 

measurements was much lower than the mean 

experimental dispersion (8 vs. 20%). 

Calibration of T7-T8-R7 FSU. Calibration ensured an 

accurate description of the kinematics behavior in each 

loading direction by assigning adequate mechanical 

properties (Figure 2). 

 
Figure 2: Examples of range of motion (RoM) calibrated using 

the backward stepwise reduction strategy applied on T6-T7-

R7 FSU. 
 

Discussion and Conclusions 

The result of the regression analysis supported a 

satisfactory and overall accurate description of the 38 

dependent parameters simply using VBHP as a single 

independent parameter. The additional independent 

parameters (TK, LL, SS), which are widely used in 

clinical practice, potentially allow to easily describe 

other global sagittal alignment, both in the physiological 

and pathological ranges. The proposed thoracolumbar 

spine model is based on few independent parameters, 

which make the proposed model much simpler than any 

other available to date. Based on the proposed approach, 

finite element models can be promptly developed and 

calibrated, providing useful biomechanical information.  
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Introduction 

Although low back pain is a major health concern, many 

cause-effect relationships are still poorly understood. 

However, many lower back problems can be associated 

with excessive loads during lifting activities. At the 

same time, there is a multitude of studies, guidelines, 

and measures for prevention and treatment. With the 

aim of protecting the spine, an often pursued approach 

involves stiffening the trunk and increasing the intra-

abdominal pressure (IAP) [1]. The IAP can be increased 

intrinsically by activating the abdominal muscles or 

extrinsically by an enclosing spinal orthosis. The effects 

of elevated IAP on lumbosacral spine loads and muscle 

activities while holding a heavy load in different 

positions were simulated.  

 

Methods 

We used a validated model of the ligamentous 

lumbosacral spine [2] built in ArtiSynth [3] and 

enhanced with pelvis, thorax, and a muscle set (Figure 

1A). The rigid vertebrae L1-S1 are interconnected with 

hyperelastic fiber-reinforced finite element 

intervertebral discs, ligaments, and facet joints. Lumped 

masses and moments of inertia were applied to all 

movable segments. Applied muscle datasets [4,5] were 

geometrically [6] and materially scaled. To reduce the 

number of individual activations to be optimized the 

muscles were grouped in 22 excitation components. 

Simplified as a central force acting on the diaphragm, 

the IAP was calculated assuming an ideal cylinder with 

constant volume compressed by the forces acting 

perpendicularly on the abdominal plate. All abdominal 

muscles were attached to the abdominal plate, which, 

like the muscle wrapping bodies, were kinematically 

driven by the vertebrae, pelvis, and thorax. Intradiscal 

pressure (IDP), muscle excitations, and IAP were 

predicted by inverse static simulations while keeping the 

chest upright. Three load cases C and three forms of IAP 

influence P were investigated: To replicate holding a 

heavy crate with arms close at chest level (C2) and 

extended (C3) in upright standing position a 20 kg 

load [7] was applied to the center of both hands. For 

reference, no load was lifted (C1) and the IAP was not 

manipulated (P1). Also, IAP was set to 25 mmHg (P2) 

and transversus abdominis muscles were activated by 

60% (P3).  

 

Results 

All results depended on the predicted IAP, external 

loads, and muscle activity. For C1-3 at P1, the L4/5 IDP 

were 0.68, 1.02, and 1.78 MPa, which agreed well with 

values measured in vivo [7]. Increasing the IAP without 

a lifted load barely changed the IDP (Figure 1B). In case 

of C1, the IAP for P1-3 were 9.1, 35.2, and 20.8 mmHg, 

respectively. For C3 all latissimus dorsi muscle exci-

tations varied by less than 10% and were below 52%.  

 
Figure 1: A) Active hybrid model with muscles in red, 

abdominal plate in transparent blue, and IAP force.  

B) Comparison of L4/5 IDP for evaluated load cases C. 

 

Discussion 

Different load cases and boundary conditions in upright 

standing were investigated. Without manipulating the 

IAP, the loads on the intervertebral discs showed very 

high agreement with in vivo data [7]. Further postures 

like leaning forward and load cases need to be 

investigated. The compressive influence of lumbar 

orthoses could only be simulated to a limited extent by 

increasing the IAP. Influences of the load-transmitting 

soft tissues must be considered in the future. Abdominal 

muscle contraction resulted in an increased IDP and a 

stabilization of the spine was assumed. Nevertheless, the 

generation of the IAP was simplified and could lead to 

erroneous assumptions. Only increasing the IAP 

relieved disc pressure during load lifting, but barely 

reduced posterior muscle activity. Overall, by 

combining classical finite element and multibody 

methods, the active hybrid model used demonstrated its 

potential for further studies on the lumbar spine. 
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Introduction 

The management of degenerative phenomena of the 

spine, particularly the lumbar spine, is a major health 

issue. Indeed, degenerative discopathies of the lumbar 

spine are frequent and disabling (low back pain, 

radiculalgia, etc.). Surgical arthrodesis procedures 

(TLIF, ALIF, OLIF, etc.) have provided a relevant 

response to this problem [1]. Nevertheless, the 

significant hindsight of these techniques has revealed 

mechanical complications in the medium and long term 

(adjacent syndromes, dislocations, etc.). This can be 

explained by the transfer of stress from the treated disc 

to the adjacent levels [2]. From this observation, a new 

approach to the treatment of disc disease has emerged: 

arthroplasty. The advantage being the preservation of 

physiological mobility. However, the majority of 

prostheses available on the market seem to offer a 

uniform design for a multitude of patients with varying 

spinal anatomy. These geometric variabilities probably 

have an influence on the biomechanical behaviour of the 

implants. The objective of this work is to study the 

influence of vertebral geometries on the biomechanical 

behaviour of prostheses during physiological loads. 

Methods 

To perform these tests, we used a 7DoF Franka Emika 

robot to apply pure moments to our samples and to 

reproduce physiological loads (Figure 1). The robot was 

positionally controlled for each direction: 

flexion/extension, lateral bending and axial rotation. 

Maximum amplitudes were imposed in accordance with 

the literature [3] with a moment limit set at +/- 5N.m. 

Two lumbar interbody prostheses were studied: Prodisc-

L (Centinel Spine) and Mobidisc-L (Zimmer Biomet). 

The tests were performed on two types of spine 

segments:  

- Two demonstrators of spinal units (3D printed, ABS) 

with flat endplates 

- Real geometry of 10 spinal units printed from 3D 

models obtained from segmentations of CT-scans of 5 

anatomic lumbar spinal segments (2F/3M). For each 

spinal unit, the lower vertebra was fixed, while the upper 

vertebra was linked to the robot end effector.  

Moment data was provided by the robot's internal 

sensors, and ranges of motion were measured by an 

Optitrack V120 Trio camera system. 

 

 
Figure 1: Loading setup with 2 vertebrae (L4 and L5) and the 

Prodisc-L (Centinel Spine) prosthesis. 

Results 

Ranges of motion were measured for each type of 

demonstrator specimen and for the different studied 

prostheses. Table 1 presents the results obtained on the 

prosthesis Prodisc-L for both types of plate geometry. 

Spinal unit Flat endplates Real geometry 

Flexion/Extension +19.1 / -19.1 +18.5 /-12.6 

Lateral Bending +18.9 / -18.9 +14.2 / -17.5 

Axial Rotation +180 / -180 +0.24 / -0.78 

Table 1: Ranges of motion (degrees) measured for the three 

simulated physiological movements offered by the prosthesis 

Prodisc-L (Centinel Spine)  

Discussion 

This study provides objective data of ranges of motions 

given by lumbar interbody prostheses fixed on realistic 

geometries and under physiological loadings. This 

studied did not considered interface with bone and 

supposed a perfect joint with endplates. Tests on healthy 

anatomical segments will have to be carried out in order 

to compare the behaviour of the prostheses (i) with 

mechanical response given by intact discs and (ii) by 

considering a real joint with bone tissues in a case of 

primary stabilisation. Furthermore, it will be relevant to 

analyse the influence of the prostheses on the 

mechanical behaviour of adjacent discs. 
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Introduction 

 

The spinal cord is attached in the spinal canal thanks to 

microstructures such as nerve roots (NR) and 

denticulate ligaments (DL). It has been shown that the 

presence of these structures help maintaining the spinal 

cord and prevents it from non-physiological extensions 

[1].  For a more accurate understanding and modelling 

of these phenomenon, better identification of the 

material properties of the DL needs to be done. This 

study intends to mechanically characterise those 

structures under quasi-static loading conditions at 

cervical, thoracic, and lumbar levels. 

 

Methods 

Six (2 cervical, 2 low thoracic and 2 lumbar) samples of 

DL were collected on a porcine spinal cord (80kg, 6 

months, landrace mixed with Yorshire). Tensile tests 

with a preload of 10 sinusoidal cycles of preconditioning 

and by a ramp at a strain rate of 0.1 s-1 and 0.5 s-1  

(quasistatic) were performed up to failure, on a Bose 

mechanical tester (GRIP ASST, T/C, 3200, Bose 

Corporation, Framingham, Massachusetts, US) 

equipped with a 17 N load cell (Fig. 1A). Maximum 

stress (σf), strain at maximum stress (εf) and modulus of 

elasticity for linear region (E) (Fig. 1B) were calculated 

from the load-displacement curves [2,3].  

 
Figure 1: A) Test protocol B) Typical mechanical 

response of a sample subjected to uniaxial stretch. 

Results 

Elastic moduli were found to be higher for the thoracic 

and lumbar samples than for the cervical ones. Higher 

elastic moduli were found for a strain rate of 0.5 s-1 at all 

spinal levels (Table 1, Fig. 2). 

 

Discussion 

Under similar conditions, the literature reports an elastic 

modulus between 3.26 MPa (SD : 1.45) and 4.42 MPa 

(SD : 2.27) at cervical level [3] which seems consistent 

with our results of 3.65 MPa (SR : 1 s-1) and 4.67 (SR : 

0.5 s-1) MPa. Results from our pre-study seems to 

indicate that the behaviour of the denticulate ligaments 

might depends on its location. Further testing will 

enable a statistical analysis to confirm these 

observations. 

 
n 

Strain Rate 

(s-1) 
E 

(MPa) 
εf 

σf 

(MPa) 

C 
2 1 3.65 0.139 0.467 

2 0,5 4.67 0.108 0.465 

T 2 1 6.65 0.0713 0.769 

2 0,5 8.71 0.0759 0.808 

L 2 1 6.17 0.0741 0.430 

2 0,5 6.95 0.0770 0.399 

Table 1: Representative mechanical parameters 

obtained at each spinal level (mean). C : Cervical 

region ; T : thoracic region ; L : lumbar spinal region. 

n : number of specimen. 

 
Figure 2 : E between spinal levels and strain rates. 
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Abstract
Cryotherapy as an emerging physiotherapy gradually
accepted and used by more athletes and coaches. The
purpose of this study was to investigate the influence
of cryotherapy on the balance ability after lower
extremity muscle fatigue. Twelve table tennis players
were selected in this research, all participant have to
join the cryotherapy intervention (CI) at first
experimental and the control group (CON) at second
experimental. The static and dynamic balance abilities
of the participants at six different moments (post warm
up, post fatigue, post intervention, 24h post
intervention, 48h post intervention and 72h post
intervention) were collected by a 1000 HZ Kistler force
platform and Y balance test system. SPSS19.0 software
was used to analyze the results of experimental
indicators by selecting two-factor repeated
measurement ANOVA. The result shows that: 1) From
the moment of 24h post intervention, the effect of
cryotherapy on dynamic balance recovery was
significantly better than no cryotherapy; 2) Except for
the COP (Center of Pressure) maximum displacement
on ML (Medium-Lateral axis) at the moment of 72h
post intervention, the cryotherapy had no positive
effect on the recovery of static balance ability; 3)
Cryotherapy has a significant negative impact on the
COP maximum displacement in ML and AP (Antero-
Posterior axis) at the moment of post cryotherapy,
which may lead to the decline of static balance ability.
The conlusion of this study was that it was not
recommended to use cryotherapy for balance recovery
if the competition was on the same day or within 24h.
The cryotherapy was recommended to use if the
competition was in the next day or after the next day.

Figure 1: The comparison of balance ability recovery
between CI and CON intervention at each moment.
Note: “A” indicates the difference of dynamic balance.
“B” indicates the difference of COP area. “C”
indicates the difference of COP displacement velocity
in ML. “D” indicates the difference of COP
displacement velocity in AP. “ E ” indicates the
difference of COP maximum displacement in ML. “F”
indicates the difference of COP maximum displacement
in AP. The “a” indicates that there is a significant
difference between the moment of post warm up and
other moments (post fatigue, post intervention, 24h,
48h and 72h). The “ b ” indicates that there is a
significant difference between the moment of post
fatigue and other moments (post intervention, 24h , 48h
and 72h). The “c” indicates that there is a significant
difference between the moment of post intervention and
other moment (24h, 48h and 72h). The “d” indicates
that there is a significant difference between the
moment of 24h and other moment (48h and 72h). The
“ e ” indicates that there is a significant difference
between the moment of 48h and the moment of 72h.
The “ * ” indicates that there was a significant
difference between the CI and the CON.
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Introduction 
The tethered swimming test has been used by coaches 
and researchers to evaluate sprinting performance, 
aerobic and anaerobic (power and capacity), and 
propulsive force [1,2]. We estimated the propulsive 
force contributions and its relationships with swimming 
performance over sprinters (SP), middle distance (MD), 
open water (OW) and recreational (RS) swimmers. 
Methods 
Main physical, performance characteristics and 400-m 
swimming performance (T400) are present in table 1. 
Maximal tethered swim tests (30-s) were measured 
during the competitive period with load-cell system 
connected to the swimmer, recording at 100 Hz with a 
measurement capacity of 1,000 N (Swimforce V1.0.0, 
Germany). All swimmers performed the tethered swim 
tests, in randomized order, (i) with arm stroke or (ii) 
with leg kicking or (iii) with full front crawl (whole 
body). The T400 was obtained 24-h after tethered swim 
tests. Analysis of variance and Pearson product-moment 
correlation coefficients (𝑟) were calculated.  
 

Variables 
  

SP 
(M=6,F=4) 

MD 
(M=4,F=6) 

OW 
(M=5,F=5) 

RS 
(M=10) 

Age (yrs) 18.7 ± 1.9 19.8 ± 1.2 17.1 ± 1.6 19.8 ± 0.6  
Weight(kg) 68.0 ± 9.6 53.8 ± 2.6 53.8 ± 5.8 60.9 ± 6.9 
Height (cm) 176.7 ± 7.6 169.7 ± 6.3 163.5 ± 5.2 170.2 ± 6.1 
Body fat (%) 20.9 ± 6.4 18.8 ± 2.3 12.3 ± 1.7 17.4 ± 3.5 
Grip strength(kg) 43.7 ± 5.4 42.9 ± 4.6 25.4 ± 5.7 35.3 ± 2.9 
Jump height(cm) 50.2 ± 10.4 37.4 ± 3.9 33.9 ± 4.3 36.8 ± 2.8 
T400 (s) 288.9 ± 1.4 280.4 ± 2.8  290.5 ± 2.1 483.0 ± 2.1 

 

Table 1: Main physical and performance characteristics 
of the swimmers. sprinters (SP), middle distance (MD), 
open water (OW) and recreational (RS) swimmers. 
Results 
Faster T400 was identified for middle distance (F 3, 36 
=19787.48; p = 0.001). Higher maximal (F 3, 37 =16.41; 
p = 0.001) and mean force (F 3, 37 =13.68; p = 0.001) 
were observed for sprint swimmers. The relative 
contributions of the mean force of the whole body were 
66.7, 69.1, 81.6 and 114.2%; arm stroke were 55.4, 54.4, 
76.0 and 80.4%, and leg kicking were 44.5, 45.5, 23.9 
and 19.5% for sprinters, middle distance, open water 
and recreation swimmers, respectively (Table 2). No 
significant correlations were observed between the 
maximal and mean force vs. T400.  
 

Variables  SP MD OW RS 
Maximum force (N) 
Whole body 438.5 ±182.5 244.6 ± 64.3 208.5 ± 8.4 157.9 ± 31.1 
Arm stroke 248.6 ± 86.1 178.9 ± 87.5 175.1 ± 59.6 136.6 ± 27.7 
Leg kicking 128.4 ± 33.5 119.1 ± 27.0 84.7 ± 29.9 97.5 ± 36.0 
Mean force (N) 
Whole body 88.9 ± 39.7 56.2 ± 18.7 39.2 ± 20.5 34.0 ± 14.3 

Arm stroke 73.9 ± 23.2 44.3 ± 16.6 36.6 ± 15.5 23.9 ± 10.4 

Leg kicking 59.4 ± 11.6 37.0 ± 23.0 11.5 ± 4.5 5.8 ± 3.4 
 

Table2: Data collected from the 30 s fully tethered front 
crawl swimming tests. sprinters (SP), middle distance 
(MD), open water (OW) and recreational (RS) 
swimmers. 
Discussion  
The arm stroke force produced is moderately to highly 
related to swimming speed in sprint distance. These 
findings support the idea that high-intensity front crawl 
swimming demand seems to be strongly influenced by 
the effective application of force during the arm stroke 
[1,2]. Mean leg kicking and arm stroke force plays an 
important role over short duration but is not well related 
to T400.  
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Introduction 

Running is one of the most common sports around the 

world. However, it is also associated with a high 

incidence of running related injuries (RRI), especially 

for lower limb injuries [1]. Due to differences in factors 

studied such as gender, footwear and technique, and 

methodology used in the published studies mainly 

because of the differences between chosen population. 

Currently, little consensus is found between the 

relationship and importance of these factors and the 

RRI. Thus, the objective of this review is to identify and 

synthesize the most commonly found injuries and the 

risk factors related to them in order to offer useful 

information for the design of RRI prevention strategies. 

 

Methods 

Four electronic databases were used: Google Scholar, 

PubMed, Scopus and Web of Science. Two reviewers 

independently screened studies for eligibility and 

subsequently reviewed to include a total of 63 articles. 

In the final selection of articles, it was only included 

those published since 2015 which were in English or 

Spanish and those that were far from the subject matter 

were discarded. These were divided into 4 proposed 

categories: most common running injuries, risk factors 

of running, running technique and footwear. Some of the 

articles were used in more than one of the categories. 

 

Results 

Injury incidence can range from 10 to 79%, the most 

common injuries are tendinitis (43%), muscle tears 

(22%) and sprains (21%) [1]. These are more frequently 

presented in lower limbs. Injury distribution could vary 

as shown in Table 1.  

 

Lower limbs  Upper limbs  

Knee (17.4%)  Lower back (8.7%)  

Feet (17.7%)   Hand (0.8%) 

Ankle (16.6%) Shoulder (0.5%) 

Table 1: Most common injured sites [2] 

 

Running risk factors can be classified into intrinsic 

factors and extrinsic factors. Among the most reported 

intrinsic factors are gender, strike pattern, training, and 

previous injuries. Less experience, fatigue, previous 

injuries, a higher body mass index, and higher weight 

were consistently classified as risk factors. There is 

inconsistency about gender and age. On the other hand, 

the main extrinsic factors reported were footwear, 

surface, intensity and training distance. A higher 

intensity of training, as well as bad habits during it, are 

considered risk factors. There is no agreement about 

footwear, surface, and training distance. 

Footwear is a risk factor extensively studied in running. 

However, literature is inconsistent about the benefits 

and risks of each footwear (conventional, minimalist, 

and barefoot running). The last two types cause other 

types of injuries that did not occur with conventional 

footwear. Some studies suggest that a gradual transition 

could reduce RRI [3]. Instead, some articles argue that 

there are no benefits between different footwear [4].  

Regarding running technique, strike pattern the most 

studied factor due to its relevance in force absorption 

and distribution. Different advantages and 

disadvantages were related to each pattern, however, 

runners presenting a rearfoot strike were consistently 

more prone to RRI [5].   

 

Discussion 

Evidence in relation to risk factors for RRI is limited and 

highly dependent on the population, methodology, type 

of study, and lesions studied. Populations studied among 

deferent studies varied in terms of age and gender 

distribution, geography, type of runner, etc. Other 

considerations to which differences in results can 

attributed are the follow up time used to assess the RRI, 

investigations focusing on particular of RRI or factors 

and the criteria used to define an injury. Future research 

is needed to confirm above risk factors and determine 

whether modifying these variables can help in injury 

prevention and treatment. It is suggested to standardize 

methods in order to prevent the sources of incongruence. 
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Introduction 
Muscle stretch shortening cycle (SSC) is a natural 
phenomenon associated with eccentric action preceding 
concentric contraction for powerful muscle action [1]. 
Despite muscle SSC can be observed at gait and run [2], 
its higher expression and accessibility can be observed 
on standard maximum vertical jump (MVJ) with long 
and short countermovement (CM) and SSC on 
countermovement (CMJ) and drop jump (DJ) for 
comparison with squat jump (SJ) and no CM [3]. 
Nevertheless, when we think about a specific 
movement, we do not think on muscle contraction or 
inhibition, with movement intention converted under 
central nervous control and proprioceptive system 
feedback for joint angular coordination [4]. In order to 
address lower limb joint angular coordination, linear 
methods have been applied [5] with an open issue on 
joint angle-angle nonlinear coordination assessment. 
 
Methods 
To assess lower limb joint angle-angle nonlinear 
variability during impulse phase at SJ, CMJ and DJ, 
vector coding was applied to the hip, knee, and ankle 
joint sagittal angle diagrams. Best MVJ trial with higher 
flight time was selected for each subject from 3 SJ, CMJ 
and DJ repetitions on a small sample of six heathy 
higher education sports students without specific train or 
sport modality, ages (21.5 ± 1.4) years, (76.7 ± 9.3) kg 
mass and (1.79 ± 0.06) m height. Inverse kinematics was 
performed from lower limb joint reflexive marks at 
selected anatomical points using SIMI Motion 3D. 
Angle-angle diagrams were plotted for the hip, the knee, 
and the ankle joint sagittal angle during impulse phase 
on each SJ, CMJ and DJ trials. Vector code was obtained 
for each angle-angle plot based on consecutive data 
points, determining coupling angle i from vector 
projection and vector length ri from its magnitude. Mean 
coefficient of correspondence was obtained for each 
trial by the product of the radial mean coupling angle 
and magnitude of directional concentration. 
 
Results 
Coupling angle presented at SJ trials initial instability 
with steady state convergence at the end of the impulse 
phase, whereas CMJ and DJ present at the start of the 
impulse phase negative  with gradual transition on CMJ 
and sharp transition on DJ to positive values at the 
upward impulse phase. Vector lengths presented at SJ 
increasing amplitudes during entire impulse phase, with 

CMJ and DJ increasing values at the start of the impulse 
phase followed by its decrease to null values and 
increase amplitude at upward impulse phase with final 
decrease. 

 

 

 
Figure 1: Coupling angle i and vector length ri time 
profiles of SJ, CMJ and DJ representative trials. 
 

 ±  H  K A  K H  A 
SJ () 46.00 ± 0.07 56.34 ± 0.13 34.33 ± 0.13 

CMJ () -48.68 ± 0,84 -0.62 ± 0.66 -74.86 ± 0.57 
DJ () 89.98 ± 0.66 56.64 ± 0.39 -89,1 ± 0.84 
SJ (r) 2.56 ± 0.23 2.23 ± 0.26 2.17 ± 0.27 

CMJ (r) 0.61 ± 1.26 0.69 ± 0.60 0.81 ± 0.91 
DJ (r) 0.90 ± 0,44 0.88 ± 0.54 0.80 ± 0.33 

Table 1: Hip, knee, ankle vector coupling angle, length. 
 
Discussion 
Lower limb joint coupling angle and vector length 
allowed detection of nonlinear coordination differences 
during impulse phase at SJ, CMJ and DJ. Circular mean 
and standard deviation of the hip, the knee, and the ankle 
joint coupling angles presented statistical significative 
differences on SJ, CMJ and DJ with lower mean and 
higher dispersion on CMJ. SJ presented higher mean 
vector length and lower standard deviation with CMJ 
opposite lower mean and higher standard deviation, the 
same trend presented by the correspondence coefficient. 
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Introduction 

Baseball is one of the most popular sports worldwide 

and participation continues to grow each year. The 

number of pitchers per team is also rising, with pitchers 

accounting for more than half of the team roster at the 

Major League level [1]. With the number of pitchers 

increasing, so are the number of injuries [2], most of 

which target the pitching arm. One of the most common 

pitches is the fastball, which is also the highest velocity 

pitch type. Faster balls are harder to hit, so higher 

velocity pitches are desired in a game. However, players 

who throw repetitively at high velocities are more 

susceptible to injury [3]. Ground reaction forces (GRF) 

have been determined to be an important component of 

the kinetic chain and have been found to be related to 

pitch velocity [4]. However, the contributions of the 

ground reaction moments (GRM), including ground 

reaction force moments, foot contact moments, and 

pivoting moments, to pitching velocity have not yet 

been determined. Knowing the effects of the entire 

pitcher-ground interaction could allow for more 

effective use of the kinetic chain and result in higher 

velocity fastballs. The purpose of this study was to 

validate a methodology that could be used to determine 

the effects of the pitcher-ground interaction on fastball 

velocity.  

 

Methods 

One male baseball pitcher (age: 22 yrs, height: 185.5 

cm, weight: 80.4 kg) with 15 years of fastball pitching 

experience was recruited for this methodology 

validation. The participant wore spandex shorts, normal 

practice shoes, and a baseball hat, and 58 retroreflective 

markers were placed on the body. An additional marker 

was placed on a standard baseball. A 10-camera motion 

capture system sampling at 500 Hz and 2 force plates, 

covered with artificial turf, sampling at 1,000 Hz were 

used to capture kinematic and kinetic data. The force 

plates were installed in a custom pitching mound, with 

one force plate on top of the mound and the other within 

the slope of the mound (Fig 1). Data was collected for 

10 successful fastball pitches and was processed using 

Kwon3D.  

 

Results 

This methodology provided information regarding the 

pitcher-ground interaction and pitch velocity. The 

average maximum GRF for the drive foot was 1.12 ± 

0.01 BW vertically and 0.48 ± 0.03 BW anteriorly; the 

average maximum GRF for the stride foot was 2.12 ± 

0.07 BW vertically and 0.87 ± 0.05 BW posteriorly (Fig 

2). The average velocity of the pitching wrist, used as an 

indirect indicator of ball velocity [4], was 13.86 ± 0.13 

m/s. 

 

 
Figure 1. Pitcher model and instrumented pitching mound. 

 

 
Figure 2. Vertical and anterior-posterior GRF patterns for 

the drive and stride feet. GRF values have been normalized 

by body weight. 

 

Discussion 

This methodology was able to successfully determine 

variables related to the pitcher-ground interaction and 

measures of pitch velocity. As a result of this validation 

study, a few changes were made to improve the 

methodology: camera positions were adjusted to better 

view the hands during the wind-up phase; the start of 

each trial was modified to have the hands start at the 

sides instead of together at the chest to avoid missing 

markers at the beginning of a trial; and a second force 

plate was added within the slope of the mound to create 

a larger area in which the stride foot could land. Using 

this methodology, future studies aim to investigate the 

relationship between the pitcher-ground interaction 

(GRFs and GRMs) and fastball pitch velocity. 
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Introduction 

Porous scaffolds play an important part in tissue 

engineering experiments in vitro, they are used for the 

housing of cells and facilitating the application of micro-

physical/chemical environment to cells during 3-

dimensional (3D) cell culturing. The scaffolds have 

porous structures which can affect the micro-mechanical 

environment that the cells undergo within a bioreactor 

(e.g., based on perfusion flow) [1]. Therefore, the ability 

to tune the micro-mechanical environment on cells can 

be achieved via scaffold porous geometric design. This 

study aims to investigate the effect of pore size and 

porosity on the scaffold permeability and fluid-induced 

wall shear stress (WSS) using a combination of 

computational and experimental approaches. With the 

outcome of this study, it is anticipated to provide a 

reliable basis for achieving efficient design of scaffold 

porous geometry.  

 

Methods 

We have proposed 2.5D scaffold struts (cylindrical 

shape in Figure 1a), which should allow for accurate 

controlling of the porosity and pore size, moreover the 

visualisation of the internal flow path under perfusion in 

the experiment. The investigated pore size and porosity 

are in the range of 300 – 1000 μm and 50% - 90%, 

respectively. The struts are placed within a custom-

made microfluidic device, which are fabricated with 

Poly(methyl methacrylate) (PMMA) by 3D printing 

(Figure 1a). A corresponding CFD model is set up for 

this microfluidic device system for calculating the 

scaffold permeability and WSS. In the experimental 

measurement, a peristaltic pump is connected to the 

microfluidic device for delivering the perfusion flow 

through the struts. The flow rate of the medium is altered 

using the pump to achieve an inlet velocity of 0.1 mm/s. 

Dyed water is used for visualizing the flow path within 

the struts, which will be compared to the CFD 

simulations.  

 

Results 

For the uniform struts, pore size was the more dominant 

independent variable for affecting WSS and 

permeability.  As pore size decreased the WSS increased 

parabolically (Figure 1b), whilst permeability was 

linearly increased through increasing pore size.  

 
Figure 1 (a) Custom-made microfluid device with 2.5D 

struts; (b) results of permeability and WSS as functions 

of porosity and pore size. 

Discussion and Conclusion 

Pore size and porosity have shown to directly effect 

WSS and permeability conspicuously. The permeability 

of porous solid can be calculated by Kozeny-Carman 

equation [2], while in our study it is beyond the 

capability of Kozney-Carman equation as the pore size 

and pore shape are not explicitly considered in Kozeny-

Carman equation. In the future, the database of 

geometry-dependent permeability and WSS will be 

updated with more experimental data. Afterwards, a 

surrogate model, which describe the relationship 

between geometric parameters and permeability as well 

as WSS will be developed for facilitate efficient scaffold 

design.   
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Introduction: 

In this study we have designed and manufactured a 

bioreactor that allows to study, for the first time, the 

effect of torsional shear mechanical waves on a 

population of melanoma CSCs (MEL-1) and 

differentiated cells over tumor and non-tumor cells as a 

potential alternative cancer treatment.  

There is no previous information on the scientific 

literature explaining the use of torsional waves in the 

treatment of cancer. The stimulation is produced by 

these elastic shear waves that propagate through soft 

tissue radially and in depth with a curved geometry. 

Malignant melanoma is the most aggressive skin cancer 

with poor prognosis; contributes to 90% the mortality of 

skin cancers. The main problem of melanoma therapies 

is the lack of effectiveness treatments, due to the 

presence of the cancer stem cells (CSCs), cells 

responsible for tumor initiation, metastasis and cancer 

recurrence.  

Cancer Stem cells (CSCs) are a small subpopulation of 

cells present in tumors and they are considered as tumor 

initiating cells (TICs). They also are capable of 

maintaining the heterogeneity. Tumor growth is related 

to diverse changes in biomechanical structure of 

microenvironment such as matrix stiffness, growth-

induced solid stresses, high fluid pressure and increased 

interstitial flow. All those changes are controlled by 

mechanical forces that contribute and promote to 

tumorigenesis and tumor cell invasion (1)(2)(3). 

Methods: 

Torsional waves, with different configurations were 

employed in diverse types of tumor cells, aggregates of 

differentiated tumor cells, and healthy cells 

(fibroblasts).  

Incorporated motors in this device were tailored in such 

a way that exerting contact pressure was optimiezed 

modifying the motor height to ensure proper rotation. 

Each well-plate was carefully filled with a mixture of 

alginate hidrogel. Those ones were stimulated with 

different frequencies and amplitudes: from 10 Hz to 

1000 Hz and from 2 volt to 10 volt. Control samples 

were same conditions but without motor movement. 
 

Results and conclusion: 

A bioreactor has been developed that allows the 

application of novel torsion waves. These waves have 

been shown to affect differently depending on the cell 

type. 

In a first experiment, torsion waves decreased the 

proliferation of tumor cells during the first 72 hours; 

with the 10 Hz resulted in the most attenuated CSCs 

proliferation. On the other hand, the 1000 Hz frequency 

also affected isolated differentiated cells. For healthy 

cells, such as fibroblasts, the tendency was mostly to 

grow. Next, we increased the stimulation time up to 7 

days with 10 Hz, focusing on CSCs and monolayer 

cultures, again, torsional waves decreased the 

proliferation of tumor cells (Figure 1). Our results of this 

pilot study allow us to observe the effect of torsional 

waves with various frequencies on CSCs. In conclusion, 

torsion waves could have the potential to constitute a 

new non-invasive treatment against melanoma that can 

be applied in clinic in monotherapy or with existing ones 

as a combined treatment. 

 
Figure 1: Proliferation assay in cancer stem cells and 

control for 7 days. 
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Introduction 

Scaffolds created with the TPMS (triply periodic 

minimal surfaces) method have been developed to be 

used as bone and cartilage substitutes. For both 

applications, tissue engineering (TE) scaffolds must 

provide appropriate mechanical support and allow for 

convenient tissue regeneration [1]. To verify these 

properties, parameters such as the permeability and the 

stiffness of the structure must be characterized.  

The aim of this work was to determine the mechanical 

and fluidic properties of different TPMS scaffolds, 

varying not only the basic structure and the porosity, but 

also the length of the basic cubic unit. The goal was to 

understand the behavior of the scaffold when built with 

growing cell sizes, as this will add to pore size as a 

determinant factor for additive manufacturing. 

 

Methods 

The TPMS scaffolds considered here are Schwartz D, 

Gyroid and Schwartz P, with 70 and 80% porosity 

(ahead referred from SD70 to SP80). For the 

computational fluid dynamics (CFD) simulations, each 

basic cubic unit was made of 40 elements per side. All 

the meshes were generated by an existing Python code 

[2]. In this script, the parameters to be changed are the 

scaffold geometry, the porosity and the length of each 

cubic unit of the scaffold. As so, 5 cell sizes were 

studied: 1mm, 2.5mm, 5mm, 7.5mm and 10mm. 

The CFD simulations were performed with FLUENT 

ANSYS (Ansys Inc., Canonsburg, Pennsylvania, USA). 

As the aim is to study the fluid flow through the scaffold, 

the geometry used with the software was the inverse of 

the scaffold. The computational cost was too high for 

the entire scaffold to be simulated; thus, a simpler 

configuration was adapted, i.e., 1x1x4 instead of 4x4x4 

cubic unit configuration previously designed for 

experimental permeability studies [2]. 

In the simulations, the fluid flows along the y direction, 

while the other directions (x and z) are constrained by a 

periodic boundary condition. This periodic model does 

not consider the effects at the walls in the calculation of 

the pressure drop, but a correction factor as previously 

been studied to account for the effects of the walls [3]. 

No slippage on the walls and a zero-pressure outlet were 

also considered. The flow regime must be laminar and 

not turbulent to get correct results under Darcy’s law [2]. 

Thus, two different flow velocities were studied (0.0005 

m/s and 0.001 m/s), in order to verify that this criterion 

is respected (i.e., that the calculated permeability, which 

is the main output here, is the same for both velocities). 

Results 

The permeability for each square size and for each level 

of porosity was calculated, considering each type of 

TPMS scaffold, meaning that 6 different curves of the 

permeability as a function of the cell size were plotted. 

Fig. 1 shows an example for the SG scaffolds. The SP 

scaffolds presented the steepest increase of permeability 

(74%) for an increase of 10% of porosity, while SD 

presented the lowest variation (32%). These values were 

constant across the different cell sizes.   

 

 
Figure 1. Permeability as a function of the cell size for 

SG70 (in orange) and SG80 (in blue). 

 

Discussion 

Permeability has increased with the cell size as 

theoretically expected. However, the way it increases 

depends on the type of TPMS structure. Whatever the 

cell size of the TPMS scaffold, the increase of 

permeability with the porosity occurred in the same 

proportion.  Moreover, the CFD simulations revealed 

that the increase of permeability with the increase of the 

cell size of the basic unit of the scaffold follows a square 

function for all the TPMS structures. This means that 

higher permeability can be achieved without increasing 

the porosity of the scaffold, allowing for the 

maintenance of the equivalent mechanical properties of 

the scaffolds. Experimental verification will be a 

continuation of this study, but these results are 

promising for the development of tailored scaffolds for 

TE applications, as they help to define appropriate 

volume fraction/pore size relationships. 
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Introduction 

Cartilage tissue engineering (TE) strategies for repairing 

and regenerating articular cartilage have struggled to 

mimic the biochemical and biomechanical 

microenvironment of native articular cartilage, 

particularly the collagen fiber alignment, progressing 

from parallel in the superficial zone, to radial or random 

in the middle zone, and finally orientating perpendicular 

in the deep zone [1]. In this regard, electrospinning has 

been widely used for cartilage repair due to the 

similarity between the fabricated and the collagen fibers 

of the native tissue [2]. Recently, it has been reported 

the development of three-dimensional (3D) electrospun 

scaffolds by means of post-processing strategies of the 

electrospun meshes [1,3]. However, these strategies are 

not automated, resulting in low reproducibility. To 

overcome this limitation, a new 3D electrospinning 

platform has been developed, that allows not only the 

fabrication of 3D aligned electrospun scaffolds with 

specific fiber alignments, but also the incorporation of 

cells within the fibrous layers [4,5]. Thus, in this work, 

the zonal fiber alignment was replicated in 3D 

electrospun scaffolds laden with chondrocytes using this 

platform in a fully automated manner. 

 

 

Methods 

All experiments were performed on a newly patented 

electromechanically 3D electrospinning platform [4,5], 

in which fibers are collected and deposited in a collector 

in accordance with a predetermined fiber alignment 

(Figure 1b). All equipment and materials used in these 

experiments were sterile or thoroughly sterilized. A 

polymeric blend of polycaprolactone (PCL) and Gelatin 

(GEL) in 2,2,2-trifluoroethanol mixed in a proportion of 

6:4 was used to fabricate the 3D scaffolds. An 

immortalized human chondrocyte cell line C28/I2 was 

incorporated within the 3D scaffolds in an alternated 

manner with the polymer electrospinning, after which 

chondrocyte metabolic and distribution within the fibers 

and extracellular matrix production was assessed after 7 

days of culture. 

 

 

Results 

3D electrospun scaffolds were successfully fabricated 

with the fiber alignments observed in native articular 

cartilage: aligned parallelly in the top layer, radially in 

the middle layer and perpendicularly in the bottom 

layer, as depicted in Figure 1. Chondrocytes were able 

to survive the layering process and proliferate over time. 

Scanning electron microscopy and hematoxylin and 

eosin staining revealed cells dispersed between the 

fibrous layers, suggesting that chondrocytes were 

retained in the fibrous structure. Small amounts of 

collagen and glycosaminoglycan were visually detected 

by sirius red/fast green and alcian blue staining. 

 

 
Figure 1: Resulting 3D scaffold (a) and the programmed 

fiber alignment (b) with the respective zonal layers. 

 

 

Discussion 

It was possible to fabricate 3D scaffolds with zonal 

fibrous alignments in a fully automated manner. 

Furthermore, chondrocytes survived and retained their 

proliferative capacity after the layering process, and 

synthesized extracellular matrix, implying a potential 

beneficial impact of the zonal fibrous alignment on 

chondrocyte behavior. 
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