
Computer Methods and Programs in Biomedicine 255 (2024) 108326

0169-2607/© 2024 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Information extraction from medical case reports using OpenAI InstructGPT

Veronica Sciannameo a,1, Daniele Jahier Pagliari b,1, Sara Urru c, Piercesare Grimaldi d,
Honoria Ocagli c, Sara Ahsani-Nasab c, Rosanna Irene Comoretto d, Dario Gregori c,
Paola Berchialla a,*

a Centre for Biostatistics, Epidemiology and Public Health, Department of Clinical and Biological Sciences, University of Turin, Regione Gonzole 10, Orbassano 10043,
Italy
b Department of Control and Computer Engineering, Politecnico di Torino, Turin 10129, Italy
c Unit of Biostatistics, Epidemiology and Public Health, Department of Cardiac, Thoracic, Vascular Sciences and Public Health, University of Padova, Padua, Italy
d Department of Public Health and Pediatrics, University of Torino, Via Santena 5 bis, Torino 10126, Italy

A R T I C L E I N F O

Keywords:
Large language model
Natural language processing
Information retrieval
Case reports

A B S T R A C T

Background and objective: Researchers commonly use automated solutions such as Natural Language Processing
(NLP) systems to extract clinical information from large volumes of unstructured data. However, clinical text’s
poor semantic structure and domain-specific vocabulary can make it challenging to develop a one-size-fits-all
solution. Large Language Models (LLMs), such as OpenAI’s Generative Pre-Trained Transformer 3 (GPT-3),
offer a promising solution for capturing and standardizing unstructured clinical information. This study evalu-
ated the performance of InstructGPT, a family of models derived from LLM GPT-3, to extract relevant patient
information from medical case reports and discussed the advantages and disadvantages of LLMs versus dedicated
NLP methods.
Methods: In this paper, 208 articles related to case reports of foreign body injuries in children were identified by
searching PubMed, Scopus, and Web of Science. A reviewer manually extracted information on sex, age, the
object that caused the injury, and the injured body part for each patient to build a gold standard to compare the
performance of InstructGPT.
Results: InstructGPT achieved high accuracy in classifying the sex, age, object and body part involved in the
injury, with 94%, 82%, 94% and 89%, respectively. When excluding articles for which InstructGPT could not
retrieve any information, the accuracy for determining the child’s sex and age improved to 97%, and the ac-
curacy for identifying the injured body part improved to 93%. InstructGPT was also able to extract information
from non-English language articles.
Conclusions: The study highlights that LLMs have the potential to eliminate the necessity for task-specific training
(zero-shot extraction), allowing the retrieval of clinical information from unstructured natural language text,
particularly from published scientific literature like case reports, by directly utilizing the PDF file of the article
without any pre-processing and without requiring any technical expertise in NLP or Machine Learning. The
diverse nature of the corpus, which includes articles written in languages other than English, some of which
contain a wide range of clinical details while others lack information, adds to the strength of the study.

1. Introduction

Natural Language Processing (NLP) has become a key resource in
clinical research, particularly for extracting clinical information from
unstructured natural language texts contained in data sources such as
Electronic Health Records (EHRs) and clinical notes. Researchers

increasingly turn to automated solutions to extract crucial information
quickly and efficiently from large volumes of unstructured data and
convert it into a structured format to feed machine learning and statis-
tical models.

A review by Kreimeyer et al. [1] identified various NLP systems (i.e.
rule-based NLP approaches, hybrid systems, purely machine learning
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methods) that are used to extract unstructured clinical information from
sources like clinical notes, radiology and pathology reports, biomedical
literature, and clinical trial documents. These systems are primarily used
to extract drug names, dosages, specific symptoms, and pathologies. In
addition, several libraries have been developed for use within dedicated
software. Examples include rEHR for managing and analyzing EHR data
[2], ctrdata for retrieving and analyzing clinical trials in public registers
[3], and medExtractR for extracting medication information from clin-
ical notes combining lexicon dictionaries and regular expressions [4], all
of which are available for the popular R software. However, the unique
characteristics of clinical text, such as its poor semantic structure and the
presence of domain-specific vocabularies, make it challenging to
develop a one-size- fits-all solution for NLP systems which are, instead,
often tailored to specific domains. As an example, Regextractor [5] uses
39 manually designed regular expressions for retrieving specific infor-
mation from a pulmonary function test text data, or COAT [6], which is a
hybrid approach based on rules and machine learning algorithms spe-
cifically developed to retrieve the Gleason score, tumour stage, and
margin status from pathology reports.

The machine learning approach to NLP solutions presents several
challenges due to the requirement for training and fine-tuning on
appropriate data to identify specific pieces of information of interest
accurately. This process is time-consuming and requires experts with
advanced skills in NLP. For example, Regular Expression Discovery
Extractor (REDEx) is a supervised learning algorithm that uses regular
expressions [7] that was trained on 268 primary care notes (plus snip-
pets from another 300) and tested on 3561 notes, to retrieve
bodyweight-related measures, such as weight, height, BMI, and
abdominal circumference.

More generally, very few systems have been applied to multiple
clinical domains, indicating that these systems may have a narrow focus.
Thus, there is a need for NLP systems that are more widely applicable
and flexible, capable of adapting to diverse domains.

An alternative solution for capturing and standardizing unstructured
natural language clinical information is offered by Large Language
Models (LLMs), such as OpenAI’s Generative Pre-Trained Transformer 3
(GPT-3) [8]. LLMs are large deep neural networks based on the Trans-
former architecture, which have been able to produce human-like re-
sults on a wide range of different NLP tasks with minimal (or no)
specialized training.

One of the key factors behind the impressive results of modern LLMs
like GPT-3 is their self-supervised pre-training procedure, which lever-
ages vast amounts of text available on the Internet. Pieces of text are fed
to an LLM after masking some words or removing the end, and the model
is trained to reconstruct or complete the missing parts. This allows LLMs
to learn the task-independent structure of natural language from a vast
amount of data, which would not be available in a labelled form [9].
Then the model can perform various tasks without being specifically
trained for them, or at most after a fine-tuning phase on a much smaller
amount of labelled data.

GPT-3 has been applied to tasks such as text and code completion,
translation, correction, and optimization [10–12]. There is a consensus
among healthcare researchers that GPT-3 and other LLMs could poten-
tially be used to improve the efficiency of automatic tools for extracting
clinical information from unstructured natural language texts present in
EHRs [13,14]. However, the standard LLM learning procedure is not
designed to instruct these systems to extract specific pieces of clinical
information from a block of free text. For this reason, some additional
partially or completely supervised training steps are required to align
LLM outputs with user needs. An example is the procedure used to
generate InstructGPT [15], a family of models directly derived from
GPT-3 using an additional three-step procedure based on human
feedback.

Our study aims to evaluate the performance of InstructGPT in
extracting clinical data from unstructured natural language free text
from published papers directly from the PDF file. Specifically, we

provide prompts to InstructGPT to extract relevant patient information
from medical case reports and assess its performance as a ready-to-use
tool to assist researchers in similar routine tasks. Extracting this type
of information from published case reports can be useful for conducting
secondary analyses on published works and, for example, providing a
descriptive overview of all the available literature on a specific topic of
interest. Additionally, extracted information could be used for more
advanced literature analyses, such as Structural Topic Modeling, which
also allows the inclusion of covariates. Finally, we compare the advan-
tages and disadvantages of LLMs versus dedicated NLP methods.

2. Materials and methods

2.1. Data source

We identified 208 publications related to case reports on pediatric
body injuries from January 1, 2017, to December 31, 2021, searching
PubMed, Scopus, and Web of Science (WoS). Foreign body injuries in
children can be caused by various types of objects, such as small toys,
coins, or food, and can occur in different parts of the body (ears, eyes,
nose, etc.). They can range in severity and may require different types of
treatment depending on the location and type of foreign body involved
[16]. The aim of this collection of clinical case reports was to evaluate
the performance of InstructGPT as a tool for extracting clinical infor-
mation from a broad range of pediatric foreign body injuries, for which
there is currently no automated tool available.

The articles gathered were manually downloaded in PDF format,
with 95% (197 articles) written in English and the remaining written in
Russian (4), French (3), Spanish (2), Danish (1) and Dutch (1). We used
the Python library PDFPlumber version 0.7.6 with default parameters
[17] to extract the text (including titles, page headers/footers, refer-
ences, etc.) from the PDF [8].

2.2. Reference method: manual labelling from human

A single reviewer manually extracted information on sex, age,
injured body part, and object that caused the injury for each patient
from the articles. The gold standard should require two annotators, but
in this case, given the descriptive nature of the case reports, the type of
information to be extracted was straightforward for a human annotator.
Thus, to carry out the task, a medical resident was employed. Moreover,
a second different person validated the results of InstructGPT, thus
allowing for verification of the correctness of the information extracted
by the annotator. The corresponding labels for this information served as
the gold standard reference method against which we compared the
performance of InstructGPT. For articles written in Danish, Dutch,
French, Russian, and Spanish, we used Google Translate to retrieve this
information as none of the authors are proficient in these languages.

2.3. Testing method: InstructGPT

InstructGPT is a family of Deep Learning (DL) algorithms developed
by OpenAI [18], derived by fine-tuning the Generative Pre-trained
Transformer 3 (GPT-3) model via a technique called Reinforcement
Learning from Human Feedback (RFHL). The fine-tuning process con-
sists of three steps: (i) human labellers create pairs of input text
(prompts) and corresponding desired output. The model is trained to
generate the same output as the labeller through supervised learning.
(ii) The model is given a prompt and generates multiple possible out-
puts, which are then ranked by human labellers based on their align-
ment with the prompt. These rankings are used to construct a Reward
Model (RM), which assigns a higher reward to higher-ranked outputs.
(iii) The model is further fine-tuned using the previously constructed RM
through a reinforcement learning approach [15].

InstructGPT models are accessible through a public application
programming interface (API) in Python, which allows users to provide

V. Sciannameo et al.



Computer Methods and Programs in Biomedicine 255 (2024) 108326

3

prompts to the trained model hosted in the cloud and receive the
models’ response [18].

InstructGPT processes text by dividing it into tokens. The amount of
text that can be fed into the model is restricted to 4,097 tokens, which
was not always sufficient to include the entire text of a medical case
report. Therefore, to feed InstructGPT as much text as possible, we
employed the following iterative procedure: (i) we initially provided
InstructGPT with the entire text or the first 12,000 characters if the
document was longer; (ii) if the tokenization process resulted in more
than 4,097 tokens, we removed 2,000 characters from the end of the text
and repeated the API invocation up to a maximum of 5 times.

We chose to exclude text from the end of the document as the ma-
jority of clinically relevant data is typically found in the initial pages of
the report, whereas the final pages usually contain less important in-
formation, such as references and authors’ bios.

We used the InstructGPT variant called “text-davinci-003”, because
it is the most capable among the four base models of the family and
allowed us to use the highest number of tokens. Furthermore, text-
davinci-003 can handle complex instructions.

When making an API request, users can specify additional parame-
ters to influence the response provided by InstructGPT. The two most
important are temperature and top_p, which affect the determinism of
the model’s response. The official documentation [18] recommends
only adjusting one of these parameters, so in our experiments, we set the
temperature to 0.5 and kept top_p fixed at 1. The chosen value of tem-
perature strikes a good balance between determinism and creativity in
the model’s output. We wanted to extract specific pieces of information
with a single correct answer (high determinism). Still, we also wanted
the model’s output to be in a machine-readable format that could be
directly used for statistical analyses. With a well-designed prompt
message, this can be achieved in a single attempt for most documents.
However, since the model is trained on natural language texts, it may
occasionally generate the response in an unexpected format. By avoiding
a temperature that is too low, we reduced the likelihood of getting such a
wrong format multiple times when repeating the request.

We asked InstructGPT to extract information on the child’s sex, age,
injured body part, and the type of object that caused the injury from the
text of the articles. We follow the guidelines [18] to generate prompt
messages for each of these extractions. The specific prompts provided to
InstructGPT are shown in Table 1:

For sex, age, and body part, we only accepted responses from
InstructGPT that were directly in a machine-readable format, i.e., a
single letter (M or F) for sex extraction; one or two numbers followed by
Y or M for age extraction (e.g., 3Y, 18 M, or 1Y6M); one of the categories
listed in the prompt for body part extraction.

Responses in any other format were automatically rejected, and the
extraction was repeated using a new API request. For the object
extraction, we did not impose any constraints on the response as the
number of possible objects is virtually unlimited and cannot be easily
organized into categories. In this case, the accuracy of the response
compared to the reference human annotation was checked manually.

The performance of InstructGPT was evaluated using accuracy,
which measures the number of correctly extracted data compared to the
total number of case reports containing that information, and Cohen’s
Kappa, to evaluate the concordance between InstructGPT and the gold
standard (i.e., the manual human extraction).

All analyses were performed using Python [19] and R 4.2.1 software
[20]. More in detail, Python was used to perform the text extraction
from PDF and to interact with InstructGPT; while R was used to analyze
the data retrieved.

3. Results

The corpus of PDF publications on pediatric foreign body injuries
published from 2017 to 2021 consists of 208 articles. When retrieving
the child’s sex, InstructGPT correctly classified 94% of the articles (with

a Cohen’s Kappa of 0.88), correctly identifying 78 females and 109
males. When extracting the age of the patients, InstructGPT correctly
retrieved information from 82% of the case reports (168 articles), with a
Spearman correlation coefficient of 0.99 when considering age
expressed in months. Overall, InstructGPT failed to retrieve any infor-
mation about age on 32 articles and provided a wrong age in 5 articles.
Among them, two errors can be considered negligible (2 years instead of
the reported 2.5 years and 2 instead of the reported 2.33 years).
InstructGPT also performed well in extracting information about the
object and part of the body that was injured, with accuracies of 94% and
89%, respectively. When extracting the part of the body that was
injured, InstructGPT was unable to retrieve the information in 8 papers,
while when extracting information about the object, it was unable to
retrieve it in 2 papers. More detailed results can be found in Tables 2 and
3.

Excluding articles for which InstructGPT was unable to retrieve any
information resulted in improving accuracies of 97% for the child’s sex
and age and 93% for the part of the body that was injured.

In 5 articles, InstructGPT produced incorrect extractions for all tasks.

Table 1
InstructGPT prompts for extraction of clinical information.

Data to extract
from PDF

InstrucGPT Prompt Text

Sex “I will give you the text of a medical case report paper. Tell me
the sex of the patient subject of the study. Write M if the sex is
male and F if the sex is female. Write no other output. This is
the text of the paper: {message}. The sex of the subject is:”

Age “I will give you the text of a medical case report paper. Tell me
the age of the patient subject of the study. Reply with a single
number and a unit of measure: Y for years, M for months. Reply
with N/A if you don’t know the answer. Write no other output.
This is the text of the paper: {message}. The age of the subject
is:

Part of the Body “I will give you the text of a medical case report paper. Tell me
the body part of the patient that was injured. Write no other
output. This is the text of the paper: {message}
Reply selecting the subject body part that was injured from one
or more of these categories, as lowercase words separated by a
comma.
- head
- eye
- ears
- nose
- mouth
- neck
- throat
- trachea
- esophagus
- stomach
- abdomen
- bowel
- lung
- bronchus
- bladder
- genitals
- arm
- leg
- other
The subject body part that was injured is:”

Object “I will give you the text of a medical case report paper. Tell me
the object that hurt the patient. This is the text of the paper:
{message}. The object that hurt the subject is:”

Table 2
Confusion matrix between the actual class of children sex (Human) and the in-
formation extracted by InstructGPT from articles. NC = Not Classified.

InstructGPT

F M NC

Human
F 78 (39.2%) 3 (1.5%) 2 (1.0%)
M 3 (1.5%) 109 (54.8%) 4 (2.01%)

V. Sciannameo et al.
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One of these articles contained a review in addition to the case report,
and errors occurred during the text extraction from the PDF process for
two others due to limitations of the PDFPlumber Python library, pre-
venting InstructGPT from reading them.

In supplementary Table S1 we reported the errors committed by
InstructGPT on the extraction of sex, age, part of the injured body, and
object compared with the reference method.

4. Discussion

The study aimed to explore the ability of LLMs to extract information
from raw PDFs of clinical case reports automatically. To this purpose, we
used instructGPT on case reports about pediatric foreign body injuries to
extract data on child’s sex, age, injured body part, and foreign body
type. Our analysis included 208 articles from PubMed, Scopus, and WoS
written in various languages. The results of the study showed that
InstructGPT was able to accurately extract clinical data with the highest
performance achieved in retrieving the child’s sex and type of foreign
body that caused the injury (accuracy = 94%) and the lowest one ob-
tained when retrieving age (accuracy = 82%). The relatively low ac-
curacy on age could be due to the inconsistent reporting, i.e. age was
sometimes reported using months, sometimes years and other times
using decimal points (e.g., 2.5 years). This hypothesis is supported by
the fact that InstructGPT exhibited more errors when retrieving ages
expressed in months, an aspect that may not have been adequately
accounted for in the prompt message. As a result, it is possible that better
accuracy could be achieved by revising the prompt message to account
for this variation.

This result suggests that pre-trained LLMs like InstructGPT can be
effectively used to automatically extract information from raw PDF file
format of clinical case reports without task-specific fine-tuning, making
instructGPT an almost ready-to-use tool for information retrieval. The
diverse nature of our corpus, which includes papers written in multiple
languages and encompasses various fields with varying degrees of
missing information, contributes to the strength of our study.

Among the several NLP systems trained to extract numerical infor-
mation from text, Regular Expression Discovery Extractor (REDEx) and
Regextractor showed the highest accuracy. REDEx achieves a precision
of 98.3% to retrieve bodyweight-related numerical values such as
weight, height, BMI, and abdominal circumference, whereas Regex-
tractor [5] resulted in an accuracy of 99.5% on pulmonary function test
text.

Regextractor and REDex outperformed InstructGPT in accuracy
when applied to retrieving age. However, it is worth noting that the
input data assigned to Regextractor was machine-generated, which may
limit its ability to extract information from unstructured human-
generated documents. On the other hand, REDex, which is a machine
learning-based system, may require a larger amount of data for training
to perform well in different clinical contexts. In contrast, InstructGPT
has the flexibility to be easily adapted for use in various domains and can
perform a wide range of tasks without the need for extensive training
data.

One of the key advantages of IntructGPT is its flexibility in not being

limited to specific types of output, such as numbers, but rather allowing
for the extraction of multiple types of information. In the literature,
other NLP systems exist that allow for multiple types of extraction, such
as COAT and BioMedICUS [21]. For example, COAT achieves extremely
higher accuracy in retrieving the Gleason score, tumour stage, and
margin status from pathology reports (99.7%, 99.1%, and 97.2%,
respectively).

However, several key differences between InstructGPT and COAT or
BioMedICUS make InstructGPT a competitive option. First, while COAT
and BioMedICUS are designed to work on specific types of documents
with pre-defined formatting, InstructGPT can be applied to any docu-
ment. For example, COAT is designed to extract information from pa-
thology reports, which are typically formatted as attribute-value pairs
(e.g., “Margin Status: Negative”) [22], greatly simplifying the extrac-
tion, while BioMedICUS relies on rule-based techniques to identify
section and subsection headings to localize the text that contains the
required information (e.g., patients’ family history). Furthermore, a
rule-based system, although not requiring training data, necessitates an
expert to create the rules themselves, in addition to typically having
several configuration parameters that need to be correctly set for each
type of extraction. On the contrary, the InstructGPT-based approach
only requires the construction of a prompt in natural language, which is
much easier to prepare, even for a medical professional and not a sta-
tistics/ computer science expert. Secondly, the more complex extrac-
tions performed by COAT and BioMedICUS require a machine learning
model that has been specifically trained for that task. For instance, the
COAT pipeline described in [22] uses a Support Vector Machine (SVM)
trained on 782 pathology reports to extract surgical margin status, and
BioMedICUS uses an SVM trained on 329 documents to identify sen-
tences containing a patient’s family history. In contrast, InstructGPT
does not require any training to make it usable on small sets of docu-
ments as well. Thirdly, adapting COAT or BioMedICUS to extract new
types of information can be challenging and requires advanced NLP
skills to design a new pipeline and appropriate regular expressions. In
contrast, with InstructGPT, users only need to provide a human-readable
prompt in the form of those reported in Table 1, making it easier for
non-NLP experts, such as physicians, to utilize by following simple
guidelines.

In summary, the main advantage of using LLMs such as InstructGPT
for data extraction from articles is that they do not require any data pre-
processing or training, thus enabling an entirely “no-code” approach for
the extraction. Furthermore, they do not require any programming skills
in that it is sufficient to input the queries in natural language. The
absence of the training phase also reduces the amount of data required,
because no splitting into training/test set is necessary. Finally, since the
model is hosted in cloud and accessible through a web API, combined
with the absence of data pre-processing and training, makes it unnec-
essary to have high-performing computers.

This approach also overcomes language barriers, as we had papers
written in Dutch, French, Russian, Danish, and Spanish, from which
InstructGPT had no difficulties extracting the required information
(Supplementary Table S2).

One potential limitation of the study is that paper processing cannot
be fine-tuned to the wanted search. Linked to that, another limitation is
that the LLM is used as a “black box”, making it difficult to analyze,
interpret, and diagnose extraction errors. In general, the effectiveness of
the approach is completely dependent on the model provider (OpenAI in
the case of InstructGPT). Other NLP approaches could provide more
accurate results once tailored for a specific type of extraction. However,
a solution such as InstructGPT could be very useful for small corpora of
documents (not allowing task-specific training) or to perform uncon-
ventional extractions for which a dedicated NLP system does not exist.

5. Conclusions

This study explored the ability of pre-trained language models

Table 3
Number of articles for which child’s sex, age, part of the injured body, and object
were extracted correctly (accuracy) and wrongly or not extracted (errors + Not
Classified (NC)).

Sex Age Part of the
body

Object

Correct (accuracy) 187
(94%)

168
(82%)

183 (89%) 188
(94%)

Mistake (errors þ NC) 12 (6%) 37
(18%)

22 (11%) 13 (6%)

Total number of articles
reporting the information

199 205 205 201

V. Sciannameo et al.
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(LLMs) to extract information from clinical case reports in raw PDF file.
The results showed that InstructGPT effectively extracted data on pe-
diatric foreign body injuries, without requiring task-specific fine-tuning.
InstructGPT was found to be more flexible and user-friendly compared
to other NLP systems. Its advantages include not requiring data pre-
processing, programming skills, or extensive training data. These fea-
tures make it an accessible and efficient tool for data extraction.
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