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Abstract: The complete and incomplete fusion cross sections for °Li+**’Bi were measured using the in-beam y-ray
method around the Coulomb barrier. The cross sections of (deuteron captured) incomplete fusion (ICF) products
were re-quantified experimentally for this reaction system. The results reveal that the ICF cross section is equivalent
to that of complete fusion (CF) above the Coulomb barrier and dominant near or below the Coulomb barrier. A the-
oretical calculation based on the continuum discretized coupled channel (CDCC) method was performed for the
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I. INTRODUCTION

Stable weakly-bound nuclei, such as °Li, 'Li, and °Be,
have low binding energies and strong cluster structures.
They frequently undergo a breakup reaction before fus-
ing with the target nucleus, leading to various reaction
channels. If the target captures the whole projectile
without breakup, it is called direct complete fusion
(DCF). If the projectile breakup and all fragments are
captured successively by the target, it is regarded as se-
quential complete fusion (SCF). The complete fusion
cross section is the sum of DCF and SCF. Incomplete fu-
sion means that only parts of fragments are captured by
the target. Note that the cluster-transfer reaction would
lead to the same residuals with ICF, being indistinguish-
able from the corresponding cross section measurement.

The reaction mechanism induced by weakly bound
nuclei has been a hot research topic during recent dec-
ades [1, 2], especially in terms of the large number of ex-
periments conducted, such as °Li, "Li, and *Be on *Mg
[3], 2Si [4], *Zr [5],""Au [6], '*Pt [7], *”Bi [8, 9], and
208ph [9] targets. From an experimental point of view, the
measurement of ICF cross sections is difficult given that
the ICF residues have a significant overlap with that from
the CF channel (via evaporation of charged particles).
Therefore, one must consider a heavy target nucleus sys-
tem in which the evaporation of charged particles is typ-
ically very small (also predicted by statistical models
such as PACE [10—12]). For instance, Dasgupta et al.
[13, 14] measured the CF and ICF cross sections for the
°Li+**”Bi reaction by detecting the o decay events from
different residues. Unfortunately, they were unable to ob-
tain an accurate deuteron-captured ICF (d-ICF) reaction
cross section. Certain important products cannot be meas-
ured in this manner owing to their long lifetime in ground
state, such as 2Po, which features a half-life of 102
years. Besides, some products, such as ?'°Po, have a de-
cay chain crossover, resulting in an excessively large
cross section. In the present study, CF and ICF cross sec-
tions for the °Li+**Bi system were re-measured using in-
beam y-ray measurements. Compared to o decay meas-
urements, this approach provides a more complete deuter-
on-captured ICF (d—ICF) reaction cross section, which
can give rise to a comprehensive description of the reac-
tion mechanism induced by weakly bound projectiles.
Furthermore, charged particle measurements can be per-
formed simultaneously with in beam y-ray measurements,
thereby enabling charged particle-y coincidence measure-
ments and identification of various reaction channels.

From a theoretical point of view, a CDCC-based
method was recently proposed to reproduce the CF and
ICF cross sections induced by %’Li [15, 16] on heavy tar-
gets. The fusion process in this method is viewed as the
collision between the projectile (P), which consists of two
clusters (c1 and c2), and the spherical target (T). To inde-

pendently handle the interactions between the target and
each cluster in the projectile, the CDCC approach is re-
quired. This method performs well in the description of
CF cross sections of the °Li + '**Sn, '*’Au, '**Pt, and *”Bi
systems. However, it lacks experimental data support, es-
pecially for ICF data, including the °Li+**Bi system.

This paper is organized as follows. Sec. II introduces
the experimental setup. Sec. I1I elaborates on data analys-
is and experimental results. Sec. IV demonstrates the the-
oretical methods whereas Sec. V compares theoretical
calculations and experimental data. A summary is
provided in Sec. VI.

IO. EXPERIMENTAL SETUP

The °Li+**Bi experiment was performed at Legnaro
National Laboratories, Ttaly. A 550-ug/cm? 2®Bi target
backed with a 110-pug/cm? '2C foil was bombarded by
the °Li**beam with an average intensity of 2.0 enA. The
beam energies were 28, 30, and 34 MeV in the laborat-
ory frame, corresponding to approximately 0.99, 1.06,
and 1.21 times the Coulomb barrier (derived using the
Sao Paulo potential (SPP) [17, 18]), respectively.

The GALILEO (Gamma Array of Legnaro INFN
Laboratories for nuclEar spectrOscopy) array [19] was
used to measure the y transition from different fusion-
evaporation residues. The array is composed of 25
Compton-suppressed HPGe tapered detectors organized
in four rings at 152°, 129°, 119°, and 90° with respect to
the beam direction. There are five detectors in each ring
at backward angles, and the last ring at 90° has ten detect-
ors. The distance from the target to the detector is 22.7
cm. The total measured full-energy-peak efficiency was
1.83% at 1408 keV. The energy resolution was 0.20% at
1408 keV transition of '3 Eucalibration source (FWHM =
2.88 keV). Inside GALILEO, EUCLIDES (EUroball
Charged Light particle Identification DEtector Sphere)
[20], a AE-E telescope array of 40 silicon detectors, is
employed for light-charged particle identification. The
AFE and E layers are 130 and 1000 um thick, respectively.
The distance between the AE detector and the target is 62
mm. A typical two-dimensional spectrum obtained for the
angular ranges covered by the absorber at Ey., = 34
MeV is shown in Fig. 1, in which protons, deuterons, tri-
tons, and alphas, labeled as p, d, t, and a, can be clearly
identified. To protect the detector from the intense scat-
tering beam, an aluminum cylindrical absorber was inser-
ted inside EUCLIDES along the beam direction. The
particle-y coincidence method was used in this study to
identify the different reaction channels. When the beam
energy was 34 MeV, the thickness of the cylinder was set
to 146 um, and the backward angles larger than 90° were
unshielded by the absorber. In the cases of 30 MeV and
28 MeV, the aluminum absorber covered all angles but
with a thickness of 138 pum at 90° and forward angles,
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Fig. 1.  (color online) Two-dimensional correlation plot of

AE vs. E for identification of light charged particles at 30
MeV; p, d, t, and o denote proton, deuteron, triton, and alpha
particles, respectively.

and 110 um at the backward angles. The beam intensity
was recorded by a Faraday cup (FC) placed 3 m behind
the target. A schematic of the experimental setup is
shown in Fig. 2. A detailed description of the experiment-
al setup can be found in Refs. [19, 20].

II. EXPERIMENTAL RESULTS

In the °Li+**Bi reaction, the compound nucleus of the
complete fusion process is *'"Rn, producing lighter Rn
isotopes by evaporating different numbers of neutrons.
Similarly, the products of a-ICF and d—ICF are At and
Po isotopes, respectively. The typical in-beam y-ray spec-
trum for the °Li+**Bi reaction system at E,,, = 34 MeV
is shown in Fig. 3 (a), where the identified y lines for dif-
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Fig. 2.  (color online) Schematic of the experimental setup
(sectional view). HPGe detectors and AE-E telescopes consti-
tute the schematic of part of GALILEO and EUCLIDES ar-
rays, respectively. For further details, see the body text.

ferent Rn, At, and Po isotopes are highlighted. The rays
used to determine the cross section are marked in blue,
whereas the rays of other fusion and transfer products are
marked in black. The reaction products of °Li with '*C
and *’Al are marked in red. The major products of the CF
reaction are *?Rn and *''Rn. For d4-ICF, the main
products are *'°Po and **’Po. For a-ICF, the main residues
include *"*At and ?"'At. Figures 3 (b)—(g) show the single
y-ray spectra ((b)—(d), zoom-in parts of (a)) and those
gated on deuteron ((e)—(g)) within specific energy re-
gions, respectively. Note that when gated on the meas-
ured deuteron, the y-ray spectra show characteristic y
lines in At isotopes related to the a-capture ICF process.
The comparison reveals that, despite being weak, the
lower limits of cross section for At isotopes can be de-
termined because several characteristic y lines are observ-
able in the single y-ray spectra and, more significantly, in
the deuteron gated ones.

In the present study, all the observed y transitions
feeding (directly) the ground state or long-lived isomers
were collected to determine the yield of the specific iso-
tope. Detailed information about the y transitions and re-
lated information in each nucleus is summarized in Table
1 [21-26]. In such a situation, only the production of ex-
cited states in the evaporation residues can be measured,
and the cross sections can be determined as follows:

1 lz Ap, (1+Fp,)

NpNr vy EE,;

(1

Here, n represents the number of y transitions directly
feeding the ground state or long-lived isomer in the same
residue; Ag,denotes the counts of measured y rays with
energy E,;; eg, accounts for the efficiency; Fr, is the in-
ner conversion electron rate; and Nz and Ny are the num-
bers of beam particles and target nuclei, respectively. The
total uncertainty in the measurement of cross sections
comes from (1) statistical errors associated with the
yields of y-rays; (2) errors in the determination of abso-
lute efficiency; (3) the error in the beam intensity normal-
ization process, which includes the experimental error of
22Rn in Ref. [14]; and (4) the uncertainty in the target
thickness. The overall error bar ranges from 7% at
Ep.am=34 MeV to approximately14% at E,.,,=28 MeV.
However, owing to the existence of dark currents
from the Faraday cup, the beam intensity measurement
becomes unreliable in this experiment. As mentioned in
the introduction, the same °Li+**Bi experiment was pre-
viously conducted using a different method [14] in which
the beam intensities were measured precisely. In the
present study, one specific isotope, *'’Rn (the one with
the highest cross sections among CF residues for all the
energies used in the conducted experiment, see Table 2 in
Ref. [14]), was employed for the normalization of the
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(color online) (a) In-beam y-ray spectrum for the °Li+**Bi system at 34 MeV. The rays used to determine the cross section are

marked in blue, whereas the rays of other fusion and transfer products are marked in black. The reaction products of °Li with ?C and
Al are marked in red; (b)—(g) compare the single y-ray spectra ((b)—(d)) with those gated on deuteron ((e)—(g)) within specific energy
regions, stressing the fact that, despite being weak, several characteristic y lines in At isotopes can still be measured in this experiment.

Table 1. Reaction channels and characteristic y rays coun-
ted in the *Li+**Bi system.

Residual channels Transition E,/keV
2"Rn(CF, 4n) 527 — 172~ 539.9
212Rn(CF, 3n) 27— 0% 1273.7

29po(d—ICF, 2n) 527 — 172~ 545.0

32— 172~ 854.4

527 — 172~ 1175.4

219po(d—ICF, 1n) 2t 0F 1181.4
M At(a-ICF, 2n) 13/27— 9/2~ 1066.9
727 — 9/2~ 674.0

22At(a-ICF, 1n) 11— 9~ 662.5
10— 9~ 478.6

beam intensity. As a result, cross sections for *'“Rn
identical to those reported in Ref. [14] were obtained in
this study (as shown in Table 2) for the same energies.
Note that the error bar is independent for each work. All
the measured cross sections for each isotope in this exper-
iment are displayed with normalized beam intensity in
Table 2 and Fig. 4. This in-beam p-ray method can only
collect the transitions feeding the ground states or long-

live isomers, giving rise to a lower limit for the cross sec-
tion because the part that directly populates the ground
state or long-lived excited states cannot be considered.

The CF cross sections are consistent with previous
results in Ref. [14], confirming the feasibility of the pro-
posed measurement procedure. However, the a—ICF
cross section is the lower bound for this quantity. This is
due to the underestimation of the cross section of *'?At.
The complete measurement of the '?At cross section be-
comes impossible because many transitions feeding the
ground state or long-lived isomers have insufficient in-
tensity during the experiment. In addition, owing to the
fact that 2'?At is an odd-odd nucleus, the level scheme is
complicated. Thus, there could be unknown transitions
that may feed the ground or long-lived isomeric states in
212At and are not taken into account in the cross section
measurement.

For the d—ICF channel, the cross section of **Po was
measured for the first time with a relatively large value,
as shown in Table 2. Conversely, the present study also
provides a cleaner cross section for '°Po populated in the
fusion process. The reason is explained below. In the °Li
+ 2Bi system, the single neutron transfer reaction has an
appreciable cross section, producing *'°Bi, whose ground
state undergoes f decay to 2'’Po. Given that the *'°Bi
— 2%po B decay channel has a Q value of 1.16 MeV,
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Table 2.
tope with incident beam energies of 28, 30, and 34 MeV; E_ .

Experimental integrated cross sections of each iso-

is corrected for energy losses in the target.

Eveam/MeV 28 30 34
Ecm./MeV 27.11 29.06 32.95
o211g,/mb - - 39.64 + 2.89
2125, /mb 4.70 £ 0.68 36.10 £ 2.70 175.20 £ 12.25
ocr/mb 4.70 + 0.68 36.10 + 2.70 214.84 + 12.59
0209p,/mb 19.20 £ 2.67 69.54 + 4.85 167.49 + 1091
0210p,/mb 17.53 + 2.53 42.14 £ 3.15 52.84 + 3.69
O 4-1cF/mb 36.73 + 3.67 111.68 = 5.79 220.33 = 11.51
211 p/mb - 0.71 + 0.06 13.73 + 0.91
2125, /mb - 229 +0.15 1147+ 0.77
O o-1cF/mb - 3.00 £ 0.16 2520 £ 1.19
¥
102 £ = 4
3 o
©
10' | 4
¥ v CF
® O o-ICF
= d-ICF
100 1 1 1 1
26 28 30 32 34
Fig. 4. (color online) Experimental excitation functions of

CF and ICF channels.

which is smaller than the first excited state in *'°Po (2+at
1.18 MeV), only one f decay branch can exist, which
feeds the ground state in the daughter nucleus. As a res-
ult, the measurement of o decay events (de-exciting the
ground state of *'°Po) would be affected by the produc-
tion of *'°Bi. In in-beam y-ray measurements, only y rays
that de-excite the excited states would be collected.
Therefore, the existence of >'°Bi would have no influence
at all.

Comparing the observed CF and ICF cross sections
shown in Fig. 4, it is evident that for the °Li+**Bi system,
CF and ICF are comparable at energies above the Cou-
lomb barrier; however, the CF cross section drops more
rapidly as energy decreases. A detailed discussion of
these results is provided in Sec. V.

IV. THEORETICAL METHOD

We adopted the theoretical model reported in Ref.
[16] to analyze the CF and ICF data. In this model, the
projectile is treated as a system of two clusters, ¢; and ¢,

which, in the case of °Li, are?H and “He, respectively.
These clusters are bound by an energy B=147 MeV.
The spectroscopic amplitude for this cluster configura-
tion in the g.s. of °Li was empirically determined in Ref.
[16]. The derived value was 0.7 (see Egs. (16) and (18) in
Ref [16]); it is slightly less than 1.0.

The collision dynamics is determined by the full
Hamiltonian of the system:

HR,r) = h(r)+ Tr + VR, r) —iW(R, 1), )

where A(r) is the intrinsic Hamiltonian describing the rel-
ative motion of the clusters within the projectile, Ty is the
kinetic energy operator associated to the center of mass
projectile-target relative motion, and V(R,r) is the real
part of the projectile-target interaction, represented by

V(R,1) = V() + VA(ry), A3)

where V@ denotes the interaction between fragment c;
and the target.

In Eq. (2), W(R,r) is the imaginary potential that ac-
counts for the absorption of different fusion processes. To
simulate the effects of fusion, note that the imaginary po-
tential, which exhibits a short range, must be very ab-
sorptive. This is equivalent to the ingoing-wave bound-
ary condition in barrier penetration model (BPM) calcula-
tions, and does not depend on the Woods-Saxon poten-
tial [27]. It must ensure total absorption in the inner re-
gion of the barrier and vanish elsewhere.

In the coupled channel method, the total wave func-
tion of the system undergoes a channel expansion. This
expansion must include all channels that are relevant to
the collision dynamics. In the case of tightly bound sys-
tems, they are labeled by a set of discrete quantum num-
bers denoted by a. The situation is more complicated in
collisions of weakly bound nuclei, where the collision dy-
namics is strongly influenced by breakup channels. In this
case, the channel expansion must also include intrinsic
states in the continuum. In this way, a includes a continu-
ous quantum number, ¢, corresponding to the relative en-
ergy of the clusters. Thus, the coupled channel method
would lead to infinite coupled equations. This issue is ad-
dressed by applying the continuum discretized coupled
channel (CDCC) approach [28, 29], which replaces the
infinite set of states in the continuum by a finite set of
wave packets (bins), ¢,(n=1,2,...,N), generated by su-
perposing scattering states between fragments with a def-
inite angular momentum in an energy interval, each one
centered at one of the energies of the set {¢}, &,,...., &n}.
Then, the total wave function of the system, ¥®(R,r),
can be expanded in this new basis of states and expressed
as
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YR, 1) = (R, 1) + P (R, 1), “)

where ¥y(R,r) and ¥, (R, r) are the wave functions of the
elastic channel and breakup wave function within the
CDCC approach, respectively; R is the vector joining the
centers of mass of the collision partners; and r is the vec-
tor between the two clusters.

Inserting Eq. (4) into the full Schrédinger equation of
the system and taking a scalar product with each of the
intrinsic states, the following set of N+1 coupled equa-
tions is obtained:

N
(B = Hu®)] goR) = >~ Upn(R) ¢ (R),

m=0,m#n

n=0,1,2,...N, (5

where E,=E—¢g, is the relative energy in channel n,
and U,(R) are the matrix elements of the total projectile-
target interaction. These matrix elements are expressed as
follow

Unm(R) = ‘/nm(R) - 1 an(R)» (6)

where
Vim(R) = / d’r;(r) V(R,r) ¢,,(r), (7
Wun(R) = / d’r¢;(r) W(R, 1) ¢,(T). (®)

The expectation value of V(R,r) with respect to the
ground state of the projectile plays the role of the real part
of the optical potential in the elastic channel,

Voo(R) = / &rigo(r) V(R, ), ©

where ¢o(r) is the ground-state wave function of the pro-
jectile. A similar potential is obtained for the other chan-
nels by changing the g.s. wave function by the wave
function of the corresponding state of the projectile.
Throughout this paper, we use the Sdo Paulo potential
[17, 18] for the real part of the nuclear interactions
between the two clusters and the target (V" and V@),
The imaginary part of the optical potential in Eq. (2),
must account for both CF and ICF processes. To satisfy
the latter requirement, the imaginary potential within the
continuum discretized space must have the general form

WR,r) = WO(r) + WO(ry). (10)

Here, r; (i = 1,2) is the distance between the cluster ¢; and
the target, and the imaginary potential W®(r;) accounts
for the absorption of the cluster ¢; by the target. These
potentials are parametrized by the short-range Woods-
Saxon functions,

Wo
1+exp [(ri —RE,?) /aw] ’

WOr,) = i=1,2, (11)

where W, =50 MeV, r, = 1.0 fm, and a,, = 0.2 fm.

However, it was shown [16] that this potential leads
to wrong CF cross sections at sub-barrier energies. The
long tail of the g.s. wave function of °Li leads to absorp-
tion at large distances that cannot be associated to CF (a
detailed discussion on this issue can be found in Ref.
[16]). This problem is eliminated by adopting a different
potential in the space of bound channels (only the elastic
channel in the case of °Li). In this space, we use the ima-
ginary potential,

Wo

PT _
W= +exp[(R-R,)/a,]’

(12)

where Ry, =ry(A)? +A)?), Wy =100 MeV, r, =10 fm,
and a,, = 0.2 fm. This potential, which is diagonal in the
channel space, accounts for the absorption of the whole
projectile by the target, ignoring the cluster structure of
the projectile.

Thus, we use the imaginary potential of Eqgs. (10) and
(11) to evaluate matrix elements of the imaginary poten-
tial between CDCC bins, and that of Eq. (12) to evaluate
the diagonal matrix-element in the elastic channel. As in
Refs. [15, 16, 30], we neglect matrix elements of the ima-
ginary potential between bound and unbound channels.
This is the approximation of our method. We have no hy-
pothesis for the physical meaning of these couplings con-
cerning the fusion cross sections (they correspond neither
to CF nor ICF). For consistency, we do not consider these
couplings in the CDCC calculations.

The Hamiltonian of the projectile from Eq. (2) is

h2
h(r) = ——Vf+v12(r), (13)
2412

where pp, =mpA1A,/ (A +A;) is the relative motion re-
duced mass, my is the nucleon mass, and A;,A, are the
cluster masses. Concerning the vy(r) potential, the
Woods-Saxon function is usually employed for CDCC
calculations. Its parameters are varied to reproduce the
binding energy of the ground state, as well as the posi-
tion and width of the main resonances. We adopted the
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parameters reported in Ref. [16].

The projectile-target interaction was expanded in
multipoles, keeping multipolarities up to Am. =4. The
continuum was discretized using the binning method and
considering orbital angular momenta between clusters up
to Inax = 3%. The discretization was performed in the en-
ergy space and finer meshes were used around sharp res-
onances. The °Li g.s. state is 1* with j= 14 and [ = Oh.
For further details, see Ref. [16].

CDCC calculations yield the following cross sections:

O b = % ZJ: 27 + 1) PPCF (), (14)
T

oV = e ; Q2J+ DHPOW, (15)
T

o = e 2 QI+ DHPA), (16)

where PPF corresponds to the probability of the absorp-
tion of whole projectile from g.s. and P is the probabil-
ity of absorption of fragment ¢; following the breakup.
The expressions for these probabilities are given in the
appendices of Ref. [30]. Moreover, o corresponds to
the inclusive cross section of fragment c;, regardless of
the state of the other cluster; this does not match with the
measurements of the exclusive experiments.

To determine the SCF or ICF cross sections, it is ne-
cessary to introduce a model which relates "(J) and
PI(J) to ICF and SCF probabilities. Following Ref. [16],
we treat PV(J) and PP (J) as probabilities of independ-
ent events, and using classical statistics, we introduce

P = POU) X [1 - P, (17)
P = PO x [1 - PV, (18)
PSCE( 1y = POy x PO, (19)

To determine the DCF, SCF, and contribution of each
fragment to the ICF cross section, we used CF-ICF com-
puter code (unpublished), which evaluates the projected
angular momentum version of the expressions derived in
Appendix A of Ref. [30]. These expressions involve in-
trinsic states of the projectile and scattering wave func-
tions obtained by running the CDCC version of the code
FRESCO [31]. The theoretical cross sections for the dif-
ferent fusion processes involving the absorption from
continuum states are then given by

Cser = 5 D QI+ NPT, (20)
J

Cicr = =5 Y 2T+ DPF), 1)
J

Tick = % 3 @I+ DPR). (22)
J

The ICF cross section is the sum of the correspond-
ing quantity for each cluster, i.e.,

O1cF = O1cF1 + OICR2- (23)

The CF and TF cross sections are defined by

OcF = OpcrF t OScF, (24)

OTF = OCF * OICF- (25)

We used this method in the present study to analyze
fusion reactions in collisions of the °Li projectile with the
9B target, for which there are experimental data avail-
able in Ref. [14]. In addition, new measurements were
performed in this study using different experimental tech-
niques.

V. DISCUSSION

Next, we apply the theoretical model proposed in Ref.
[16] to analyze the data of the present study as well as
other fusion data available in the literature for the same
system.

A. CF cross sections

Figure 5 shows the CF data of the present study in
comparison with the data reported by Dasgupta ef al. [14]
and the CDCC predicted cross section reported in Ref.
[16]. The figure also shows the fusion cross section pre-
dicted by the BPM considering the Sdo Paulo potential
for the °Li + **Bi system and neglecting the cluster struc-
ture of °Li. Note that the CF data of the present study
agree well with the data reported by Dasgupta et al. [14]
and with the cross section predicted by CDCC. By con-
trast, the experimental cross sections are larger than the
BPM cross section at sub-barrier energies. However, at
energies above the Coulomb barrier, the experimental
values are smaller than those of BPM.

The validity of the CDCC calculation can also be
checked by comparing the theoretical and experimental
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CF barrier distributions [32],

d*(Eocr)

Dcr(E) = 1B

(26)

where E is the collision energy in the center-of-mass
frame. In the present study, the theoretical barrier distri-
bution was evaluated by the 3-point formula based on the
Taylor expansion of Eocr(E) using the mesh step; the de-
tailed procedure can be found in Ref. [33]. Here, the ex-
perimental data were solely taken from Ref. [14] given
that the new data obtained in this study only cover three
energies, reasonably coinciding with the previous ones.
From the comparison shown in Fig. 6, one observes
that the CDCC calculation slightly underestimates the ex-
perimentally measured barrier distribution; this is more
evident for the high-energy region (beam energy greater
than 30 MeV, as shown in Fig. 6). This phenomenon is
consistent with the situation in Fig. 5(b) where the CD-
CC slightly underestimates the measured CF cross sec-
tions. The possible reasons could be (1) the barrier (¥,
according to Eq. (9)) might be too attractive, especially
when assuming that the breakup coupling is considered
correctly in the proposed CDCC calculation, or (2) Vy, is
correct, but the calculated ICF cross section with the
same barrier is too large. The second reason seems reas-
onable only from the perspective of the comparison for
ICF cross sections provided in the following subsection.
However, a final conclusion cannot be established at the

DDA AR R s s
U=
. 10°F )
o E .
g W v exp - this work
= 10 3 O exp - Dasgupta et al.
© of — theory - Ref. [13]
10
10t
1500 [
%\1000 3
5 ]
© 500 T
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Fig. 5.
sion of °Li with the target *’Bi. The cross section calculated
by our model is compared with the data reported in Refs. [13,
14] (°Li +*Bi) and the measurements performed in this

(color online) Theoretical CF cross section in colli-

study. Besides, the dashed line represents the results obtained
considering the BPM approach.

current stage because the obtained cross sections for ICF
constitute only the lower bound owing to experimental
difficulties, as mentioned in the introduction and the de-
tailed experimental sections. Owing to the limitation of
the in-beam y-ray measurement method, we were unable
to obtain the counts of some y-rays with very weak in-
tensity because they were masked by the background,
consequently, it was impossible to calculate their yield.
Therefore, the lower limit of cross section is provided.
Thus, a more conclusive result demands higher precision
of measurements in future studies.

Concerning the comparison with BPM calculation, a
crucial issue in the CF of weakly bound projectiles is the
question of hindrance or enhancement in collisions of
various targets in different energy regimes. The low bind-
ing energies of the clusters give rise to a long tail in the
g.s. wave function of the projectile. This effect leads to a
lower Coulomb barrier, which in turn enhances the fu-
sion cross section at all collision energies. By contrast,
the low breakup threshold leads to strong couplings with
the breakup channels. These couplings give rise to ICF,
suppressing CF. The behavior of the CF data is dictated
by the competition of these two opposite tendencies.

Figure 7 shows the Coulomb barriers associated with
the nuclear potential that considers the cluster structure of
SLi and the one that neglects it. The former, denoted by
Voo(R), is the expectation value of the potential of Eq. (3)
with respect to the g.s. wave function of °Li (see Eq. (9)).
The latter is the standard Sao Paulo Potential for the °Li +
2Bj system, denoted by Vpr(R). The barrier parameters
for both potentials are listed in Table 3. In this case, the
low binding energy of the clusters leads to barrier lower-
ing: AVg = VET -V’ = 1.6 MeV.

Systematic studies of suppression and enhancement
of CF in collisions of weakly bound projectiles are usu-
ally carried out in terms of reduced cross sections. The re-
duction procedure aims at eliminating trivial differences
in the cross sections arising from the charges and sizes of
the collision partners (a review of these methods can be

600 I T T T I T T T T I T T T T I T T T

~ i ® Exp. b
E 400 B EE — Theo. ]
E 200
0 L
2 ()],

£-200
o’ L _
(:.c _400 I 1 11 1 I 1 1 1 1 I 1 1 1 1 I 1 1 11

25 30 35 40 45
E. n(MeV)

Fig. 6. (color online) Experimental barrier distribution for
the SLi+**Bi complete fusion cross section compared with the
theoretical one derived from the theoretical CF cross sections
considered in this study.
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found in Ref. [34]). We adopt here the fusion function re-
duction method proposed by Canto et al. [35, 36]. This
method consists of the following transformations:

Ec.m B VB 2Ec.m.
X:T and F(X):mo'lr, (27)

where Rg, Vg, and fiw are the parameters of the parabolic
approximation to the Coulomb barrier. The reduced cross
section F(x) is the fusion function associated with the
cross section og. In an ideal situation in which there are
no channel coupling effects and the one-channel fusion
cross section is well described by the Wong formula [37],
F(x) reduces to the universal fusion function (UFF):

Fo(x)=1n [1 + exp(Zﬂx)] . (28)

Thus, F(x) deviations with respect to the UFF may in-
dicate that channel couplings influence the fusion cross
section. However, they may also indicate that the Wong
formula is invalid in the corresponding energy region. It
is well known (see for instance Refs. [1, 36]) that the
Wong formula overestimates the one-channel cross sec-
tion of light and intermediate-mass systems (Zp X Zr <
500) at sub-barrier energies. To reach any reliable conclu-
sion about the influence of nuclear structure properties,
this possibility must be discarded. This can be achieved
by replacing F(x) with a renormalized fusion function
defined as

— o
F(x) = F(x)x —~. (29)
O BPM
35 L | .l | T . | T T ]
L L1+ 29Bi ]
S\ 30 L 29.8 MeV .
§ L 28.2 MeV ]
> 25F =
20k ]

r (fm)

Fig. 7.  (color online) Coulomb barriers of the potentials
Vpr(R) and Voo(R) obtained for the °Li +?® Bi system.

Table 3. Barrier parameters for the potentials Voo(R) and
Ver(R) for the system analyzed in this study.
Potential/Parameter Rp/fm Vg/MeV hw/MeV
Vpr(R) 11.3 29.8 4.8
Voo(R) 11.8 28.2 4.4

To evaluate the renormalized fusion function associ-
ated with the experimental cross section, denoted as
fexp(x), a reference potential must be selected. This po-
tential yields the barrier parameters appearing in Eq. (27)
and the BPM cross section in Eq. (29). The first possibil-
ity is to use the standard Sdo Paulo potential for the °Li +
2Bi system, Vpr(R). Another possibility is to adopt the
potential V(R). The fusion functions evaluated with
these potentials are denoted as F;Tp(x) and Fgfp(x), re-
spectively. A detailed discussion of these fusion func-
tions is presented below.

Given that the potential Vpr(R) completely ignores the
cluster structure of °Li, comparing f:fp(x) with the UFF,
we can assess the net effect of the low binding energy of
the clusters in °Li, that is, the result of two opposing
trends: the enhancement arising from the barrier lower-
ing and the suppression resulting from breakup couplings.
The results are shown in logarithmic (Fig. 8(a)) and lin-
ear (Fig. 8(b)) scales. The first scale is more appropriate
for showing the coupling effects below the Coulomb bar-
rier, while the second is more suitable for the energy re-
gime above this barrier, where the hindrance due to the

breakup is usually studied. Compared to UFF, f;Tp(x) is
enhanced below the Coulomb barrier and suppressed at
energies above this barrier. In the lower energy region,
the fusion function gets close to the curve corresponding
to the UFF multiplied by the factor 0.6, represented by
the dashed line in the linear plot. This indicates that the
fusion function is suppressed by 40% when using Vpr(R),
which is a result similar to that obtained in Ref. [14], in
which the experimental barrier was used in the theoretic-
al calculations. Therefore, it is not unexpected that the
Ver(R) gets close to the measured barrier (30.0 + 0.3
MeV in Ref. [14]) given that the experimental barrier has
to consider all the coupling effects. As mentioned before,
the opposing trends of clustering (lowering barrier) and
breakup couplings (increasing barrier) might almost can-
cel their difference.

Next, we consider the fusion function fffp(x). Given
that the barrier-lowering effects are already contained in
the potential V(R), deviations concerning the UFF res-
ult exclusively from the dynamic effects of the breakup
couplings. Figure 9 compares this fusion function with
the UFF. As in the previous figure, the results are shown
in logarithmic (Fig. 9(a)) and linear (Fig. 9(b)) scales. It
is supposed that under this condition, only the suppres-
sion arising from breakup couplings remains in the com-
parison. Thus, the fusion function is suppressed at all col-
lision energies. Above the Coulomb barrier, the fusion
function gets close to the UFF multiplied by 0.45 (dashed
line in the Fig. 9(b)). Thus, there is a suppression of 55%.
As expected, the suppression is larger than that exhibited
by F;(x), which keeps the barrier-lowering effects. This

also implies that the real part of the dynamic polarization
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Fig. 8. (color online) Fusion function in the collision of the

SLi projectile on a **Bi target corresponding to data reported
in Ref. [14] and the measurements performed in this study.
The barrier parameters were derived from the Vpr(R) nuclear
potential (see the body text for further details).

potential produced by the breakup channels is repulsive
in the whole energy interval (see Ref. [2] and references
therein). It has to be stressed here that we are not suggest-
ing to change the value of the suppression factor;
however, the proposed analysis can help distinguish the
contributions from different coupling effects.

In Ref. [38], a systematic study of breakup effects on
complete fusion at energies above the Coulomb barrier
was performed. A suppression factor was obtained for ex-
perimental CF involving several weakly bound pro-
jectiles. The CF was reduced using the fusion function
method and the Sao Paulo potential for the nuclear inter-
action to derive barrier parameters. The systematic value
of the reduction coefficient for reactions induced for the
®Li projectile was 0.6, in agreement, as expected, with the
value obtained in the present study when the S&o Paulo
potential was used. To have a larger value for the CF sup-
pression factor when Vy is used is only an apparent con-
tradiction. In this last case, the cluster structure of the
projectile was considered, allowing for complete isola-
tion of the static effect of breakup on the CF cross sec-
tion.

To finish this sub-section, we emphasize that al-
though it is not possible to experimentally separate the
DCF and SCF, theoretically, this can be done using Egs.
(14) and (20). We do not show the plots of these two con-
tributions because it would contribute in a very limited
manner to our knowledge of the breakup-fusion reaction
mechanism. For that, an extensive study using different
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Fig. 9. (color online) Same as Fig. 8 but using Vyo(R) to de-

rive barrier parameters (see the body text for further details).

targets and projectiles is mandatory. This is out of the
scope of the present study.

B. ICF and TF cross sections

Figure 10 shows the ICF data of the conducted exper-
iment, together with the contribution from the capture of
each fragment (d-ICF and «-ICF). They are compared
with the corresponding theoretical cross sections ob-
tained in the calculations reported in Ref. [16]. The solid
blue line is the same ICF cross section reported in Ref.
[16] (dotted line in panels (g) and (h) in Fig. 6 of that pa-
per). The dashed black line and dashed-dotted red lines
correspond to the theoretical d-ICF and a-ICF cross sec-
tions, respectively. These results were not reported in that
paper because this type of data was unavailable then. The
experimental method adopted by Dasgupta et al. [14] was
appropriate for measuring the ICF cross section, but only
works when the a decay half-lives of the residues are not
so long as mentioned in the introduction.

By comparing the CF and ICF cross sections in Fig. 5
and Fig. 10, we found that the ICF cross section is equi-
valent to the CF cross section at energies above the Cou-
lomb barrier but exceeds the CF cross section below the
Coulomb barrier and dominates the TF cross section. In
Fig. 2 of Ref. [39], the NEB (non-elastic breakup) cross
section, which contains ICF and transfer, similarly ex-
ceeds the CF section in the near-barrier energies, which
proves the rationality of our results.

Comparing the experimental d-ICF cross section with
the dashed line, one concludes that the theoretical model
describes the data to a great extent. Conversely, the theor-
etical prediction of the a-ICF cross section (dash-dotted
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line) is much larger than the data. However, this compar-
ison is inconclusive. As we pointed out previously, the
experimental a-ICF data in this study are just a lower
bound for the real cross section.

Before discussing the TF, we mention that ICF, con-
sidered an absorption, is distinguished from cluster trans-
fer from a theoretical point of view. Cluster transfer is
one of the contributors to experimental ICF because the
products are indistinguishable depending on the possible
fragments produced in the reaction. Fusion is understood
as a short-range absorption, while transfer is a more peri-
pheral process, so the mechanism should differ. Con-
sequently, specific reaction calculations may or may not
explicitly include transfer channels. The CDCC method
used in this study is an example of the latter. Likewise,
other models, such as the coupled reaction channel [31]
or the Ichimura-Austern-Vincent model [39], include
transfer explicitly. Although this is the general case, it
was shown in Ref. [16] that the deuteron cluster transfer
cross section is much smaller than d-ICF in the whole en-
ergy interval analyzed in the present study. Nevertheless,
deuteron cluster transfer was found to be a relevant mech-
anism for °Li + '"’Au at energies below the Coulomb bar-
rier.

Figure 11 compares the theoretical TF cross section
with the TF cross section experimentally obtained in the
present study and the one measured by Dasgupta et al..
Note that the theoretical curve is systematically higher
than the data points. As mentioned before, our experi-
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Fig. 10. (color online) Comparison of the experimental data

for the incomplete functions of the deuteron and a-particle (d-
ICF and a-ICF) with the theoretical results for the °Li +**Bi
reaction.

ment missed parts of o—ICF events that should also con-
tribute to the TF cross section. By contrast, the measure-
ments reported in Ref. [14] missed the contribution from
the a-decay of a long-life isotope, which, according to es-
timates made by the code PACE [10—12], is important in
the whole energy interval of the experiment. Neverthe-
less, in the case of the experiment conducted in this
study, the contribution of «-ICF to the TF at the two
lower energies is small, showing a good agreement
between theory and experiment. We further emphasize
that the theoretical TF cross section obtained in this study
is the one already reported in Ref. [16].

In addition to incomplete data for the ICF cross sec-
tion, it should be stressed here that the discrepancy
between experiment and theory shown in Figs. 10 and 11
could also partly come from the ill-definition of total fu-
sion given that the cluster transfer and proton transfer re-
action can also contribute to the ICF and TF cross sec-
tions. Thus, a more comprehensive study, including new
complete measurements compared with a more sophistic-
ated model, is required to address this problem in the fu-
ture.

VI. SUMMARY

The experiment °Li+**Bi was performed at the Tan-
dem-XTU accelerator of INFN-LNL, Italy. The CF and
ICF cross sections for the °Li+**Bi system at near-Cou-
lomb barrier energies were obtained by in-beam y meas-
urements. The experimental results demonstrate that the
ICF cross section is of the same order as the CF cross
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Fig. 11.  (color online) Comparison of the theoretical TF

cross section for the °Li +?%Bi system with the available ex-
perimental data.
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section above the Coulomb barrier, and dominates at en-
ergies around and below the Coulomb barrier.

A theoretical approach based on the CDCC method
was employed to describe the same system, and the cal-
culated CF cross sections agree well with the experiment-
al results, especially for the d-ICF ones. The fusion func-
tion method was employed to assess the impact of break-
up on the fusion process. It was found that the CF reduc-
tion factor is greatly influenced by the choice of potential
and related barrier parameters, demanding more accurate
data for the total fusion cross section.

It is also relevant to point out that above a certain
threshold, the deuteron can break up, and the °Li pro-
jectile would be more reasonably described by the

a+n+p configuration. This configuration is not access-
ible at low beam energies but could be relevant at higher
energies. It would be interesting to check this possibility
within the four-body CDCC calculations above the n+ p
threshold. Another possibility would be a sequential
breakup of the projectile. Thus, the °Li first breaks up in-
to a+d, and in a second step, the deuteron breaks up into
n+ p. These are some of our plans for developing a theor-
etical model in the future.
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