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ABSTRACT
Access to the Internet is a crucial enabler formany of the Sustainable
Development Goals (SDGs) of the United Nations. Unfortunately,
a significant part of the world’s population is left behind due to
the lack of access to a reliable and affordable Internet connection.
Satellites have the potential to impact the current market of Internet
services significantly. In particular, Low Earth Orbit (LEO) satellites
promise high-bandwidth without compromising latency. They can
be employed in 5G Non-Terrestrial Networks (e.g., IoT connectiv-
ity, connected autonomous driving, communication in rural areas,
and more). Smart farming and precise agriculture (even remotely
controlled), especially in underdeveloped areas, are compelling use
cases for LEO satellites. In these scenarios, high bandwidth and
low latency are required to facilitate both quick transmission of
images/videos and prompt remote control of drones, tractors, actu-
ators, etc. This study compares different TCP protocols based on
their performance over satellite communication in a smart farming
case study. It also proposes and analyzes a solution leveraging on a
limited buffer size to maintain a high throughput while lowering
per-packet delays.

CCS CONCEPTS
• Computer systems organization → Embedded systems; Re-
dundancy; Robotics; • Networks→ Network reliability.
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1 INTRODUCTION
There is an emerging consensus worldwide that access to the In-
ternet is a basic human right. Indeed, it is strongly related to some
fundamental human activities and capabilities (e.g., participation in
democracy, freedom of speech, social networking, smart agriculture,
etc.) [30]. Unfortunately, a significant part of the population is left
behind, especially in developing countries, due to the lack of access
to a reliable and affordable Internet connection. The International
Telecommunication Union (ITU) estimates that around half of the
world population does not have Internet access at home [16]. Access
to the Internet is, however, a key enabler for many of the Sustain-
able Development Goals (SDGs) of the United Nations, the global
action plan for the next decade to end poverty and hunger, address
basic human needs (e.g., health, education, job opportunities, social
protection, etc.), tackle climate changes, and create sustainable soci-
eties and communities [27]. Universal and affordable access to the
Internet for all is itself one of the SDGs. Unfortunately, although
95% of the global population has access to a mobile broadband
connection, the coverage gap remains significant for least devel-
oped and developing countries, where 17% of the population cannot
access a mobile broadband network [28].

In this context, several low-cost solutions have been proposed
to open the Internet to developing regions and provide affordable
connections to people living in remote areas with no or limited
access to traditional communication networks [18]. One represen-
tative example is the adoption of satellites, especially the Low Earth
Orbit (LEO) ones, to bring low-latency broadband connectivity to
all areas of the world. Famous cases of disruptive technology in the
field of satellite connections include the utilization of pico-satellites,
also known as CubeSats, for Earth remote sensing, as well as the
launches of thousands of satellites by companies such as SpaceX and
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Figure 1: Smart Farming Scenario.

OneWeb, which promise high-bandwidth and low-latency connec-
tivity, thus having the potential to significantly impact the current
market of Internet services.

Satellites are currently the only solution available to provide
global access to Internet services, even in remote areas (e.g., over the
ocean [2]). In particular, Low Earth Orbit (LEO) satellites promise
high-bandwidth and low-latency connectivity, making them a cru-
cial tool in reducing the digital divide among various regions of
the globe. For these reasons, researchers have proposed numerous
applications based on them. For instance, they can be employed in
5G Non-Terrestrial Networks (e.g., for IoT, connected autonomous
vehicles, maritime communications, rural areas connectivity, etc.),
aeronautical tracking systems, earth observation, and space com-
munications [19].

Smart farming, generally depicted in Figure 1, embodies an in-
triguing application of LEO satellites for their potential in support-
ing the SDGs and for the peculiar characteristics of the generated
network traffic. For instance, consider the scenario where high
quality images of the crops or videos of the ongoing operations
have to be transmitted, elaborated and then acted upon to send
back control messages to a remote actuator. In this case, we need
both high bandwidth and low per-packet latency to support fast
downloads and timely remote control.

In this context, this paper aims to compare some TCP protocols,
even specifically devised for satellite links, considering smart farm-
ing as a case study and employing throughput and Round Trip Time
(RTT) as metrics. We also propose and analyze a solution based
on limiting buffers in order to maintain a high throughput while
lowering per-packet delays. Our solution does not rely on a specific
TCP variant as its use of the advertised window make it applicable
to any TCP version. We hence demonstrate that LEO satellites are a
promising tool in reducing the digital divide and providing Internet
connectivity to all, effectively supporting the SDGs.

The rest of this paper is organized as follows. Section 2 presents
a review of the relevant literature. Section 3 overview the compared
protocols including our proposed solution. We describe the con-
sidered scenario and the parameters employed in the simulations
in Section 4, while the results of our experiments are presented
in Section 5. Finally, we draw our conclusions and present some
future research directions in Section 6.

2 RELATEDWORK
TCP was first proposed around the 1970s [10]. Since the beginning,
it went through several evolutions [4, 12, 17]. With the popular

spread of satellite technologies at the beginning of the twentieth
century, researchers have developed variants specifically designed
for satellite communication, such as Westwood [13, 14], which
is one of the most representative implementations of this genre.
Furthermore, latency and congestion control have become a big
concern as the world has become increasingly connected since we
have shifted from wired connections to wireless ones. To answer
these concerns, Google published the bottleneck bandwidth and
round-trip time (TCP BBR) congestion control algorithm in 2016 [9].

Nowadays, satellite networks have become an essential part of
our network infrastructure due to their massive reach, easy deploy-
ment, and high throughput. However, satellite latency remain an
issue. Satellites orbit between 1,000 to 36,000 km above the Earth,
so the physics for communication between terrestrial hosts using
a satellite means ranges between 40 to 600 ms RTT at a minimum
depending on the satellite orbit, which is a challenge for TCP-based
protocols [5, 24].

Obata et al. [25] assessed TCP performance over genuine (rather
than simulated) satellite networks. They contrasted New Reno and
Hybla with a satellite-oriented TCP congestion management tech-
nique (STAR). Experiments with the Wide-band Inter-networking
Engineering test and Demonstration Satellite (WINDS) network
revealed throughput of around 26 Mb/s and an RTT of approxi-
mately 860 ms. TCP STAR and TCP Hybla had higher throughput
than TCP New Reno over the satellite link. In the framework of
Digital Video Broadcasting-Return Channel via Satellite, Kuhn et
al. [20] investigated the performance of TCP over random and ded-
icated access techniques. Utsumi et al. [29] created a TCP Hybla
analytic model for steady-state throughput and RTT over satellite
networks. They validated their model’s accuracy using simulated
and emulated satellite networks (bandwidth 8 Mb/s, RTT 550 ms,
and up to 2% packet loss rates). According to their results, TCP
Hybla offers much higher throughput than legacy TCP for packet
loss rates greater than 0.0001%.

Giambene et al. [15] explored the numerous pathways of terres-
trial and satellite infrastructures in order to maximize TCP through-
put simultaneously. Bacco et al. [3] described the interaction be-
tween TCP at the transport layer and random-access techniques
at the Media Access Control (MAC) layer for machine-to-machine
services over satellite connections. Pokhrel et al. [26] investigated
the performance of multi-path TCP over a network that included
a server linked to a satellite, as well as drones and multiple WiFi
access points for Internet access. Liu et al. [21] analyzed TCP New
Reno’s performance via satellite-based links. Claypool et al. [11]
compared TCP congestion control strategies’ performance on a
commercial satellite Internet network. The analysis demonstrated
that all strategies have equal steady-state bit-rates, but there are
considerable disparities in start-up throughput and RTT due to
packet queuing in flight. A comprehensive survey about several
aspects of satellite connections is presented in [19].

Some works also considered the QUIC protocol. For instance,
Adami et al. [8] analyzed the network traffic generated by two social
media, which employ even QUIC as the transport protocol. Yet, its
behaviour in satellite links is not fully known and deserves further
investigation [1, 22, 23].
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3 COMPARED PROTOCOLS
TCP is a two-way, reliable, byte-stream-oriented, end-to-end trans-
port protocol which provides also flow and congestion control.
Unfortunately, its mechanism for congestion control was designed
for a reliable medium, where losses were always considered a sign
of congestion, and is not appropriate for the current wireless envi-
ronment. Over the years, several variants of the TCP protocol specif-
ically designed for the wireless environment and satellite links have
been developed. We briefly described some representative cases
used in our experiments, including our proposed solution based
on limiting the buffer size in order to ensure both high throughput
and low per-packet delay.

3.1 TCP New Reno
TCP New Reno is one of the first developed versions of TCP. When
a packet is lost, TCP New Reno retransmit the packet and generally
reduces the transmission speed. In particular, if a packet loss is
detected through the expired RTO, it is consider as an indicator of
massive congestion, and the new cwnd is set to 1. Then, Slow Start
phase is applied.
On the contrary, when the sender receives three duplicate ACKs,
the segment is retransmitted but the new transmission speed is just
half of what it was before the packet loss.

As it is well known, TCP New Reno performs poorly when we
have multiple packet losses in one window (it may happens in
wireless links), long RTTs and satellite links in general.

3.2 TCP BBR
TCP BBR (”Bottleneck Bandwidth and Round-trip propagation
time”) is one of the more recent TCP protocols developed in 2016
by Google [9]. According to Google, BBR was developed to operate
best on bad wireless connections as this was the only time average
users experienced poor internet performance. Its congestion control
aims to constantly operate the TCP session right at the point of
onset of queuing. To do this, BBR keeps a model of the network,
which is constantly updated as it sends packets. This model keeps
the maximum recent bandwidth available and the minimum recent
RTT. BBR then uses this model to decide how quickly data will be
sent and how much data it is willing to allow to simultaneously be
present in the network. To ensure an accurate model, it systemat-
ically probes the network by sending out data with an increased
sending rate of 25%. If more bandwidth is available, BBR updates
the model to take advantage of the newly freed-up bandwidth.

3.3 TCP Westwood
TCP Westwood [13, 14] is a pure end-to-end variant of the TCP
protocol, devised to improve the performances of the traditional
versions (e.g., TCP New Reno), especially in so called big leaky
pipes, i.e., error-prone satellite links. The key idea is to continuously
estimate, at the TCP sender, the packet rate of the connection by
averaging the rate of returning ACKs. The estimated connection
rate is then used to compute the congestion window and the slow
start threshold which are employed after a congestion occurs (after
three duplicate acknowledgments or after an expired timeout).

TCP Westwood comes from the idea that if a connection is cur-
rently achieving a certain transmission rate, then it can safely use

the window corresponding to that rate without causing congestion
in the network and without unnecessarily shrinking its transmis-
sion speed when some (wireless) loss occurs. It attempts to select
the ssthresh and a cwnd which are consistent with the effective
bandwidth used at the time of detected congestion. This approach
makes TCP Westwood more robust to sporadic losses, especially in
wireless domain.

3.4 A Solution Based on Limiting the Buffer Size
The actual sending window of TCP is computed as the minimum
between the congestion window and the advertised window (pro-
vided by the receiver in the TCP acknowledgments). If we limit the
size of the advertised window to a (small) proper value, congestion
will not build up and queuing delays will stay very low. Basically,
this solution limits the sending rate to a proper value that ensures
an efficient utilization of the available bandwidth, while avoiding
to creating queues [6, 7]. The receiver determines the proper value
for this limitation by considering ongoing per-packet delays with
respect to a minimum RTT (without queuing delays) and the band-
width present in the bottleneck (which is known as it corresponds
the terrestrial access link). This gives a reference value for the re-
ceiver buffer size that will then be monitored by TCP to determine
the advertised window provided in its acknowledgment packets.
This represents a rule of thumbs that can be slightly modified even
empirically depending on the instability of the connection, resort-
ing to more or less conservative approaches. In our experiments we
considered different buffer sizes at the receiver and, as a represen-
tative case, we report here the outcome for this solution in the case
with the buffer size set to the bandwidth-RTT product augmented
by the size of three TCP packets.

The obtained throughput is comparable to those achieved with
the use of a large window size; yet, we also ensure a lower and
more stable over time per-packet-delay, by adjusting the value of
the advertised window. Since our solution requires only to modify
a parameter via software, it is possible to deploy and adapt to
different scenarios and applications. Furthermore, as we show in
our experiments, it does not rely on a specific TCP variant and can
be applied to any TCP version as all of them use the advertised
window as a flow control tool.

4 SCENARIO
In this section, we present the considered scenario for our experi-
ment and the parameters employed in the simulations. Our envis-
aged scenario represents a LEO satellite communication using three
different TCP protocols, the first one is legacy protocol (TCP New
Reno), the second is designed for satellite links (TCP Westwood)
and the third is designed for loss-based congestion control (TCP
BBR). We considered six nodes: node 1 represents the server, node 2
represents an antenna (the satellite gateway), node 3 represents
the LEO satellite, node 4 represents a second antenna (the satellite
terminal), node 5 represents the access point, and node 6 represents
the client (Tractors, Drones, Sensors and cameras, etc.). These six
nodes are connected through two types of communication links;
three terrestrial links represented by link 1 connecting node 1 to
node 2, link 4 connecting node 4 to node 5, and link 5 connecting
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Figure 2: Topology of the Network.

Table 1: Parameters of the Simulations

Parameter Value

Simulation Time 50 s
Bandwidth of the Bottleneck 1 Mb/s
Propagation Delay of the Bottleneck 10 ms
Maximum Transmission Unit (MTU) 1500 B
Maximum Segment Size (MSS) 1446 B
Data Rate of the Application 9 Mb/s
Versions of TCP New Reno, BBR, Westwood

node 5 to node 6; and two satellite links represented by link 2 con-
necting node 3 to node 2, and link 3 connecting node 3 to node 4
(see Figure 2). We implemented the topology under the well-known
ns-3 simulation tool, version NS-3.36.1, installed on Ubuntu oper-
ating system version 20.04 LTS, where each link corresponds to a
Point-to-Point connection with a specific data rate and delay, as
shown in Figure 2.

We set the delay of the terrestrial links as follows: link 1 and
link 4 have a delay of 10 ms and link 5 has a delay of 1 ms. The data
rates were set to 10 Mb/s for links 1 and 5 and 1 Mb/s for link 4 (the
bottleneck of the connection). When we use regular TCP protocols
without buffer limitation, the TCP buffer size has been set very high
(1GB). We configured the one way delay on both satellite links to
20 ms to simulate the delay typically caused by the altitude of a
LEO satellite and the data rate to 15 Mb/s. Then, we implemented a
custom TCP application to generate the data traffic. We attached
to the application two functions to help us monitor and study the
behavior of the RTT and the Congestion Window for each TCP
variant. The TCP application creates packets of 1446 B and sends
them from the server to the client at a data rate of 9 Mb/s for a
duration of 50 s (see Table 1).

5 PERFORMANCE EVALUATION
In our simulations an application sends data from the server to
the client, as described in Section 4. The considered experimental
settings are the following:

• First Experiment: the error rate on the satellite links is
equal to 0;

• Second Experiment: the error rate of the link between the
antenna and the satellite is equal to 0.005;

Table 2: Throughput summary for each considered TCP vari-
ant and experiment.

Variant of TCP First Exp. Second Exp. Third Exp.

TCP New Reno 0.956211 0.702409 0.95783
TCP BBR 0,933075 0,926365 0,938628
TCP Westwood 0.93909 0.859734 0.95783

• Third Experiment: the error rate of all the links is equal to
0 and the buffer size for all three TCP versions is limited by
our solution.

The data rate of the application is 9 Mb/s, while the bandwidth of
the bottleneck is 1 Mb/s, so after a certain amount of time, the chan-
nel will be saturated, thus causing packet losses. In this way, we
aim to create congestion in the network so that we can observe the
effects of the congestion control mechanism of TCP. This behaviour
is visible from the charts related to the congestion window in Fig-
ure 3. We can notice that TCP BBR had 5 packet loss events, while
TCP New Reno and TCP Westwood had 6 each. Yet, the throughput
achieved by TCPWestwood and TCP BBR is almost the same, while
with TCP New Reno we obtain a slightly higher value (see Table 2).

When we introduce a probability of 0.5% to lose packets in the
link from the antenna to the satellite, we will have many more
peaks in the shape of the congestion window as the TCP needs to
retransmit more lost packets (see Figure 4). As mentioned above,
each TCP variant differs in the way of computing the congestion
window, as we can notice from the charts shown by Figure 4. The
most aggressive behaviour is the one of TCP Westwood since the
congestion window drops to almost zero at every lost packet. TCP
New Reno behaves in a similar way. In contrast, with TCP BBR the
values are higher when compared to those of the other variants.
Also it is the quickest to get the congestion window back up to
its limit again. When looking at the throughput we also see that
TCP BBR outperforms the other two protocols in this test, almost
maintaining the same throughput achieved in experiment 1. Indeed,
this is the TCP version among the three considered here that has
the most efficient use of the channel (see Table 2).

Finally, we limit the size of the TCP buffers as mentioned in
Section 3.4 to set an upper bound to the sending rate through the
advertised window. We notice that the congestion window keeps
growing (probably indefinitely) for TCP New Reno and TCP West-
wood as no congestion loss will occur (see Figure 5). This happens
as the actual sending rate is limited by the advertised window ren-
dering the congestion window’s growth useless. However, for TCP
BBR, we see that there are still a few packet losses. It is fewer than
in the first experiment, but there are still a few. TCP BBR still probes
the internet for more bandwidth, just less frequently. In this way,
we obtain limited, stable over time and predictable delays while
reaching the same (or even better) throughput with respect to the
first experiment.

6 CONCLUSION
The increasing recognition of connectivity as a fundamental human
right is in stark contrast to the anticipated lack of achievement of
ensuring access to reliable and cost-effective Internet connectivity
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(a) Congestion Window for TCP New Reno (b) RTT for TCP New Reno.

(c) Congestion Window for TCP BBR. (d) RTT for TCP BBR.

(e) Congestion Window for TCP Westwood. (f) RTT for TCP Westwood.

Figure 3: First Experiment: Congestion Window and RTT for the considered versions of TCP
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(a) Congestion Window for TCP New Reno (b) RTT for TCP New Reno.

(c) Congestion Window for TCP BBR. (d) RTT for TCP BBR.

(e) Congestion Window for TCP Westwood. (f) RTT for TCP Westwood.

Figure 4: Second Experiment: Congestion Window and RTT for the considered versions of TCP with errors
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(a) Congestion Window for TCP New Reno (b) RTT for TCP New Reno.

(c) Congestion Window for TCP BBR. (d) RTT for TCP BBR.

(e) Congestion Window for TCP Westwood. (f) RTT for TCP Westwood.

Figure 5: Third Experiment: Congestion Window and RTT for the considered versions of TCP with limited buffer size.
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for all by 2030. In this context, satellites represent a promising
solution in providing Internet connectivity even in remote areas,
where a terrestrial infrastructure would be difficult to build and
not cost-efficient. In particular, LEO satellites can provide both
high-bandwidth and low-latency links.

Since the performance of TCP is affected by satellite links, we
have analyzed some representative variants, considering through-
put and RTT. We have shown how a simple solution limiting the
buffer usage and exploiting the advertised window feature present
in all TCP versions can be coupled with any of the considered TCP
variants to improve RTT while preserving throughput. This allows
LEO satellite systems to be employed in underdeveloped areas,
without proper terrestrial Internet infrastructure, to support Smart
Farming (and other crucial applications for SDGs).

We intend to extend our research in several directions. For in-
stance, we plan to compare the per-packet end-to-end delay to
investigate the behaviour of the different versions of the protocol.
Moreover, we would like to consider more flows, even the coexis-
tence of satellite and not-satellites ones, and measure properties
such as fairness and friendliness. Finally, investigating the per-
formance of QUIC in networks involving satellite links would be
interesting.
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