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Social media has been transforming political communication dynamics for 
over a decade. Here using nearly a billion tweets, we analyse the change in 
Twitter’s news media landscape between the 2016 and 2020 US presidential 
elections. Using political bias and fact-checking tools, we measure the 
volume of politically biased content and the number of users propagating 
such information. We then identify influencers—users with the greatest 
ability to spread news in the Twitter network. We observe that the fraction 
of fake and extremely biased content declined between 2016 and 2020. 
However, results show increasing echo chamber behaviours and latent 
ideological polarization across the two elections at the user and  
influencer levels.

A growing number of studies have documented increasing political  
polarization in the USA that is deeper than at any time since the  
American Civil War1–3. Partisan division over issues has increased among 
those affiliated with political and news media organizations—elected 
representatives, party officials and political pundits—alongside an 
alarming increase in affective polarization among voters4,5. This two-level  
pattern—issue polarization among political elites and affective  
polarization among voters—invites further research on the diffusion  
of polarized political information between those in positions of  
political influence and the larger population.

This diffusion of political information is difficult to track with 
traditional survey and roll call voting data that lack relational measures. 
Increasing reliance on social media for political communication is 
opening unprecedented opportunities to study the diffusion of politi-
cal information and misinformation6,7 over communication networks8. 
Furthermore, the rapid growth of Twitter, Facebook, Reddit and other 
social media have transformed the communications and information 
propagation landscape. Alongside traditional broadcast media and 

face-to-face communication, people now can search for and exchange 
information with billions of other users in a global network. Recent 
studies have examined the impact of new technologies, like Twitter and 
YouTube, on election outcomes9–18, including the effects of disinforma-
tion19–25. Other studies have documented how social media platforms 
contribute to polarization through the creation of echo chambers26–35.

We use a vast amount of social media data collected from  
Twitter over the 2016 and 2020 US presidential elections enriched with 
political bias classifications to study diffusion dynamics of political 
content through news media. In this longitudinal study, we focus on 
shifts in Twitter’s political landscape caused by changes in the news 
media content being disseminated. We discovered that, proportion-
ally, the fraction of tweets in the fake news and extremely biased news 
categories decreased or stayed the same on Twitter.

We also focus on analysing news media influencers, defined as 
users with the greatest ability to broadly propagate news media infor-
mation over social media. We analyse changes in their influence, com-
position and the types of news media they are disseminating between 

Received: 28 January 2022

Accepted: 3 February 2023

Published online: 13 March 2023

 Check for updates

1Department of Computer Science and Network Science and Technology Center, Rensselaer Polytechnic Institute, Troy, NY, USA. 2University of Brescia, 
Brescia, Italy. 3Ca’ Foscari University of Venice, Venice, Italy. 4Schmidt Futures, New York, NY, USA. 5Departments of Information Science and Sociology, 
Cornell University, Ithaca, NY, USA. 6School of Statistics, Capital University of Economics and Business, Beijing, China. 7Levich Institute and Physics 
Department, City College of New York, New York, NY, USA. 8Department of Mathematics and Digital Society Initiative, University of Zurich, Zurich, 
Switzerland.  e-mail: hmakse@ccny.cuny.edu; szymab@rpi.edu

http://www.nature.com/nathumbehav
https://doi.org/10.1038/s41562-023-01550-8
http://orcid.org/0000-0002-2753-5481
http://orcid.org/0000-0001-6859-0391
http://orcid.org/0000-0003-0024-5027
http://orcid.org/0000-0001-5060-3705
http://orcid.org/0000-0003-3937-3704
http://orcid.org/0000-0001-6474-1324
http://orcid.org/0000-0002-0307-6743
http://crossmark.crossref.org/dialog/?doi=10.1038/s41562-023-01550-8&domain=pdf
mailto:hmakse@ccny.cuny.edu
mailto:szymab@rpi.edu


Nature Human Behaviour | Volume 7 | June 2023 | 904–916 905

Article https://doi.org/10.1038/s41562-023-01550-8

is not actually a 100% sample, the 10% is not a randomly distributed 10% 
and the 1% is not a randomly distributed 1%. Thus, standard sampling 
methods are difficult to apply to the collected Twitter data. However, 
for the goals of our article, this is our best option as there are no other 
large-scale, comprehensive datasets available for both the 2016 and 
2020 US elections that are readily accessible to us.

The classifications of news media websites presented below and 
used here, including ‘fake’, ‘extremely biased’, ‘left’ and ‘right’, and espe-
cially the boundaries between categories, are a matter of opinion rather 
than a statement of fact. We use terms ‘left’ and ‘right’ for political lean-
ings that are often referred to as ‘liberal’ and ‘conservative’ on the US 
political ideology spectrum. The categorizations and labels assigned 
to the corresponding classes and used here originated in publicly 
available datasets from fact-checking and bias rating organizations, 
which are credited below. The classifications of political views and the 
related conclusions contained in this article should not be interpreted 
as representing opinions of the authors or their funders.

For each tweet containing a URL link, we extracted the domain 
name of the URL (for example, www.cnn.com) and classified each link 
directing to a news media outlet according to this outlet’s political bias. 
The 2016 and 2020 classifications rely on the website allsides.com (AS), 
followed by the bias classification from the website mediabiasfactch-
eck.com (MBFC) for outlets not listed in AS (both accessed on 7 January 
2021 for the 2020 classification). We classified URL links for outlets that 
mostly conform to professional standards of fact-based journalism in 
five news media categories: right, right leaning, centre, left leaning and 
left. We also include three additional news media categories to include 
outlets that tend to disseminate disinformation: extreme bias right, 
extreme bias left and fake news. Websites in the fake news category have 
been flagged by fact-checking organizations as spreading fabricated 
news or conspiracy theories, while websites in the extremely biased 
category have been flagged for reporting controversial information 
that distorts facts and may rely on propaganda, decontextualized 
information or opinions misrepresented as facts. A detailed explana-
tion of the methodologies used by AS and MBFC for rating news outlets 
and of the differences in classification between 2016 and 2020 is given 
in the Methods. The full lists of outlets in each category in 2016 and 
2020 are given in Supplementary Tables 1 and 2. In the 2016 dataset,  
30.7 million tweets, sent by 2.3 million users, contain a URL directed 
to a media outlet website. The 2020 dataset contained 72.7 million  
tweets with news links sent by 3.7 million users. This number reveals  
a drop in the fraction of tweets flowing from users that propagate  
news media links, from 18% in 2016 to 10% in 2020.

The proportions of tweets and users who sent a tweet in each of the 
news media categories are shown in Fig. 1a,b along with other statistics 
about the activity of users in each category. The raw numbers used to 
generate this figure are shown in Supplementary Table 3. Importantly, 
they demonstrate that the fraction of tweets in the fake and extremely 
biased category (representing outlets that were most susceptible 
to sharing disinformation) decreased from 10% to 6% for fake news 
and from 13% to 6% for extreme bias right news. The fraction of users 
who shared those tweets also decreased for extreme bias right news 
(from 6 to 3%) but not for fake news (which remained at 3%). However, 
the total number of tweets and users increased over the same period  
by 411 and 80%, respectively. In short, between 2016 and 2020, the 
numbers of tweets and users grew at a rate in the range of 80 to 246% 
for all categories, except the number of users who shared extreme bias 
right news, which declined by 10%.

The fraction of tweets in the extreme bias left category was only 
2% in 2016 and it dropped to a mere 0.05% in 2020. The number of 
tweets in this category also dropped. The fraction of tweets in the 
centre category also decreased, from 21 to 10%, but the number  
of tweets increased dramatically. By contrast, the fraction of left-leaning  
tweets increased from 24 to 45%, while the fraction of right-leaning 
tweets increased from 3 to 6%.

the two elections. We find that the proportion of top influencers affili-
ated with news media organizations decreased in 2020, while the pro-
portion of those affiliated with political organizations increased. We 
also quantify and compare the levels of polarization between 2016 and 
2020. There are multiple types and levels of polarization established in 
literature36–43, which we discuss in the Supplementary Materials. How-
ever, we focus on ‘ideological polarization’44 of Twitter users, defined 
as the level of ideological separation between the political alignments 
of the content that these users propagate. For the remainder of the 
article, we use the term ‘polarization’ to refer specifically to ‘ideological  
polarization’. Our polarization analysis reveals an increase in echo 
chamber behaviour between 2016 and 2020 resulting from Twitter 
users’ tendency to be less likely to disseminate information or interact 
with users on the other side of the political spectrum. This analysis also 
suggests that new influencers from 2020 are more polarized than the 
influencers who persisted from the 2016 US presidential election. We 
believe these results establish a foundation for future work by provid-
ing observations on trends and patterns arising in Twitter’s political 
landscape in news media.

Results
We note that the initial foundation for this research is established in 
ref. 21, which analysed the news media diffusion dynamics on Twitter 
during the 2016 US presidential election. We harness part of the data 
used in that article and follow its relevant methodology to identify and 
classify influencers in the 2020 US election data. Additionally, following 
an editorial request added to the reviews of this article, we anonymized 
all Twitter usernames of personal accounts in both the main manu-
script and the Supplementary Materials. Specifically, if the username 
being presented does not represent an established major news organi-
zation that is verified on Twitter, that username is replaced with an 
alias. This alias consists of two parts: affiliation and year of relevance. A 
user’s affiliation can be with the media, US politics or personal (see the  
 News media influencers section for more information on how we define  
affiliations). The personal affiliation is also split into ‘individual’ and 
‘other’ labels, with the former representing no official affiliation with 
media or politics, and the latter representing a lack of information 
required to make a distinction. All affiliation labels are shortened to 
their first five letters in the alias. Year of relevance is determined as 
being in the top 100 list of influencers for 2016, 2020 or both. See the 
Twitter retweet networks section for more details on influencers and 
our influencer identification algorithm. So, a politically affiliated user 
that was influential only in 2016 will have an alias of ‘Polit_2016’.

News media on Twitter in 2016 and 2020
We tracked the spread of political news on Twitter in 2016 and 2020 
by analysing two datasets containing tweets posted between 1 June 
and election day (8 November in 2016 and 2 November in 2020). The 
data were collected continuously using the Twitter search API with the 
names of the two presidential candidates in each of the presidential 
elections in 2016 and 2020 as keywords. Using more keywords target-
ing specific media outlets or hashtags concerning specific news events 
could miss election-related tweets that did not contain references to 
the list of outlets or events.

The 2016 dataset contains 171 million tweets sent by 11 million users 
and was used in refs. 13,21 to assess the influence of disinformation on 
Twitter in 2016. The 2020 dataset contains 702 million tweets sent by 
20 million users. Hence, we observe a near doubling of the number of 
Twitter users involved in spreading political news in 2020 compared 
with 2016.

At the time we collected our data, the statistical analyses of the 
raw collected data were limited because the data collection process 
designed by Twitter itself has been shown to have sampling issues. For 
instance, the probability of non-responses from API queries is not pro-
vided by Twitter, and Twitter has acknowledged that the 100% firehose 
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The shift away from the centre may indicate the increasing ideo-
logical polarization, both among users and media outlets. However, 
most of the decrease in the fraction of centre media outlets reflects the 
shift of cnn.com, because it was categorized by AS as centre in 2016 and 
as left leaning in 2020. CNN accounted for more than twice the number 
of tweets in 2020 compared to the top outlet of the centre category  
in that year (thehill.com) (Supplementary Table 2).

Figure 1c,d shows the fraction of URLs for all categories as a func-
tion of a user’s modal category for users that posted at least two links 
in our datasets. The analysis reveals two clusters in 2016 and 2020, 
one with categories from the right (right leaning, right, fake news and 
extreme bias) and a second cluster with categories from the centre and 
left (centre, left leaning and left). These two clusters can be interpreted 
as two echo chambers in terms of a separation in news consumption. 
Asymmetrical patterns in Fig. 1c,d above and under the diagonal reveal 
that users in the right-wing echo chamber also link to an extremely 
limited number of left-wing media outlets. The users in the left-wing 
echo chamber link to right-wing media in an even more limited way. This 
is consistent with asymmetry between left-leaning and right-leaning 
users in social media observed in previous studies21,25,35,45.

To estimate the volume of tweets sent from automated accounts 
such as bots, we counted the number of tweets sent from unofficial 
Twitter clients, such as Twitter clients other than the Twitter Web client, 

Android client, iPhone client or other official clients. Unofficial Twitter 
clients include those who are using a variety of different applications 
used to automate all or part of an account activity, such as third-party 
applications used typically by brands and professionals (for example, 
SocialFlow or Hootsuite) or bots created with malicious intentions13. 
There is no fast and precise method for bot detection, and the sheer 
size of our datasets prevented us from using complicated methods, 
which often use natural language processing, machine learning clas-
sifiers and similar techniques46. Filtering through unofficial clients 
provides a simple alternative that meets the baseline requirements 
for our analyses. Accounts from unofficial clients are only removed 
during our polarization analysis presented later in the article. For all 
other analyses, these accounts are kept, as they impact the patterns of 
information diffusion that we are analysing.

The overall fraction of tweets sent from unofficial clients was 8% in 
2016, but this had dropped to 1% in 2020. A similar drop over the same 
period was observed in the average activity of their users (Supplemen-
tary Table 3). This decrease, and the proportional decrease of extremely 
biased and fake news, could be attributed in part to measures taken by 
Twitter to limit the virality of disinformation. As mentioned above, the 
relative volume of tweets linking to disinformation websites dropped by a 
half in 2020 compared to 2016, and the fraction of users sharing fake news 
decreased even more substantially (Fig. 1a,b and Supplementary Table 3).
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Fig. 1 | Distribution of news media links in 2016 and 2020 by news media 
category. a,b, The fraction of tweets (a) and users (b) that sent tweets with a 
URL pointing to a website belonging to one of the categories. Solid coloured 
bars show fractions for the 2016 election, while striped bars represent the 

corresponding fractions from the 2020 election. Users are classified as being in 
the category in which they posted the most links. c,d, The fractions of links across 
categories as a function of the users’ main categories, for those users that have at 
least two links classified, in 2016 (c) and 2020 (d).
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To understand how users shifted between categories from 2016 
to 2020, we track users that were active during both election years  
(14% of the users present in 2020) and we classified each of them into 
the category in which they posted the most tweets in each year. Figure 2  
shows the resulting shifts. The two largest shifts are among users in 
the centre and left news category in 2016 that AS rating shifted to the 
left-leaning category in 2020. This made the left-leaning category the 
largest in 2020, by shifting the three most widely shared news out-
lets: The New York Times, Washington Post and CNN (Supplementary  
Table 2). We also observe a large fraction of users in the fake and 
extremely biased news category in 2016 that moved to the right news 
category in 2020. However, these user shifts also reflect the change in 
the classification of media outlets from 2016 to 2020. We infer the ideo-
logical position of Twitter users without relying on the news outlet clas-
sification (see the subsection Polarization among Twitter users) and 
show that the resulting positions are highly correlated with the user’s 
positions computed using the news categories in which they posted.

Twitter retweet networks
To capture the dynamics of information diffusion, we reconstruct 
retweet networks corresponding to each news media category. We add 
a link (a directed edge) going from node v to node u in the news network 
when user u retweets the tweets of user v ≠ u containing a URL linking 
to a website belonging to one of the news media categories. Only one 
such link is created regardless of the number of tweets retweeted by u. 
With our convention, the direction of the link represents the direction 
of the influence propagation between Twitter users.

A 2015 study by Metaxas et al.47 found that ‘retweeting indicates 
not only interest in a message, but also trust in the message and the 
originator, and agreement with the message contents’. Although the 
retweeting does not explicitly represent support of the retweeted 
content (since a user who almost always retweets CNN might occa-
sionally retweet Fox News), in a retweet the user cannot remark about 
reasons for propagating this content to others, while the alternatives of  
quoting or replying do allow users to remark and so are much more  
suitable for non-supporting forwarding of news. Accordingly,  
we assume that most users agree with and are influenced by the  
information they are propagating through retweets.

Within a network, the in-degree of a node is the number of links 
that point inward to the node and the out-degree is the number of links 
that originate at a node and point outward to other nodes. A retweet 

originates at the node that posted the original tweet, not at the node 
that posts the retweet (indicating the flow of influence in the direc-
tion of the retweeter). Thus, for our retweet networks, the in-degree 
of a user is equal to the number of users they retweeted at least once 
and their out-degree is the number of users who have retweeted them 
at least once. The higher a node’s out-degree, the greater its local 
influence. The characteristics of the retweet networks are shown in 
Supplementary Table 4.

We then use an algorithm to find the best spreaders of news media 
information within each network, that is, the influencers of the cor-
responding news media category. An alternative of finding the ‘most 
influential users overall’ through extracting influencers from the 
retweet networks of all users would result in a list of influencers domi-
nated by left-leaning and centre-biased influencers while other news 
media bias categories would be underrepresented (see Supplementary 
Fig. 1, which shows the top overall influencers and their political align-
ments for both 2016 and 2020). This imbalance would understate the 
impact of these influencers on polarization between the two election 
years. Hence, we extract the top influencers from the retweet networks 
of each news media category to present an accurate representation 
of critical influencers from the different news media categories. As 
mentioned earlier, our work builds on and uses some of the results of 
the 2016 US election from ref. 21, which identifies influencers using the 
Collective Influence (CI) approach48. To ensure consistency of results, 
we too use CI to find influencers in the 2020 data.

News media influencers
The CI heuristic identifies and ranks influencers in 2016 and 2020 data-
sets and assigns to each influencer a value CIout that represents the 
strength of influence it exerts. The influencers identified from these 
networks only pertain to Twitter accounts who disseminate content 
by providing links to external sources. We compare the rankings of 
the influencers extracted from the 2020 network with the rankings 
of the influencers previously extracted by CI from the 2016 network21.  
A selection of 87 influencers (limited to officially recognized major news 
organizations that are verified on Twitter as per our disclaimer at the 
beginning of this section) and their rankings with their corresponding 
news media categories are shown in Supplementary Table 5.

For the remainder of the article, we use the top influencers 
extracted from the fake, extreme bias right, right, right-leaning, centre,  
left-leaning and left news media categories. However, we do not 
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Fig. 2 | Shifts of users across news media categories from 2016 to 2020. The 
relative size of each category in 2016 corresponds to the ratio of the numbers 
of unique users in this category to the left category (Fig. 1). The shifts among 

categories over time are proportional to the fraction of users that were classified 
in 2016 and in 2020 in the two involved categories. Overall, 14% of the users 
present in 2020 persisted from the 2016 dataset.
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include any influencers from the extreme bias left news media cate-
gory. According to Supplementary Table 4, this category is sparse and 
disconnected, with very few users compared to the users’ populations 
in the other networks. Our goal is to extract influencers that are highly 
relevant to the dissemination of information on Twitter across the dif-
ferent news media categories. However, we find that the influencers 
extracted from the extreme bias left category have an extremely low 
standing in the Twitter community compared to influencers extracted 
from other categories. For example, the 25th most influential user of 
the extreme bias left category has about 100 followers, while the 25th 
most influential user of the left category has over one million. Hence, 
keeping the extreme bias left category exaggerates the importance of 
these influencers and diminishes the importance of influencers in other 
categories. Consequently, we exclude the extreme bias left category 
from the analyses that follow.

Analysis of our lists of the top influencers in 2016 reveals that  
traditional news influencers were mostly journalists with verified  
Twitter accounts linked to traditional news media outlets. By con-
trast, fake and extremely biased news also contains influencers whose 
accounts are unverified or deleted, with deceptive profiles and much 
shorter lifespans on Twitter than traditional media influencers (see Sup-
plementary Figs. 2 and 3 and supporting data in Supplementary Table 6  
for details on the proportional shift of users to and from inactivity 
between election years). However, some of these influencers, despite 
their unknown, non-public nature, still played an important role in the 
diffusion of disinformation and information on Twitter21. There has 
been a substantial increase in deleted influencer accounts spreading 
fake news, from two in the top 25 in 2016 to eight in 2020. Also, the 
extreme bias right news, which in 2020 consisted primarily of verified 
influencers, grew from 15 in the top 25 in 2016 to 23 in 2020. We also 
found that among the top 100 influencers from each news media cat-
egory in 2020, there was a 29% retention rate of influencers persisting 
from 2016. Furthermore, for the top 25 influencers from each of these 
categories, we find the retention rate to be 36%. Meanwhile, as noted 
earlier, the rate of retention between 2016 and 2020 for the average 
2016 user was 14%. The increase in retention rate between the average 
user and the top 25 influencers is 157%, indicating that the more influ-
ential a user, the higher their retention rate.

Using a manual labelling process (see Methods for details), we label 
the top 25 influencers of each news media category in 2016 and 2020 
as affiliated with media or political organizations, or unaffiliated, to 
observe the makeup of influencer types for these labels. Here, we define 
an influencer’s ‘affiliation’ with media or politics as their primary job, 
or other direct connection from which they received periodic financial 
support. Or, if the influencer is an organizational entity, this classifica-
tion indicates that this is a legally recognized company. Subsequently, 
an affiliation indicates if the influencer is either a professional or a  
legal company outside Twitter.

An influencer affiliated with a media organization could be a media 
company or official media outlet, or an established writer, reporter or 
paid consultant. An influencer affiliated with a political party could be a 
politician, a political campaign platform or an affiliate of the platform, 
or someone who officially represents an aspect of US politics. We also 
split the unaffiliated label into two subclassifications: independent 
and ‘other’. An independent influencer is not officially affiliated with 
any media or political platforms. The ‘other’ label represents influ-
encers whose accounts have no description or context that could 
be used to identify them. We generalized these affiliation labels to 
capture a variation of affiliations to media and politics. It also prevents  
overcategorization of influencers or the creation of categorization 
exceptions.

The fractions of influencers within these affiliation labels are 
shown in Fig. 3. The results reveal that unaffiliated influencers are more 
common in the fake and extreme bias news media categories, while 
affiliated influencers are more common in the other news categories.  

A similar trend is evident in the fractions of verified and unverified influ-
encers found in these categories, as fake and extreme bias news catego-
ries contain fewer verified influencers. In addition, media-affiliated 
influencers have a greater presence in the left, left-leaning and centre 
news categories compared with their counterparts.

Interestingly, the number of media-affiliated influencers within 
most of the news media categories decreased from 2016 to 2020. 
The exceptions are the extreme bias right and fake news catego-
ries, in which the number of media-affiliated influencers increased. 
Also, the extreme bias right category had increased numbers of 
politically affiliated influencers. This indicates a shift in polariza-
tion of influencers affiliated with right-biased political and media 
organizations towards the extreme bias right and fake news, as 
well as the emergence of news media-affiliated influencers in 
these categories. We discuss these changes in polarization in more  
detail below.

In addition to changes in affiliations from 2016 to 2020, we observe 
a substantial reshuffle of the ranking of influencers. Figure 4 shows the 
change in rankings of the top 10 influencers in left and left-leaning, 
right and right-leaning, and extreme bias right and fake news catego-
ries. The ranking reshuffle in the centre news category is shown in  
Supplementary Fig. 4.

The comparison reveals several interesting changes between 2016 
and 2020. First, we see that highly influential users rise from obscurity. 
Across all categories, a set of previously unranked or very low-ranked 
users break into the top 10 rankings. Considering all unique users in the 
top 25 influential users (from all categories of news media), 58% came 
from outside the top 100 influential users in 2016. However, most of 
these newly influential users are related in some way to media or politi-
cal organizations, while 28% of these new influencers are independent.

Observing the change in rankings by news media category, we 
see that right and right-leaning, and extreme bias right and fake news 
categories have a substantally higher fraction of the top 10 influencers 
who were previously outside the top 50, compared with the change in 
rankings among the groups in left and left-leaning news categories. All 
categories show a large number of influencers falling out of the top 50 
from 2016 to 2020, and in the case of the left news influencers, we see 
their former positions filled by users who were much less influential in 
2016. The influencers with extreme bias right and fake news affiliations 
show the most volatility with regards to retaining the top 10 influencer 
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positions, with many top 10 influencers in 2016 ranked below 50 in  
2020 (or even banned from Twitter).

The change of classification of some news media outlets is also 
reflected in the category shifts of their Twitter accounts. In particular, 
the first- and third-highest ranked influencers in the centre category  
(@CNN and @politico) in 2016 shifted to left leaning. Such shifts of 
large and influential media influencers from news categories indicate 
the increased content polarization on Twitter. A shift of media-affiliated 
influencers from the right to the extreme bias right is also visible (for 
example, @DailyMail and @JudicialWatch), as is the emergence of 
new media-affiliated influencers in these categories (for example,  
@newsmax and @OANN). In contrast with the shift to the extremes 
among large media influencers, the centre rankings remained mostly 
consistent between 2016 and 2020 (Supplementary Fig. 4). Some new 
users rose from low ranks to fill in the gaps, including the winner of the 
2020 US presidential election, but only one user dropped out of the top 50 
entirely, and the remaining shifts are internal to these top-ranked users.

Polarization among Twitter users
The evolution of influencers from different news media categories  
(Figs. 1 and 2) suggests an increased polarization in the relations among 
influencers between 2016 and 2020. Here we broaden the scope of 
polarization analysis to the Twitter users who are consuming and 

retweeting the influencers’ content. For the 2016 and 2020 data, we 
consider a set of the top 100 influencers from each news media cate-
gory. To avoid polarization changes caused by the varying composition 
of the set of influencers, we filter these sets to contain only influenc-
ers that were present in both the 2016 and 2020 CI rankings. For 2016 
and 2020, the final set sizes are 505 and 548 influencers, respectively. 
For this analysis we use all the retweets in our datasets, not only those 
containing a link to a news outlet, but remove the retweets sent from 
unofficial Twitter clients.

With influencers as nodes, we create two fully connected similarity 
networks derived from the 2016 and 2020 Twitter networks, respec-
tively. The weight of an edge between any two influencers in these  
networks represents the similarity between the retweeters that propa-
gate the content of these influencers (see Methods for more details). 
Any edges with a weight of 0 are removed. A distribution of the similar-
ity values for both networks, as well as their degree distributions, are 
shown in Supplementary Fig. 5a,c. In both similarity networks, a com-
munity detection algorithm found two communities. One contained 
influencers affiliated with news media in the centre, left-leaning and 
left news categories, while the other contained those affiliated with 
news media in the right-leaning, right and fake news categories. This 
indicates that influencers separate their user bases according to the 
content they generate.

Icon legend
Linked to media organization
Linked to political organization

Other
Independent

Rank 2016 User Rank 2020

1

2

3

4

5

6

7

8

9

10

12

31
19

Rank > 50

Rank 2016 User Rank 2020

1

2

3

4

6

7

8

9

10
11
12
14
19
32

Rank > 50

Rank 2016 User Rank 2020
@FoxNews

@WSJ
Polit_both

@DailyCaller
@WashTimes

@RT_com
@dcexaminer

Media_2016
@RT_America

@nypost
@FoxNewsInsider

@WSJPolitics
@DailyMail
Polit_2016
Polit_2016

Indep_both
Polit_2016

Media_2016
@foxandfriends

Polit_both
Media_both
Polit_2020

Media_2020
Media_2020
Media_2020
Media_2020

Polit_2020
Media_2020

1

2

3

4

5

6

7

8

9

10

31

37

Rank > 50

Indep_both
Polit_both

@DailyCaller
Other_2016

@BreitbartNews
Media_both
Media_2016
@wikileaks

Media_2016
Media_both
@DailyMail
Media_both
Indep_2016
Other_2016
Indep_both
Indep_2016
Media_2016

@gatewaypundit
Polit_both

@JudicialWatch
Media_both

Media_2020
Media_2020
Media_2020
Media_2020
Media_2020
@newsmax

@OANN
Indep_2020
Indep_2020

1

2

3

4

5

6

7

8

9

10

13

16

27

37

Rank > 50

1

2

3

4

5

6

7

8

9

10

13
19
27
32
50

Rank > 50

@CNN
@Hu�Post
@nytimes

@TIME
@washingtonpost

@ABC
@politico

@thedailybeast
@CNNPolitics

@NBCNews
@RawStory

@Hu�PostPol
@Slate

@NewYorker
@PolitiFact
@CBSNews
Media_both

@TPM
@voxdotcom
@ABCPolitics

@Salon
Media_2016

@thinkprogress
@MSNBC

Media_both
@NPR

Media_2020
Media_2020
Indep_2020
Media_2020

1

2

3

4

5

6

7

8

9

10

11
14
22
25
50

Rank > 50

Centre
Left leaning
Left

Extreme bias right
Right
Right leaning

Fake news

Extreme bias right/fake news

Left/left leaning Right/right leaning

Colour legend

Fig. 4 | Change in influencers’ rankings from 2016 to 2020. Influencers 
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shown. The 2016 rankings are displayed to the left of the username or alias, 
with 2020 rankings listed on the right. For each user only one shift is shown. Its 

colour changes from the user’s highest ranked news media category in 2016 to 
that in 2020. Each panel shows the change over time between two news media 
categories.
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Figure 5 illustrates this separation, showing subsampled similar-
ity networks of the 25 most influential nodes for each news media  
category for 2016 (left panel) and 2020 (right panel). Using force- 
directed network layouts driven by the weighted similarity edges, we 
visualize for both years the two formed communities, one consisting  
of the right-biased and fake news influencers and the other the 
left-biased influencers. These communities form an echo chamber 
motif like the one seen in Fig. 1c,d for the analysis of the fractions of 
URLs in all news media categories.

Visually, Fig. 5 suggests a loss of intercommunity connections and 
increased density of intracommunity links from 2016 to 2020. We probe 
if these changes are reflected in the communities arising in the two main 
similarity networks containing the nodes from the influencer sets with 
the top 100 influencers of each news media category. We found that 
the trends persist, with community separation in the 2020 network 
increasing compared to the separation of communities in the 2016 
network, as measured by modularity and the normalized cut between 
communities (see Methods for details).

The modularity for the 2020 network was 0.465 with a 95% con-
fidence interval (CI95) of (0.454, 0.475), versus 0.401 with a CI95 of 
(0.392, 0.409) in 2016, indicating more closely knit communities in 
2020, with stronger in-community ties and weaker between-community 
ties. This trend agrees with the changes of the average normalized cut, 
which decreased from 0.285 with a CI95 of (0.232, 0.339) in 2016 to 
0.052 with a CI95 of (0.046, 0.058) in 2020. Both results show a much 
stronger separation of the two clusters in the later election and suggest 
a fundamental shift in retweeting behaviour. Between 2016 and 2020, 
users became even more likely to disseminate content from influencers 
with similar biases and less likely to spread content from influencers 
with opposing biases, effectively reducing cross-bias encounters and 
discourse. In addition, we also computed the above metrics on net-
works generated from user quote similarity to confirm that retweets 
are the strongest form of endorsement of influencer content (Sup-
plementary Table 7). We also report the modularity and normalized 
cut for the subsampled networks of Fig. 5 in Supplementary Table 8, 
which reinforces the trend observed in the results above.
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Fig. 5 | Similarity networks for nodes among the top 25 influencers from each 
news media category for the two election years. Node size is proportional to 
its degree in their respective network. Node colour indicates which news media 
category the node spreads. Nodes that spread information from more than one 
category are represented as pie charts, where the size of each slice is proportional 
to their CI score within that respective news media category. An edge between 
each pair of influencers is weighted by the similarity between the retweeters 
of those influencers. Both networks are visualized using a force-directed node 
layout, with the strength of the force defined by the weights of the edges. Since 
these are complete networks, they are sparsified for visualization purposes, 
with each node only having up to their five strongest edges visible. Each of the 

two networks has 405 visible edges in total. Visible intercommunity edges are 
coloured purple, while intracommunity edges are orange. The distribution of 
the similarity values, and the degree distributions, for the visible edges of these 
two networks are shown in Supplementary Fig. 5b,d. Text to the side of each of 
the two networks shows the top five users of each news media category. A green 
number to the left of each user corresponds to a labelled node in the network, 
showing the location of that top influencer. The purple numbers in the 2020 
tables indicate the user’s 2016 rank in that category. Users ranked in the top 25 for 
multiple news media categories have coloured superscripts, indicating the rank 
and media classification of their other top five positions.
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To further quantify and compare the changes in user behaviour 
and, subsequently, in user polarization, we infer the ideology of Twitter  
users based on the ideological alignment of political actors whom 
these users follow29,49. The bipartite network of followers is then pro-
jected on a one-dimensional scale using correspondence analysis50,51, 
which applies singular value decomposition of the adjacency matrix, 
standardized to account for the differences in popularity and activ-
ity of the influencers and their followers (see Methods for details).  
Two users are close on the resulting latent ideology scale if they fol-
low similar influencers. This method has been shown to produce  
ideological estimates of the members of the US Congress that  
highly correlated with ideological estimates based on roll call voting 
similarity such as DW-NOMINATE49.

For 2016 and 2020, the data for the analysis consists of the top 
100 influencers of each news media category, as used in the previous 
polarization analysis, and the sets of users that retweeted at least three 
different influencers (considering all tweets in our datasets, not only 
the ones with URLs). As discussed earlier, we interpret retweeting as 
an endorsement of the content being retweeted. Twitter offers other 
types of interactions, allowing users to comment on the content, such 
as quote tweets and replies. The ratio of quotes to retweets of users to 
influencers was very stable and small (<5%) in 2016 and 2020, for users 

on both the left and right sides of the latent ideology (Supplementary 
Table 9A), which motivated our focus on retweets to infer the ideol-
ogy of users. The ratio of quotes to retweets from users of one side 
of the ideology spectrum to influencers of the other side increased 
from 2016 to 2020, indicating an increased usage of quotes to com-
ment on tweets from influencers of the opposite side. However, the 
overall usage of quotes over retweets remained small (Supplementary  
Table 9B). We extract the coordinates of each user on the first dimen-
sion of the results of the correspondence analysis applied to the 
weighted network of retweets between the users and the influencers 
(see Methods for the details and robustness checks that we performed). 
Finally, for 2016 and 2020, the coordinates of all users are standardized 
to a mean of zero and a standard deviation of one. Two users are close 
together on the latent ideology scale if they tend to retweet similar 
influencers. The influencers’ latent ideological positions are then 
computed as the median of their retweeters’ positions.

Figure 6 shows the result of this analysis. The distribution of ide-
ology positions of the users and of the influencers, displayed in green 
and purple, respectively, shows that polarization increased between 
2016 and 2020. This is confirmed by a Hartigans’ dip test (HDT) for uni-
modality, which measures multimodality in a sample by the maximum 
difference, over all sample points, between the empirical distribution 
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Fig. 6 | Latent ideology scale of influencers and their retweeters in 2016 
(left) and 2020 (right). Top, the latent ideology of the top five influencers 
of each category is shown as a box plot representing the distribution of the 
ideology of the users who retweeted them. Bottom, the distributions for the 
users are shown in green and the distributions for the top 100 influencers of 
each news media category (computed as the median of the ideology of their 

retweeters) are displayed in purple. Box plots indicate the median and the 25th 
and 75th percentiles of the distributions with whiskers indicating the 5th and 
95th percentiles. The sample size used for the computation of each box plot is 
reported to their side. Pie charts next to the influencers’ names represent the 
news categories to which they belong (weighted by their respective CI ranks in 
each category).
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function and the unimodal distribution function that minimizes that 
maximum difference52. For the user distribution, the test statistic is 
D = 0.11074 with a CI95 of (0.11038, 0.1112) in 2016. In 2020, we have 
D = 0.14751 with a CI95 of (0.1471, 0.1477). For the influencer distribu-
tion, the test statistics are D = 0.18328 with a CI95 of (0.1672, 0.195) in 
2016 and D = 0.23251 with a CI95 of (0.206, 0.238) in 2020. All tests 
reject the null hypothesis of a unimodal distribution with P < 2.2 × 10−16 
and the 95% confidence intervals are computed from 1,000 bootstrap 
samples using the bias-corrected and accelerated method. Increasing 
values of the test statistic indicates distributions that increasingly devi-
ate from a unimodal distribution, corroborating the growing division 
found in the similarity networks.

To resolve whether the increase in polarization is caused by the 
arrival of new users and influencers in 2020, we repeat the analysis 
including (1) only users (shown in Supplementary Fig. 6), (2) only 
influencers (Supplementary Fig. 7) and (3) both users and influencers  
(Supplementary Fig. 8) that were active during both elections. In all 
three cases we observe an increase of the HDT statistics (see Supple-
mentary Fig. 9 and Supplementary Table 10) that means that the change 
in behaviour of the users in selecting whom to send their retweets 
contributes to the polarization increase. The largest increase in HDT 
for the user distribution arises when all users from years 2016 and 2020 
and only influencers that were present during both years are considered 
(+0.08). This setting also corresponds to the smallest increase of the 
dip test of the influencer distribution (+0.01, within CI95), suggesting 
that the new influencers of 2020 have more polarized ideologies than 
the influencers who continued from 2016 to 2020. Thus, we conclude 
that the increased polarization of the users is caused, to a substan-
tial extent, by the arrival and departure of users between elections  
(Supplementary Fig. 9 and Supplementary Table 10).

Figure 6 reveals a clear increase in polarization of the users and 
influencers in 2020 compared to 2016 and an alignment of their latent 
ideologies in two distinct groups, mirroring the news media classifi-
cation groupings seen in Fig. 5 and Supplementary Fig. 6. This echo 
chamber behaviour for users became more concentrated in 2020, with 
two clearly opposite poles that had fewer influencers having a user base 
bridging opposite ideologies.

These results also independently confirm the shift of news outlets 
and influencers from the centre to the right and left observed using 
the news media classifications by external sources. Indeed, we find an 
extremely high correlation (above 0.90 for 2016 and 2020) between the 
users’ latent ideology position and their left- or right-leaning distribu-
tion computed using the news media categories in which they posted 
(see Methods for details). This high correlation indicates that the shift 
in bias observed at the level of the media outlets is also present at the 
level of the users’ retweeting pattern and serves as an independent 
validation of the media outlet classification.

Discussion
We collected and analysed Twitter data during two important  
US presidential elections in 2016 and 2020 to document changes 
in Twitter’s political news media landscape and measure the result-
ing polarization induced by social media influencers and their audi-
ences. Our analyses focus on the identification of influencers and their  
political alignments. We developed a comparative framework that led 
to the discovery of important changes in the ideological composition 
and organizational affiliation of influencers and the level of political 
polarization among influencers and their audiences. Our descriptive 
account will be useful for readers and researchers concerned about  
the power of even a few social media influencers to shape and polarize  
the news media landscape on Twitter. These results are also an  
important first step towards the discovery of mechanisms behind  
the trends, patterns and behaviours we report.

Between 2016 and 2020, the number of influencers affiliated with 
media organizations declined by 10%, replaced mostly by influencers 

affiliated with centre and right-leaning political organizations. This 
change in the news media landscape on Twitter indicates a shift in the 
relative influence of journalists and political organizations. Among 
professional media influencers, there was a shift away from independ-
ent journalism and towards extreme bias right and fake news.

Importantly, while the number of tweets and users propagating 
fake and extremely biased news declined between 2016 and 2020, 
polarization increased across the political spectrum. We found an 
increase in the division of influencers and users into opposing echo 
chambers from the first election to the the second. We confirmed this 
observation by analysing latent ideologies of influencers and users, 
discovering corresponding increases in their polarization as well. 
This analysis also suggests that new influencers from 2020 have more 
polarized ideologies than the influencers who persisted from 2016.

We hope that our results and observations will encourage future 
studies. One promising direction is to use Natural Language Processing 
to distinguish between positively and negatively quoted tweets and to 
determine their topic. Another direction is to extend user classification 
to refine the categorization of organizational and individual Twitter 
accounts, and broaden the hierarchy of the users’ affiliations. The 
measures of polarization can also be refined to enable deeper analysis 
of the patterns of behaviours that affect polarization and to expand 
the application of influencer analysis to the spread of political news 
on other social media.

Methods
This research was reviewed and classified as exempt by the City University  
of New York (CUNY) Integrated Institutional Review Boards (IRB), as 
the research involved the collection of existing data from sources that 
are publicly available. This decision is shown in IRB file no. 2022-0429 
(approved on 8 July 2022) and IRB file no. 2017-0625 (approved on  
12 June 2017). These files are available at https://osf.io/e395q/ link.

News media URL classification
The website www.allsides.com (AS) rates media bias using a com-
bination of several methods such as blind surveys, editorial review, 
third-party analysis (for example, academic research), independent 
review and community feedback (see www.allsides.com/media-bias/
media-bias-rating-methods for a detailed explanation of the  
methodology). The website mediabiasfactcheck.com (MBFC) 
scores media bias by evaluating wording, sourcing and story choices 
as well as political endorsement (see mediabiasfactcheck.com/ 
methodology). MBFC is maintained by a small independent team of 
researchers and journalists, offering the largest set of biased and inac-
curate news sources among five fact-checking datasets53. They are used 
for labelling bias and veracity of news sources54–56. However, neither 
AS nor MBFC are considered perfect assessments of bias, but no major 
media assessment platform is considered objectively unbiased from 
all ideological perspectives. According to the University of Michigan 
library (an endorser of AS), ‘there is no one exact methodology to 
measure and rate the partisan bias of news sources’57, and as such, we 
consider AS and MBFC our best options for this research.

To be consistent with the results from 201621, we discard as insig-
nificant outlets that accumulate less than 1% of the cumulative number 
of tweets of the more popular outlets in each category. Removing 
uniformly insignificant outlets from all categories also ensures that 
the tweet volume in each category is independent of the number 
of outlets classified in this category by AS and MBFC. The full lists  
of outlets in each category in 2016 and 2020 are given in Supplementary 
Tables 1 and 2. AS and MBFC updated their bias classification for several 
outlets between 2016 and 2020, changing the classification used in 
our analyses as well. For example, CNN Web News was classified in the 
centre category in 2016 by AS and then in the left-leaning category in 
2020, reflecting a bias shift occurring during this time (www.allsides.
com/blog/yes-cnns-media-bias-has-shifted-left).
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In ref. 21, the fake news and extreme bias categories were based 
on the classification of a team of media experts (available at github.
com/alexbovet/opensources) and was cross-checked using the factual 
reporting scores from MBFC. As the classification source from 2016 was 
not updated in 2020, we use the list of outlets classified as ‘question-
able sources’ from MBFC as a reference for 2020. MBFC describes a 
questionable source as one ‘that exhibits one or more of the following: 
extreme bias, consistent promotion of propaganda/conspiracies, poor 
or no sourcing to credible information, a complete lack of transparency 
and/or is fake news’. MBFC rates the factual reporting of each source 
on a scale from 0 (very high) to 10 (very low) based on their history of 
reporting factually and backing up claims with well-sourced evidence. 
Outlets with a level of ‘low’ (score of 7 to 9) or ‘very low’ (score of 10) are 
classified in the fake news category while outlets with a ‘mixed’ level 
(score of 5 or 6) are classified in the extremely biased category. No out-
lets in the disinformation categories have a level higher than ‘mixed’. 
A ‘low’ or ‘very low’ factual reporting level on MBFC corresponds to 
sources that rarely or almost never use credible sources and ‘need to 
be checked for intentional fake news, conspiracy, and propaganda’.  
A ‘mixed’ level is assigned to sources that ‘do not always use proper 
sourcing or source to other biased/mixed factual sources’. We also 
verify that all outlets in the extremely biased category have a ‘bias’ 
reported on MBFC of ‘right’, ‘extreme right’, ‘left’ or ‘extreme left’.

We identify the following in our datasets (giving the top website 
host name as an example in parenthesis): for the fake news category, 
16 website host names in 2016 (top: thegatewaypundit.com) and 20 
website host names in 2020 (top: thegatewaypundit.com); for the 
extreme bias right category, 17 website host names in 2016 (top: bre-
itbart.com) and 10 website host names in 2020 (top: breitbart.com); 
for the extreme bias left category, 7 website host names in 2016 (top: 
dailynewsbin.com) and 7 website host names in 2020 (top: occupy-
democrats.com); for the left news category, 18 website host names in 
2016 (top: huffingtonpost.com) and 18 website host names in 2020 
(top: rawstory.com); for the left-leaning news category, 19 website 
host names in 2016 (top: nytimes.com) and 19 website host names 
in 2020 (top: nytimes.com); for the centre news category, 13 website 
host names in 2016 (top: cnn.com) and 13 website host names in 2020 
(top: thehill.com); for the right-leaning news category, 7 website host 
names in 2016 (top: wsj.com) and 13 website host names in 2020 (top: 
nypost.com); and for the right news category, 20 website host names 
in 2016 (top: foxnews.com) and 19 website host names in 2020 (top: 
foxnews.com). The full lists of outlets in each category in 2016 and 
2020 are given in Supplementary Tables 1 and 2.

Influencer identification algorithms
Here, we search for influencers using the Collective Influence (CI) 
approach48, which includes an algorithm that finds a minimal set 
of nodes that can cause a global cascade in the network operating 
under the Linear Threshold Model58. This task is nondeterministic 
polynomial-time complete, so the algorithm is prohibitively slow in 
practice. Thus, we use a computationally efficient CI heuristic that 
yields an approximate solution. However, the influencer sets used here 
limit coverage to less than 80% of the global information cascades in our 
retweet networks. In this range of network cascades, many heuristics, 
including CI and the popular method PageRank59, select similar sets of 
influencers. As an example, Supplementary Fig. 10 shows that CI and 
PageRank yield highly correlated lists of influencers, demonstrating 
that our results do not depend on a choice of heuristic.

Influencer type classification
For each of the years 2016 and 2020, we manually classified the top 
25 influencers in each news media category as either (1) affiliated to a 
media organization, (2) a political organization, or unaffiliated (clas-
sified either as (3) an independent user or as (4) an unidentified ‘other’ 
user). The manual labelling procedure was as follows: eight of the 

authors were randomly assigned a subset of the top 25 influencers 
in these category lists to independently classify to one of the catego-
ries (1)–(4), such that three different authors examined each subset. 
Each author was shown the account name of the influencer along with 
descriptions, posts and all available non-Twitter information such as 
their Wikipedia entry. Each influencer was then assigned their category 
based on the majority vote of the three independent classifications.

Similarity network analysis
We create for each influencer i a vector Si of size U, which stands for the 
number of users in each election dataset. An index u denotes a specific 
user. The vector element siu defines the number of times user u has 
retweeted influencer i. Then, we create the adjacency matrix W of size 
I × I, where I is the number of influencers in each election year dataset. 
For the 2016 dataset, I = 505 while 2020 dataset has I = 548. The weight 
of each edge, and therefore value of each matrix element wi1 ,i2, is set to 
the cosine similarity between vectors Si1 and Si2. It follows that the higher 
the cosine similarity of a pair of their user, the more similar are fractions 
of retweets from influencers i1, i2 for this pair. To account for the differ-
ent number of influencers in two compared election datasets, we 
extract equally sized random subsets from the two similarity matrices 
to create the similarity networks used in the following analyses. Each 
of these networks is limited to a size of 200 nodes. This randomized 
subset selection process is repeated 100 times. For each pair of similar-
ity networks created in this process, we detect communities in this pair 
similarity network using the Louvain algorithm60. For all 100 pairs of 
the similarity networks for both election years, we found two com-
munities. Using the accounts of influencers in each community, we 
found that for both election years one community contains influencers 
primarily associated with fake and right-biased news categories, while 
the other contains influencers from centre and left-biased news catego-
ries. This split coincides with an underlying division among the Twitter 
user bases in the content they propagate.

We quantify the severity of this split using two measures of separa-
tion between communities. First is modularity that computes the sum of 
difference between the fraction of edges within each community and the 
fraction expected within this community in a random network with the 
same number of nodes and edges. This metric has a range of [−0.5, 1.0]61. 
A positive value indicates the presence of communities separated from 
each other. The closer the modularity is to 1.0, the stronger communi-
ties are separated. The modularity for the 2016 network was 0.401 with 
a CI95 of (0.392, 0.409). For the 2020 network, it was 0.465 with a CI95 
of (0.454, 0.475), in agreement with other methods.

The second measure uses the normalized cut, which is the sum of 
the weights of every edge that links a pair of communities divided by 
the sum of the weights of all edges. The result has a range of [0, 1], and 
the smaller the value, the stronger the separation among communi-
ties. The normalized cut for the 2016 network was 0.285 with a CI95 of 
(0.232, 0.339). However, it decreased to 0.052 with a CI95 of (0.046, 
0.058) in the 2020 network.

Latent ideology estimation
Our latent ideology estimation follows the methods developed in  
refs. 29,49, which rely on retweet interactions instead of following  
relations. Accordingly, we use correspondence analysis50 to infer ideo-
logical positions of Twitter users.

The adjacency matrix, A, of the retweet network between the 
influencers and their retweeters is the matrix with element aij equal to 
the number of times user i retweeted influencer j. We only select tweets 
that have been sent from the official Twitter client to limit the presence 
of bots and professional accounts, and we also remove users that show 
a low interest in the US elections by removing users that retweeted less 
than three different influencers. For the 2016 data, the matrix A has 
751,311 rows corresponding to distinct users, 593 columns correspond-
ing to influencers and a total number of retweets equalling 39,385,772. 
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For the 2020 data, the matrix A has 2,034,970 rows corresponding to 
distinct users, 591 columns corresponding to influencers and a total 
number of retweets equalling 153,463,788.

The correspondence analysis method is executed in the following 
steps51. The matrix of standardized residuals of the adjacency matrix 
is computed as S = D−1/2r (P − rc)D−1/2c , where P = A(∑ijaij)

−1 is the adja-
cency matrix normalized by the total number of retweets. Let 1 denotes 
a vector of 1’s, r = 1P is the vector of row sums, c = 1TP is the vector  
of column sums, Dr = diag(r) and Dc = diag(c). Using the standardized 
residuals allows the inference to account for the variation of popularity 
and activity of the influencers and the users, respectively29. Then, a 
singular value decomposition is computed such that S = UDαVT with 
UUT = VVT = I and Dα being a diagonal matrix with the singular values  
on its diagonal. The positions of the users are given by the standard 
row coordinates: X = D−1/2r U, where we only consider the first dimen-
sion, corresponding to the largest singular value. Finally, the ideologi-
cal positions of the users are found by standardizing the row 
coordinates to have a mean of zero and a standard deviation of one. 
The ideological position of the influencers is given by the median of 
the weighted positions of their retweeters.

To test robustness of this method, we construct three variants of A 
by (1) removing entries with unit weight to discard relations showing a 
weak ideological alignment; (2) considering the logarithm of the num-
ber of retweets as weight for influencer for a sublinear relation between 
the number of retweets and the strength of ideology alignment; and 
(3) selecting a random subsample of the 2020 retweet data of the same 
size as the 2016 retweet data to avoid potential effects of size differ-
ence of the two datasets. All robustness tests match the results of our 
initial method with correlation coefficients between the user position 
distributions in the robustness tests and in the initial configuration at 
above 0.995. We also compare the users’ latent ideology distribution 
with the users’ average leaning distribution and find a correlation above 
0.90 for 2016 and 2020. The average leaning of users is computed for all 
users that have at least three tweets classified in at least one news media 
category, and is estimated as the weighted average of the news media 
category positions as the fraction of the distance from the centre, which 
is assigned bias 0. Each step to the left decreases the bias by 1/3, while 
each step to the right increases the bias by 1/3, resulting in fractions 4/3 
assigned to fake news bias 4/3, 1 to extreme bias right, 2/3 to right bias , 
1/3 to right leaning bias, −1/3 to left leaning bias, and −2/3 to left bias.

Reporting summary
Further information on research design is available in the Nature  
Portfolio Reporting Summary linked to this article.

Data availability
The Twitter data is available at https://osf.io/j6pks/ (2016 data) and at 
https://osf.io/e395q/ (2020 data).

Code availability
The code used to reproduce the 2016 results are deposited at https://
osf.io/e4tvh/, https://github.com/makselab/twitter_opinion_mining 
and https://github.com/makselab/information_diffusion. The code 
used to reproduce the 2020 results are at https://osf.io/dbzm2/.
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A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons
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Data collection standard Twitter API was used
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Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description We tracked the spread of political news on Twitter in the 2016 and 2020 U.S. Presidential election.  

Research sample We included those users whose tweets contained the names of the two presidential candidates in each of the presidential elections 
in 2016 and 2020 as keywords.

Sampling strategy All users sending and receiving tweets with  tweets containing the names of the two presidential candidates in elections within limits 
for the speed of collecting data imposed by the Twitter, were included.

Data collection We used the Twitter Search API to collect data.

Timing We collected the data over two periods, from June 1st to November 8th in 2016 and from June 1st to November 2nd in 2020.

Data exclusions No data were excluded.

Non-participation In some analyses comparing results for both elections, we excluded participants that were active only in one election.

Randomization No randomization was used.
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Materials & experimental systems
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Eukaryotic cell lines

Palaeontology and archaeology

Animals and other organisms
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Dual use research of concern

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Antibodies
Antibodies used Describe all antibodies used in the study; as applicable, provide supplier name, catalog number, clone name, and lot number.

Validation Describe the validation of each primary antibody for the species and application, noting any validation statements on the 
manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.

Eukaryotic cell lines
Policy information about cell lines

Cell line source(s) State the source of each cell line used.

Authentication Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.

Mycoplasma contamination Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for 
mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.



3

nature portfolio  |  reporting sum
m

ary
M

arch 2021
Commonly misidentified lines
(See ICLAC register)

Name any commonly misidentified cell lines used in the study and provide a rationale for their use.

Palaeontology and Archaeology
Specimen provenance Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the 

issuing authority, the date of issue, and any identifying information). Permits should encompass collection and, where applicable, 
export.

Specimen deposition Indicate where the specimens have been deposited to permit free access by other researchers.

Dating methods If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where 
they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are 
provided.

Tick this box to confirm that the raw and calibrated dates are available in the paper or in Supplementary Information.

Ethics oversight Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance 
was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Animals and other organisms
Policy information about studies involving animals; ARRIVE guidelines recommended for reporting animal research

Laboratory animals For laboratory animals, report species, strain, sex and age OR state that the study did not involve laboratory animals.

Wild animals Provide details on animals observed in or captured in the field; report species, sex and age where possible. Describe how animals were 
caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if released, 
say where and when) OR state that the study did not involve wild animals.

Field-collected samples For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, 
photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

Ethics oversight Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance 
was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Human research participants
Policy information about studies involving human research participants

Population characteristics See above

Recruitment None, we collected publicly available records of tweets containing a name of at least one of the two presidential candidates 
in each of the two elections. 

Ethics oversight The City University of New York (CUNY) Integrated Institutional Review Board

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Clinical data
Policy information about clinical studies
All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

Clinical trial registration Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.

Study protocol Note where the full trial protocol can be accessed OR if not available, explain why.

Data collection Describe the settings and locales of data collection, noting the time periods of recruitment and data collection.

Outcomes Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures.

Dual use research of concern
Policy information about dual use research of concern
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Could the accidental, deliberate or reckless misuse of agents or technologies generated in the work, or the application of information presented 
in the manuscript, pose a threat to:

No Yes
Public health

National security

Crops and/or livestock

Ecosystems

Any other significant area

Experiments of concern
Does the work involve any of these experiments of concern:

No Yes
Demonstrate how to render a vaccine ineffective

Confer resistance to therapeutically useful antibiotics or antiviral agents

Enhance the virulence of a pathogen or render a nonpathogen virulent

Increase transmissibility of a pathogen

Alter the host range of a pathogen

Enable evasion of diagnostic/detection modalities

Enable the weaponization of a biological agent or toxin

Any other potentially harmful combination of experiments and agents

ChIP-seq

Data deposition
Confirm that both raw and final processed data have been deposited in a public database such as GEO.

Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.

Data access links 
May remain private before publication.

For "Initial submission" or "Revised version" documents, provide reviewer access links.  For your "Final submission" document, 
provide a link to the deposited data.

Files in database submission Provide a list of all files available in the database submission.

Genome browser session 
(e.g. UCSC)

Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to 
enable peer review.  Write "no longer applicable" for "Final submission" documents.

Methodology

Replicates Describe the experimental replicates, specifying number, type and replicate agreement.

Sequencing depth Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of reads and 
whether they were paired- or single-end.

Antibodies Describe the antibodies used for the ChIP-seq experiments; as applicable, provide supplier name, catalog number, clone name, and lot 
number.

Peak calling parameters Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and index files 
used.

Data quality Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold enrichment.

Software Describe the software used to collect and analyze the ChIP-seq data. For custom code that has been deposited into a community 
repository, provide accession details.
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Flow Cytometry

Plots
Confirm that:

The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).

The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a 'group' is an analysis of identical markers).

All plots are contour plots with outliers or pseudocolor plots.

A numerical value for number of cells or percentage (with statistics) is provided.

Methodology

Sample preparation Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

Instrument Identify the instrument used for data collection, specifying make and model number.

Software Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a 
community repository, provide accession details.

Cell population abundance Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the 
samples and how it was determined.

Gating strategy Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell 
population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.

Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.

Magnetic resonance imaging

Experimental design

Design type Indicate task or resting state; event-related or block design.

Design specifications Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial 
or block (if trials are blocked) and interval between trials.

Behavioral performance measures State number and/or type of variables recorded (e.g. correct button press, response time) and what statistics were used 
to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across 
subjects).

Acquisition

Imaging type(s) Specify: functional, structural, diffusion, perfusion.

Field strength Specify in Tesla

Sequence & imaging parameters Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size, 
slice thickness, orientation and TE/TR/flip angle.

Area of acquisition State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined.

Diffusion MRI Used Not used

Preprocessing

Preprocessing software Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction, 
segmentation, smoothing kernel size, etc.).

Normalization If data were normalized/standardized, describe the approach(es): specify linear or non-linear and define image types used for 
transformation OR indicate that data were not normalized and explain rationale for lack of normalization.

Normalization template Describe the template used for normalization/transformation, specifying subject space or group standardized space (e.g. 
original Talairach, MNI305, ICBM152) OR indicate that the data were not normalized.

Noise and artifact removal Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and 
physiological signals (heart rate, respiration).
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Volume censoring Define your software and/or method and criteria for volume censoring, and state the extent of such censoring.

Statistical modeling & inference

Model type and settings Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first and 
second levels (e.g. fixed, random or mixed effects; drift or auto-correlation).

Effect(s) tested Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether 
ANOVA or factorial designs were used.

Specify type of analysis: Whole brain ROI-based Both

Statistic type for inference
(See Eklund et al. 2016)

Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods.

Correction Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte Carlo).

Models & analysis

n/a Involved in the study
Functional and/or effective connectivity

Graph analysis

Multivariate modeling or predictive analysis

Multivariate modeling and predictive analysis Specify independent variables, features extraction and dimension reduction, model, training and evaluation 
metrics.
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