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Abstract

This thesis addresses the measurements of W boson production in association with jets, and WW
vector boson pair production at the LHCb experiment. For both analyses, a high-energetic muon
and a least one or two jets are required in the LHCb acceptance. The W+ jets analysis performs a
measurement of the cross-section, extending previous results obtained at a center-of-mass energy of 8
TeV. In the WW measurement, one W boson is required to decay hadronically into two jets, and the
cross-section is measured for the first time in the forward region studied by the LHCb experiment. In
addition, studies on high-energetic electron reconstruction performance in view of future LHCb up-
grades are presented. Finally, insights on new techniques for jet identification based on new innovative
algorithms are presented.
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This is the end,
beautiful friend.
This is the end,
my only friend.

(The End, The Doors)



Introduction

The LHCb experiment at the Large Hadron Collider (LHC) at CERN, has been designed to perform b-
and c-hadron physics measurements. The detector is similar to a single-arm spectrometer that covers
the forward region of proton-proton collisions, where the b-hadron cross-section is enhanced. The
main activities of the LHCb Collaboration are dedicated to the study of these heavy flavors. In the
latest years, after the discovery of the Higgs boson and any missing signal of supersymmetry or any
other new physics at very high energy, it is becoming more and more clear that the electroweak sector
needs to be investigated with higher precision. The excellent LHCb detector performance is opening
the possibility to perform high precision measurements even though the data collected are not yet
enough to be competitive with the other LHC experiments. On the other hand, LHCb covers the very
forward region with respect to the beam axis, where electroweak measurements can be more sensitive
to modification induced by new physics. With its cons and pros, LHCb is starting to contribute in
a unique way to the test of the electroweak sector of the Standard Model. The primary goal of this
thesis is to study the WW bosons production in the forward region. That measurement will allow
Standard Model tests together with the possibility to reconstruct the Higgs boson in this final state.
Before arriving to that stage, an intermediate step is necessary, the determination of the W+ jets
cross section that is missing at LHCb at a center-of-mass energy

√
s = 13 TeV.

This measurement by itself is important since it provides a test of the Standard Model and allows
constraining Parton Distribution Functions, i.e. functions describing the probability of a parton having
a certain fraction of the proton momentum, in the forward region of proton-proton collisions. The
precise determination of the Parton Distribution Functions is one of the major elements limiting the
precision of crucial electroweak measurements like the W boson mass.

Data collected at the LHCb experiment during the Run 2 (2016-2018) data-taking campaign, cor-
responding to an integrated luminosity L = 5.4 fb−1 are analyzed to reconstruct W+ jets and
W (→ µν)W (→ jets) final states. The procedure requires a muon and at least one or two jets (de-
pending on the final state) to be reconstructed in the LHCb acceptance. The W (→ eν)W (→ jets)
is not considered due to detector limitations, as discussed. The second part of the thesis is devoted
to the investigation of possible future improvements to increase the LHCb sensitivity to electroweak
physics. The first one concerns the capability of reconstructing highly energetic electrons. LHCb is
proposing an upgrade of the Electromagnetic Calorimeter (ECAL) and the occasion to design it to
be fully efficient for electroweak measurements is an occasion not to be missed. The second possible
improvement could come from new technology: the exploitation of quantum computing technologies
to have insight into jet substructure that could help to identify jets coming from different sources.

The thesis is organized as follows:

• Chapter 1: is devoted to the description of the theoretical framework. Particular care is taken
in describing the Electroweak theory, Quantum Chromodynamics, and the physics of hadron
colliders, highlighting the importance of W+ jets and W (→ µν)W (→ jets) measurements in the
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forward region of proton-proton collisions. Finally, an overview of the main experimental results
for W+ jets and WW measurements is presented.

• Chapter 2: focuses on the description of the LHCb experiment. LHCb is a forward spectrometer
initially designed to study heavy-flavor hadron physics in the forward region of proton-proton
collisions. The phase space region studied by LHCb is complementary with respect to the other
two LHC experiments, ATLAS and CMS. In this Chapter, an accurate description of the LHCb
detector is presented, focusing on the several sub-systems used in the measurements.

• Chapter 3: describes the algorithms used to reconstruct the main physics objects of these mea-
surements. Particularly, algorithms for muon reconstruction and jets reconstruction and identi-
fication are presented and discussed in detail, together with their performance.

• Chapter 4: in this Chapter, the W+ jets cross-section measurement is presented. In this analysis,
the muon coming from the W boson decay is reconstructed, together with at least one or two jets
in the LHCb acceptance. The cross-section measurement is performed in a fiducial region defined
by putting requirements on the kinematics of the events. Differential cross-section measurements
are presented, as a function of the muon and the leading jet kinematic observables. Results are
compared with theoretical predictions obtained at next-to-leading order accuracy. It is the first
measurement of W+ jets at

√
s = 13 TeV in the forward region, extending the previous results

obtained at the LHCb experiment using Run 1 data at
√
s = 8 TeV.

• Chapter 5: the measurement of the W (→ µν)W (→ jets) process is presented in this Chapter.
In this analysis, one W boson is required to decay semileptonically into a muon and a neutrino,
while the other W boson is required to decay hadronically into two jets. The same fiducial region
defined in Chapter 4 is used in this analysis. The main background contributions come from
W+ jets and QCD processes, which have been already analyzed in Chapter 4. Machine Learning
techniques are employed to separate WW events from W+ jets events. Despite the measurement
being statistically limited, this analysis poses solid foundations for future measurement in the
next data-taking campaigns.

• Chapter 6: is devoted to studies of electron reconstruction in the context of future LHCb up-
grades. The analysis presented in Chapter 5 does not consider events where a W boson decays
into an electron and a neutrino, the main motivation being the limitations in the electron re-
construction performance of the ECAL. After a brief overview of the plans for future LHCb
upgrades, this Chapter describes studies of high-energetic electron reconstruction with the up-
graded ECAL and the impact on jets reconstruction performance of a new proposed experiment
layout.

• Chapter 7: an exploratory study for new jet identification techniques is presented. New tools
of Quantum Machine Learning, where a quantum circuit replaces a Deep Neural Network, are
applied to a jet identification task performed at the LHCb experiment. The performance of
these new algorithms is evaluated in view of finding possible improvements with respect to
state-of-the-art Machine Learning algorithms.
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Chapter 1

Vector bosons: theory and
experimental results

The main purpose of this thesis is the evaluation of the cross-sections of W±+ jets and WW processes.
To properly understand the impact of these measurements, a theoretical introduction is necessary. This
Chapter is indeed devoted to introduce this theoretical framework. The structure of the Chapter is
the following:

• Section 1.1 introduces the Standard Model of particle physics and its particle content;

• Sections 1.2 and 1.3 introduces the main aspects of the Electroweak theory and Quantum Chro-
modymanics;

• Section 1.4 deals with the physics of hadron colliders, with particular care in understanding the
impact of Parton Distribution Functions in the current measurements;

• Sections 1.5 and 1.6 go deeper in the physics of W±+ jets and WW , to properly understand the
measurements presented in Chapters 4 and 5;

• Section 1.7 describes the most recent experimental results for W±+ jets and WW processes;

• finally, Section 1.8 explains the motivations behind the two analysis presented in Chapters 4 and
5.

1.1 The Standard Model of particle physics

The Standard Model (SM) of particle physics [1–4] is the current theory that describes particles and
their interactions. It is based on the equations of motions of fields with a Lagrangian density, and
this Lagrangian density invariance under given transformations describes the symmetry of the system.
The SM is a Quantum Field Theory based on the symmetry group SU(3)C×SU(2)L× U(1)Y , where
each gauge group describe a precise kind of interaction between particles: SU(3)C is responsible for
the strong force, related to the theory of colour charge called Quantum Chromodynamics (QCD),
SU(2)L defines the isospin invariance of the weak interactions while U(1)Y is responsible for the local
phase invariance of electromagnetic interactions. The last two groups unify to form the Electroweak
theory, described in the next Section.
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1.1. The Standard Model of particle physics

1.1.1 Particle content

The SM theoretical framework is based on its particle content. Both matter and forces are described
in terms of particles, respectively called fermions and bosons.
Fermions are point-like particles with spin 1/2, where the spin denotes their intrinsic angular mo-
mentum. They are divided into two groups called leptons and quarks, with both groups arranged
in a typical “tabular” prescription: up-type and down-type quarks, charged leptons and neutrinos,
each with three generations. Leptons consist of three families of charged leptons (e,µ, and τ) each
carrying unit charge, respectively paired to a neutrino (νe, νµ and ντ ). Quarks on the other side carry
a fractional charge, with the up-type quarks (u,c and t) carrying a +2/3 charge, each one paired with
a down-type quark (d, s and b), carrying a -1/3 charge.
Bosons are spin 1 particles that behave as the mediator of forces described by the SM: electromagnetic,
weak, and strong forces. So far the SM offers no description of the gravitational interaction. The inter-
action happens through an exchange of a boson between two particles, conserving the charge related
to that boson. While quarks interact through all forces, leptons couple only to electromagnetic and
weak bosons. Four bosons are responsible for mediating forces: the photon γ, an electrically-neutral
and massless boson responsible for the electromagnetic interaction; the charged W± and the neutral
Z, massive bosons responsible for the weak force; the gluon g, a massless particle which mediates the
strong force. Finally, the Higgs boson H (and its respective Higgs field) is responsible for the mass of
fermions and bosons. The particle content of the SM is presented in Tab. 1.1.

Force Particle Mass/GeV Spin q/e

Bosons

Electromagnetism γ 0 1 0
Weak W± 80.385± 0.015 1 ±1

Z 91.1876± 0.0021 1 0
Strong g 0 1 0
Higgs H 125.9± 0.04 0 0

Generation Particle Mass/MeV Spin q/e

Leptons

1 e 0.510998928± 0.000000011 1/2 −1
νe - 1/2 −1

2 µ 105.6583715± 0.0000035 1/2 −1
νµ - 1/2 −1

3 τ 1776.82± 0.16 1/2 −1
ντ - 1/2 −1

Quarks

1 u 2.3± 0.7 1/2 +2/3
d 4.8± 0.5 1/2 −1/3

2 c 1275± 25 1/2 +2/3
s 95± 5 1/2 −1/3

3 b 173070± 520± 720 1/2 +2/3
t 4180± 30 1/2 −1/3

Table 1.1: Particle content of the SM. Particles are divided in bosons and fermions, with fermions divided into
leptons and quarks. For each boson (fermion), their force (generation), mass, spin, and electric charge (q) are
presented [5].
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Chapter 1. Vector bosons: theory and experimental results

1.2 Electroweak theory

The Electroweak (EW) theory describes electromagnetic and weak interactions as manifestations of
the same force. The gauge group of the EW theory is

G = SU(2)L × U(1)Y (1.1)

where SU(2)L describes the isospin invariance and U(1)Y is the gauge group of the Quantum Electron
Dynamics (QED) theory, which preserves the local phase invariance. The EW theory can be described
by a Lagrangian:

L = Lgauge + Lf + LHiggs (1.2)

where Lgauge describes the interaction through vector bosons and Lf describes the particle content,
i.e. fermions, and LHiggs describes the Higgs mechanism, through which SM particles acquire mass.
The gauge lagrangian Lgauge is

Lgauge = −1

4
W i
µνW

iµν − 1

4
BµνB

µν (1.3)

where the field strength tensors W i
µν and Bµν are defined as

W i
µν = ∂νW

i
µ − ∂µW i

ν − gW εijkW j
µW

k
ν

Bµν = ∂νBµ − ∂µBν
(1.4)

where gW is the coupling constant of the theory. Bµν is invariant under U(1), while Wµν is invariant
under SU(2). The fermion lagrangian Lf describes the coupling between the massless boson and
fermions. Fermions are divided into left-handed (ΨL) and right-handed (ψR): while left-handed
fermions are formed by doublets grouping the corresponding fermions of the same generation, right-
handed ones are singlets. The fermion Lagrangian is given by

Lf =
∑

fermions

Ψ̄Lγ
µDL

µΨL + ψ̄Rγ
µDR

µ ψR, (1.5)

where DL,R
µ are the covariant derivatives defined as

DL
µ = ∂µ + igW

τi
2
W i
µ + igBY Bµ

DR
µ = ∂µ + igBY Bµ

(1.6)

where τi are the Pauli matrices, gB is a coupling constant and Y is the weak hypercharge. This
Lagrangian is invariant under SU(2) × U(1) transformations, and it is evident from Eq. 1.6 that
left-handed fermions interact with both W and B fields, whereas right-handed fermions interaction
only with the B field. In the Lagrangians described so far, all fermions and the four-vector fields
(W 1,W 2,W 3, B) are massless. Introducing a mass term in the form

−mψ̄ψ = −m(ψ̄RψL + ψ̄LψR) (1.7)

breaks the SU(2)L gauge invariance of the theory. In order to properly enable fermions and bosons to
acquire their mass, but keeping the invariance under SU(2)L×U(1)Y , the last term LHiggs is necessary.
LHiggs introduces the Higgs scalar field Φ [6, 7], a SU(2) doublet that breaks the electroweak symmetry
by acquiring a non-zero vacuum expectation value. By interacting with the Higgs field, bosons and
fermions acquire mass. Particularly, LHiggs is described as

LHiggs = LH,bosons + LH,fermions (1.8)
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1.3. Strong interaction and QCD

where
LH,bosons = (DL

µΦ)†(DLµΦ)− µ2ΦΦ† − λ(Φ†Φ)2 (1.9)

with µ and λ real constants, while LH,fermions = LH,leptons + LH,quarks, where

LH,leptons = −gN Ψ̄NLψNRΨ + h.c.

LH,quarks = −Ψ̄′MLGMNψNdRΦ− Ψ̄′MLG̃MNψNuRΦ̃ + h.c.
(1.10)

The couplings gN , GMN and G̃MN are proportional to the fermion masses, that are acquired after the
EW symmetry breaking [8–13]. The masses of the leptons are simply defined as

mN =
gNν√

2
(1.11)

where ν is the vacuum expectation value of the Higgs, while quarks masses are obtained after diago-
nalizing GMN and G̃MN , obtaining

Mu =

mu 0 0
0 mc 0
0 0 mt

 =
ν√
2
VLGMNV

†
R

Md =

md 0 0
0 ms 0
0 0 mb

 =
ν√
2
ṼLG̃MN Ṽ

†
R

(1.12)

The matrix that connects the interaction eigenstates with the mass eigenstates is called the Cabibbo-
Kobayashi-Maskawa matrix VCKM [14, 15], and it is given by

VCKM = ṼLVL (1.13)

VCKM allows for mixing between flavor and mass eigenstates across the quark generations, and it is
described by three rotation angles and one complex phase. Also, bosons acquire mass through the
EW symmetry breaking. Indeed, the four massless fields (W 1,W 2,W 3, B) can be combined to obtain
four “new” fields defined as

W±µ =
1√
2

(W 1
µ ± iW 2

µ)

Zµ = cos(θW )W 1
µ − sin(θW )Bµ

Aµ = sin(θW )W 1
µ + cos(θW )Bµ

(1.14)

where θW is the Weinberg angle [2]. While the Aµ field describes the photon and therefore is massless,
the other fields defining W± and Z bosons are massive. The masses of the bosons are defined as

mW =
1

2
νgW

mZ =
1

2
ν
√
g2
W + g2

B

(1.15)

1.3 Strong interaction and QCD

The theory of Quantum Chromodynamics (QCD) describes strong interactions. QCD introduces a new
charge called “color charge”, and interactions between quarks happen through the exchange of gluons.
In contrast with QED, which describes interactions through the exchange of photons, the gluons in
QCD also have color charges and interact with each other through the emission and absorption of
gluons. There are three different types of color charge - red, green, and blue - and their corresponding
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Chapter 1. Vector bosons: theory and experimental results

anti-colors. Quarks have a single color, while gluons are composed of a color and/or an anti-color.
The gauge group of QCD is SU(3)C , and its Lagrangian is given by

LQCD = ψ̄a(iγ
µDab

µ −mδab)ψb −
1

4
FAµνF

µν
A , (1.16)

with the covariant derivative defined as

Dab
µ = δabµ ∂µ + igsG

A
µT

ab
A (1.17)

and the gluon field GAµ propagating term given by

FAµν = ∂µG
A
ν − gsfABCGBµGCν . (1.18)

The field ψ carries a color charge, with the quantum number of the color charge given by a and b; as
there are NC = 3 colors, these indices go from 1 to 3. gs is the coupling constant of the theory, which
is associated to a coupling strength αs = g2

s/4π, while the structure constants are fABC , with indices
A,B and C running from 1 to N2

C − 1 = 8. Finally, the generators of the gauge group, TA, can be
represented as 3× 3 matrices, called Gell-Mann matrices. The Lagrangian is symmetric under SU(3)
gauge transformations.
As with QED, the coupling strength of the strong interaction varies depending on the energy Q of the
process considered, as

αs(Q
2) =

αs(Q
2
0)

1 + βαs(Q2
0) ln(Q

2

Q2
0
)

(1.19)

where Q2
0 is a reference scale and β =

11NC−2Nf
12π . So, for NC = 3 and the number of quarks flavors

Nf = 6, β > 0, which means that unlike QED (where β < 0), the strong interaction runs to weaker
values at higher energies. Therefore, at higher energies, the value of αs is sufficiently small (e.g.
αs(MZ) = 0.1184 ± 0.0007) [5] to allow the use of perturbative approaches. In this energy regime,
perturbative QCD (pQCD) is used and quarks can be considered free particles, as the coupling to
each other is small [16, 17]. This feature of QCD is called “asymptotic freedom”.

1.4 Hadron collider physics

In order to produce new particles and study SM processes (or even possible extensions of SM), a great
amount of energy is needed in a very well-defined region: such energy, which is afterward used to
create particles, can be produced at colliders. Depending on the particles that collide, there are lepton
and hadron colliders. Hadron colliders use bound colourless states of quarks that are accelerated up
to a defined energy before reaching collisions, where the energy accumulated by the hadrons is then
used to produce new particles. Together with the so-called “hard process”, the collisions result in
additional soft-QCD processes, a typical signature of hadron colliders that differs them from lepton
colliders, which have a typically cleaner environment. Hadron colliders typically collide protons (or
protons with anti-protons). Protons are made of three valence quarks, uud, but due to irradiation
and exchange of gluons also virtual “sea quarks” take part in defining the proton structure. The
constituents of the proton are generally called partons. Given the complex structure of the proton,
when two protons collide only one parton from one proton collides with one parton from the other
proton: this allows for qq̄ interactions but also quark-gluon interactions, the latter more likely to
happen at higher energies.

A typical process at hadron colliders is a “2 → 2” process, where two initial state particles interact
to produce two final state particles. The initial state can be quarks or gluons, while the final state
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1.4. Hadron collider physics

depends on the specific process studied. For example, let’s consider the process qq̄ → Wg, where a
quark and an anti-quark interact to produce a W boson and a gluon g, which will be the main topic
of Chapter 4: the ”partonic” cross-section is defined as [18]

σ(qq̄ →Wg) =
1

64π2s

pf
pi

∫
|M|2dΩ (1.20)

where
√
s is the center-of-mass energy, pi and pf are the momenta of the initial and final state

particles, and dΩ is the element of solid angle. |M| is the matrix element, which encodes the physics
of the process. The matrix element |M| is computed using “Feynman rules”, which relate a pictorial
representation of the physics process (the so-called ”Feynman diagrams”) to the actual computation
of the matrix element. The Feynman diagram for the qq̄ →Wg process is shown in Fig. 1.1.

W+

q

q

ν`

`+

Figure 1.1: Feynman diagram for qq̄ →Wg.

To get a perfect SM prediction of a given physics process, in principle all Feynman diagrams should
be summed. Given that Feynman diagrams can be drawn with infinite complexity (i.e. with more
and more interaction vertices), this task is almost impossible. Fortunately, at hadron colliders, the
collision energies are so high that the QCD coupling strength αs is very small, following Eq. 1.19:
therefore, more complex diagrams contribute less to the total amplitude of the process. At this stage,
perturbative methods can be used to make predictions, and the accuracy of the perturbative method
is given by the considered order of the coupling strength: at Leading Order (LO) only one power of αs
is considered, while at Next-to-Leading order (NLO) diagrams are computed considering two powers
of αs. For typical EW processes such W+ jets and WW , NLO predictions are considered, as it will
be presented in Chapter 4 and 5.

1.4.1 Parton Distribution Functions

The partonic cross-sections are computed assuming parton-parton interactions, but in order to model
the hadron-hadron interaction, one has to take into account the probability for a specific parton of
one hadron to interact with another parton coming from the other hadron. At the high energy typical
of hadron colliders (at the order of the TeV), the factorization theorem [19] and QCD asymptotic
freedom allow computing cross-sections involving hadrons. Basically, the partonic cross-section is
weighted by the probability that protons contain initial-state partons of the required energy. This
“factorization” between the partonic cross-section and the hadron/parton contribution is possible
because the interactions between different partons in the same proton are small, compared to the
interactions between partons from different protons. Considering the qq̄ → Wg example described
above, the factorisation theorem can be expressed as [19]:

σpp→Wg =
∑
q,q̄

∫
dxqdxq̄fq/p(xq, Q

2)fq̄/p(xq, Q
2)σqq̄→Wg(Q

2), (1.21)

where σqq̄→Wg is the partonic cross-section and σpp→Wg is the proton-proton cross-section. The
terms fa/p(xa, Q

2) for a = q, q̄ are called Parton Distribution Functions (PDFs), which represent the
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Chapter 1. Vector bosons: theory and experimental results

probability for a parton a to carry a fraction of the proton momentum xa [20, 21], as a function of the
transferred momentum squared Q2 during the interaction. Therefore, PDFs describe the probability
for a given initial state to be available for the collision. While the partonic cross-section can be
computed from the matrix elements of a given process, up to a given perturbative order, PDFs have
to be determined by fitting experimental data coming from different experiments and evolving the
PDFs to the relevant scale of the interaction Q2. An example of the difference of PDFs as a function
of Q2 for different quarks is shown in Fig. 1.2.

Figure 1.2: PDFs computed at next-to-next-to-leading order (NNLO) by the NNPDF group for different scales
(10 and 1000 GeV2), as a function of proton momentum fraction x [22].

PDFs can be calculated directly from lattice QCD. However, this approach currently yields large
uncertainties. Additionally, the process of evolving the PDFs to the relevant scale of the interaction
involves solving the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [23–25], which
can be computationally intensive. Therefore, to obtain accurate PDFs, it is necessary to fit the
experimental data over a wide range of x values and over a wide range of scales Q2. This can be
challenging, as the data used to fit the PDFs may come from different experiments with different
systematic uncertainties and biases. Particularly, for small values of x, PDFs are not well-constrained.
In this aspect, LHCb is the only experiment that can play a key role in understanding and potentially
constraining PDFs in this region. A precise measurement of relevant physics processes, such as W
boson production in association with jets described in Chapter 4, will help in constraining PDFs in
this (x,Q2) range.

1.5 Vector bosons + jets production

At hadron colliders, W and Z boson may be produced in association with jets. A typical process for
W+ jets production is:

pp→W± + jets→ l±νl + jets (1.22)

where here the semi-leptonic decay of theW± boson is considered. The interaction producingW±+jets
can be represented by several Feynman diagrams; typical LO Feynman diagrams are shown in Fig. 1.3.

The sum of all possible diagrams for W±+ ≥N jets gives the inclusive cross-section for N jets. The
measurements of processes such as W±+N jets are important tests of pQCD: in high-energy particle
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Figure 1.3: Typical LO Feynman diagrams for W+jets production: W+ 1 jet (left) and W+ 2 jet (right).

collisions, such as those involving the production of W± bosons, the strong nuclear force exhibits a
smaller coupling constant αs, which allows for the use of pQCD to accurately model the interaction.
The inclusion of more partons in the process allows the testing of higher orders of pQCD. Finally,
W±+N jets production is of significant interest in particle physics due to its role as a background
process in searches for phenomena beyond the standard model and as a multi-scale QCD process. In
the context of searches for new phenomena, W±+N jets production is a major source of background
in various channels involving supersymmetry and the decay of Higgs bosons. An interesting example
is the search for the decay of a Higgs boson into a pair of c-quarks: despite the advanced techniques to
properly identify jets produced by different quarks, W+ jets, and Z+ jets are dominant background
sources. In addition, in processes with small cross-sections within the SM, such as single top quark
production, WW production, and vector boson fusion, the W±+N jets process can dominate over the
small signal. This will be evident in Chapter 5, where indeedW+ jets is the most dominant background
when measuring WW . The theoretical uncertainties in the production rates and kinematics of W±+N
jets processes are significant when going to a higher number of partons, which limits our ability to
accurately identify and study new phenomena. Finally, W+ jets is an excellent candidate to constrain
PDFs: the high pT muon coming from the W boson decay can be effectively used to trigger events
and to provide clean signatures with relatively low background, therefore allowing a precise study at
higher orders of pQCD.

1.6 Double W vector bosons production

At hadron colliders, W bosons can also be produced through vector boson pair production. WW
pairs can be produced through quark-quark annihilation (already at LO), and gluon-gluon fusion (at
NLO). Typical Feynman diagrams for WW production are shown in Fig. 1.4.

q̄′

q

W

W

q

q̄′

W

W

g

g

W

W

Figure 1.4: Feynman diagrams for WW production: quark-quark annihilation s-channel (left) and t-channel
(center), gluon-gluon fusion (right).

WW production is an important process to test SM predictions. Assuming that there is physics
beyond the SM, that it does not contain new low-mass particles, and that is consistent with the
symmetries of the SM, its effects can be parametrized in terms of an Effective Field Theory (EFT). In
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this framework, the new physics theory is obtained by expanding around the SM and integrating over
degrees of freedom at higher energies. The main result of this procedure leads to additional terms in
the Lagrangian, proportional to inverse powers of the mass scale of the new particles, up to numerical
factors that depend on the new couplings. The new physics theory may contribute to the production
of WW by acting on triple gauge-boson couplings (TGCs) such as WWγ and WWZ. Indeed, these
couplings already appear at LO in the s-channel, as shown in Fig. 1.4, and they could possibly deviate
from their predicted SM values since up to date they are not yet highly constrained by measurements.
In the EFT context, TGCs are parametrized by an effective Lagrangian that can be written in this
form:

LWWX
eff = −igWWX

[
gX1 X

µ(W−µνW
ν+ −W+

µνW
ν−)− κXW+

µ W
−
ν X

µν +
λX
M2
W

XµνW ρ+
ν W−ρµ

]
(1.23)

where Xµ stands for the photon or the Z boson and new coupling parameters, gX1 , κX and λX are
introduced. In the SM, gX1 = κX = 1 and λX = 0. These additional contributions induce TGCs
beyond those present in the SM, and are referred to as anomalous TGCs (aTGCs). Experimentally,
aTGCs would manifest themselves as an increased WW cross-section, especially as an increased yield
of events at high transverse momentum of the W bosons and at a high invariant mass of the WW
system. Therefore, a precise measurement of WW may rule out and new-physics effects. Finally, the
pair production of WW bosons is one of the most important background processes for the study of
one of the main Higgs boson decays (H → WW ). In Chapter 5, a study of WW production at the
LHCb experiment is presented.

1.7 Experimental results on vector bosons

In this section, a limited review of relevant experimental results for W+ jets and WW production
is presented, ranging from various experiments and analyses. Experimental results are compared
to theoretical predictions using Monte Carlo (MC) simulations. MC simulations are obtained using
event generators (such as MadGraph [26, 27] or Powheg [28]) interfaced with parton shower pro-
grams (typically Pythia8 [29] and Herwig [30]). Depending on the event generator used, theoretical
predictions can be computed at LO or at NLO accuracy.

1.7.1 Results by CDF and D0

The CDF [31] experiment at the Tevatron proton anti-proton collider at Fermilab, performed a mea-
surement of W+ jets cross-section at center-of-mass energy

√
s = 1.96 TeV, with an integrated lu-

minosity of 320 ± 18 pb−1 [32]. The electrons coming from the W boson decay are required to have
transverse energy ET > 20 GeV and each event must have missing transverse energy /ET > 30 GeV,
where /ET is defined as the momentum imbalance in the plane perpendicular to the beam direction.
The transverse mass of the W boson mW

T =
√

2peTp
ν
T(1− cosφeν) is required to be greater than 20

GeV, where peT (pνT) is the transverse momentum of the electron (neutrino) and φeν is the azimuthal
angle between the electron and the neutrino. These requirements are necessary to remove background
events that are unlikely to be true W+jets events but result instead from QCD or tt̄ processes. Events
are grouped according to the number of jets with transverse energy ET > 15 GeV. The jet counting
is done inclusively such that events with n jets are included in both the n-jet and the n+ 1-jet cate-
gory. The /ET distribution, distinct for events with W bosons, is used to extract the signal from the
remaining background events. Figure 1.5 shows the results of a fit to /ET for the W+1 jet category.
The background fraction varies from 10% to 40% between 1-jet and 4-jet event categories, and up to
90% for the high jet ET range.
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Figure 1.5: Fit to /ET for the W+ 1 jet category. Signal, QCD, and EWK+top contribution are shown, together
with the combined result [32].

D0 [33], the second experiment at the Tevatron collider, performed a measurement of W± + jets
production using data at center-of-mass energy

√
s = 1.96 TeV [34]. The D0 analysis for W±+ jets is

based on an integrated luminosity of 4.2 fb−1, and the electronic decay of the W± bosons is considered.
Events are required to have an electron with pT > 15 GeV, missing transverse energy /ET > 20 GeV,
and transverse mass MT > 40 GeV. Jets are required to have minimum transverse momentum pT > 20
GeV. Differential cross-sections, normalized to the total W± boson cross-section and fully corrected
for detector effects, are computed for several inclusive jet multiplicities and as a function of various
kinematic quantities. Experimental data are compared with predictions from a variety of theoretical
approaches. Results are shown in Fig. 1.6: the differential cross-section, the ratio between theory and
data, and the ratio between the n and n+ 1 jet multiplicity cross-sections are shown as a function of
the jet multiplicity, while the relative differential cross-section is shown as a function of the jet pT.
Over most of the phase space in which the measurements are presented, experimental uncertainties
are smaller than the theoretical uncertainties at NLO. Results agree with SM predictions.

Both CDF [35] and D0 have measured WW cross-section in the all leptonic final state lνl′ν, where
l = e, µ. Despite having the lowest branching ratio for WW decay (∼ 4.6%), it has the cleanest
signature, given that all other decays involve hadronic jets. Typical values of /ET > 25 GeV are chosen
for these analyses. Major backgrounds to the ll′ /ET final state come from W+ jet or photon, where
the jet or the photon are misidentified as a lepton, Drell-Yan (Z/γ∗) production with high /ET due
to detector effects, tt̄ and other dibosons processes such as WZ and ZZ. Both experiments have
measured cross-sections consistent with the NLO calculation of the SM expectations.

CDF [36] and D0 have also probed the TGCs measuring WW and WZ events. CDF considered
lνjj final states, which have a greater background coming from W+ jets processes but increase the
branching ratio of WW (WZ) by a factor 6.5 (10). Moreover, the lνjj final can be sensitive to
anomalous TGCs in the high W transverse momentum region, where the W+ jets contribution is
rather low. D0 instead used the ll′νν final state, therefore a cleaner final state but with a lower
branching ratio. Results are shown in Fig. 1.7, where D0 performed a fit to the leading lepton pT

while CDF performed a fit to the pT spectrum of the leptonically decaying W boson. Results are
compatible with SM predictions and no evidence of anomalous TGCs has been found.
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Figure 1.6: (left) Differential cross-section σ, ratio between theory and data σtheory/σdata, and the ratio between
the n and n + 1 jet multiplicity cross-sections R = σn/σn+1 are shown as a function of the jet multiplicity.
(right) Relative differential cross-section 1/σW · dσ/dpT is shown as a function of the jet pT [34].

Figure 1.7: (left plot) Fit to the leading lepton pT performed at the D0 experiment. (right plot) Fit to the pT
spectrum of the leptonically decaying W boson performed at the CDF experiment [34].

1.7.2 Results by ATLAS and CMS

ATLAS [37] and CMS [38] are two of the four experiments at the LHC proton-proton collider at
CERN, defined in Section 2.1. At ATLAS, W±+ jets production has been measured requiring an
electron or muon with pT > 25 GeV in the detector fiducial region [39]. To reconstruct the neutrino,
/ET is required to be greater than 30 GeV. Jets are reconstructed using the anti-kT algorithm, with
the distance parameter R = 0.4. The dominant backgrounds come from multijet production giving
rise to a fake lepton signature in the detector, and, at higher jet multiplicities, top pair production.
These backgrounds are estimated using data-driven techniques, and smaller background contributions
(single-top, Z boson, and diboson production) are estimated using Monte Carlo (MC) simulations. The
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background-subtracted data are corrected to the particle level using a Bayesian unfolding technique,
and particle-level fiducial cross-sections are presented. The large sample is used to study numerous
kinematic variables, including multiplicities up to 7 jets, and jet transverse momenta up to 1 TeV.
The W± cross-section is measured differentially as a function of several kinematic quantities, such as
the leading jet pT and the scalar sum of transverse energies of all particles in the fiducial region in the
event HT. Figure 1.8 shows the results as a function of the leading jet pT: data are compared with
several event generators, showing good agreement within the experimental uncertainties.

Figure 1.8: (left) Differential W+ jets cross-section measurement performed by the ATLAS experiment as a
function of the leading jet pT. (right) Comparison between data and several MC generators as a function of
leading jet pT [39].

WW production cross-section has been measured by ATLAS at a center-of-mass energy
√
s = 13

TeV using 3.15 fb−1 [40]. All leptonic final state have been considered, and WW event candidates
are selected by requiring exactly one electron and one muon of opposite charge in the event, and
significant missing transverse momentum. The selection of opposite sign leptons leaves background
contributions from tt̄ and single top with no jet vetoed, Drell-Yan production of τ lepton pairs, multi-
jet production, and W+jets with jets misidentified as leptons. The measured fiducial cross-section is
529 ± 20 (stat.)±50 (syst.) ±11 (lumi.) fb, and is found to be consistent with the most up-to-date
SM predictions that include high-order QCD effects at NLO.

At CMS, the differential cross-sections for a W± boson produced in association with jets are measured
from a data sample corresponding to an integrated luminosity of 2.5 fb−1 at a center-of-mass energy√
s = 13 TeV [41, 42]. The analyzed W+ jets events are required to have a muon with pT > 25 GeV

within the detector acceptance, and jets with pT > 30 GeV. The events are further required to be
in the W boson transverse mass peak region, defined by mW

T > 50 GeV. The measured differential
distributions are compared with predictions obtained with several event generators. The differential
cross-section results of the measurement based on 13 TeV data are shown in Figure 1.9 as functions
of the leading jet pT and the HT variable, defined as the scalar sum of the jets pT, for one jet
inclusive production. The MadGraph prediction shows remarkable agreement with data over the
entire ranges of the leading jet pT and the HT distributions. The MadGraph prediction at LO
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slightly underestimates data, generally at lower-pT and -HT regions.

Figure 1.9: (left) W+ jets differential cross-section performed by the CMS experiment as a function of the
leading jet pT. (right) W+ jets differential cross-section as a function of HT [41].

As ATLAS, also CMS have performed WW cross-sections measurements at a center-of-mass energy√
s = 13 TeV, using 35.9 fb−1 of data [43]. The same full leptonic channel of the ATLAS analysis

is used, with an electron and a muon of opposite charge in the final state with pT > 25 GeV for the
leading lepton. Two methods for reducing background contributions are employed: a sequential cut
approach on kinematic and topological quantities, and a multivariate approach using two random forest
classifiers, one optimized to distinguish WW events from Drell-Yan, and the other one to separate
WW from tt̄ events. For both approaches, results are consistent with the SM expectations.

1.7.3 Results by LHCb

Despite its limited detector angular acceptance and lower integrated luminosity, at the LHCb exper-
iment is possible to measure EW processes involving vector bosons [44–48]. The angular coverage is
complementary to ATLAS and CMS, therefore at the LHC experiments, it is possible to test the SM
predictions in the full phase space of proton-proton collisions.

A measurement of the differential cross-section of W+jets and Z+jets has been obtained by LHCb
using data taken at

√
s = 8 TeV [49], by requiring a high pT muon and at least one high pT jet in the

detector acceptance. Given that LHCb is not a hermetic experiment, this measurement cannot rely
on measuring the missing energy due to the neutrino coming from the W boson decay. Instead, the
muon isolation Iµ is used as a proxy for EW events. Iµ is defined as

Iµ =
pµT

pµ−jet
T

(1.24)

where pµT is the transverse momentum of the muon and pµ−jet
T is the transverse momentum of a “jet”

surrounding the muon with a given radius. Iµ is directly related to the number of particles surrounding
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the muon: muons coming from the decay of a vector boson are isolated, and have an isolation value
closer to one; whereas muons coming from background events (e.g. di-jets events) are not isolated.
This behavior is evident in Fig. 1.10.
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Figure 1.10: Muon isolation Iµ for W++jet events. Dots represent LHCb data with superimposed distributions
for signal, QCD events, and other Electroweak processes [49].

A template fit to Iµ is used to extract the number of W+ jets events, from which a measurement of
the cross-section, both in the full fiducial region and differentially as a function of several kinematic
variables, is calculated. cross-section ratios RWZ , RW+Z , RW−Z between W+ jets and Z+ jets events,
and R± between W++ jets and W−+ jets events are obtained. For W++ jets and W−+ jets events
the cross-section asymmetry A(Wj), defined as A(Wj) = (σ(W+j)− σ(W−j)/(σ(W+j) + σ(W−j)),
is computed. Results for cross-section measurement, cross-section ratios, and cross-section asymmetry
A(Wj) obtained from the analysis are shown in Fig. 1.11: experimental results are compared with
MadGraph and Powheg, showing good agreement between data and theoretical predictions.

At the moment of writing this thesis, no WW cross-section measurement has been performed at
the LHCb: in the forward region, the WW cross-section is very low. Also, LHCb lacks missing
momentum information used to identify WW events with semileptonic decay by ATLAS, CMS, and
pp̄ experiments. A feasibility study for measuring WW cross-section has been performed analyzing
data corresponding to a total integrated luminosity of 5.4 fb−1 [50]. The full semileptonic channel
is reconstructed, requiring one W boson to decay into an electron and a neutrino, and the other W
boson to decay into a muon and a neutrino. The electron and the muon are required to have opposite
electric charges, which helps in suppressing the contamination from Z → µµ and Z → ee decays. The
main backgrounds for this analysis are:

• tt̄, where the electron and the muon come from the decays of the two W bosons, together with
two b-jets;

• Z → ττ , where the τ leptons decay generating a eµ pair;

• Z → µµ and Z → ee, where one electron (muon) is misidentified as a muon (electron);

• W (→ µν)+ jets, where the jet is misidentified as an electron.

Both the signal and the backgrounds are modeled using MC simulations: the MC samples are produced
at LO using Pythia8 [29] and the CT09MCS PDF set [51]. At the analysis level, the electron and
the muon are required to have pT > 20 GeV and be in the fiducial detector region. To further reduce
the various sources of backgrounds, several requirements are considered:
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Figure 1.11: Comparisons between experimental results and theoretical predictions for W+ jets and Z+ jets
cross-sections, cross-section ratios and cross-section asymmetry, in the full fiducial region [49].

• lepton isolation: the pT of the jet surrounding the lepton is required to be less than 2 GeV,
therefore requiring both leptons to be isolated;

• lepton impact parameter (IP): a cut on IP, defined as the distance of closest approach of the
track to the collision point, is considered to reduce the background coming from Z → ττ events
since τ leptons have a higher IP with respect to prompt electrons and muons;

• jet multiplicity: WW events are less likely to include jets, therefore a cut on the number of jets
is considered to reduce the contribution from tt̄ events;

In Fig. 1.12, the eµ invariant mass is shown, together with the expected signal and background
processes.

Figure 1.12: The eµ invariant mass Mµe for WW and background events [50].
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The feasibility of this measurement is assessed by measuring the significance S, defined as

S =
NWW√

NWW +Nbackground

(1.25)

where Nsignal (Nbackground) is the number of WW (background) events. In order to take into account
also the precision of the model used to estimate the WW and the background contributions, an
expanded definition of S is used, defined as

S′ =
NWW√

NWW +Nbackground + σ2
MC + σ2

DD

(1.26)

where σ2
MC and σ2

DD are respectively the statistical uncertainties on the simulated and data-driven
portions of the background model. With this new definition, a value of S′ = 2.8σ, showing that a
WW cross-section measurement using the eµ channel will be possible in the next LHCb data-taking
campaign using ∼ 16 fb−1.

1.8 Analyses motivations

In this thesis, two analyses are presented:

• in Chapter 4, a measurement of the W+ jets process is performed using data collected at the
LHCb experiment at center-of-mass energy

√
s = 13 TeV. The W boson is required to decay

into a muon and a neutrino, and the measurement is performed both in the full fiducial region
and differentially as a function of the leading jet pT, leading jet and muon pseudorapidity η
(defined in Section 2.2), and requiring at least one or two jets inside the LHCb acceptance. The
analysis follows the approach of the previous analysis [49]: a fit to the muon isolation variable is
performed to separate EW events from QCD, this time extending the measurement to the two
jets case.

• in Chapter 5, a study of WW process is performed using the same Run 2 dataset as for W+ jets
measurement, requiring one W boson to decay into a muon and a neutrino and the other W
boson to decay hadronically into two jets. The signature for this analysis is a high pT muon
together with two high pT jets. The higher branching ratio with respect to the full semileptonic
decay is unfortunately limited by the higher backgrounds, particularly W+ jets. Therefore,
identification techniques based on Machine Learning (ML) methods are required to increase the
discrimination between WW and W+ jets events.

There are several motivations to perform these measurements:

• as explained in Sec.1.5, W+ jets is an excellent channel to study PDFs and pQCD. Particularly,
performing this measurement at the LHCb experiment allows covering the full phase space of
the proton-proton collisions, providing complementary results with respect to ATLAS and CMS;

• as already described in Sec. 1.7.3, WW process has never been measured in the forward region
of proton-proton interactions. This study, even with low events expected, is paving the way to
the measurement when more data will be available to test SM in the forward unexplored region.
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Chapter 2

The LHCb experiment: description
and performance

The analyses presented in this thesis introduced in Chapter 1 rely on data taken at the LHCb experi-
ment during the Run 2 data-taking campaign (2016-2018). To properly understand how the final state
objects, i.e. muons and jets, are reconstructed for the analyses, a description of the LHCb detector
is necessary, particularly focusing on the sub-detectors involved in the muons and jets reconstruction.
Then in Chapter 3, the reconstruction algorithm will be described. The structure of this Chapter is
the following:

• Section 2.1 gives a brief description of the Large Hadron Collider (LHC) and its main experi-
ments;

• Section 2.2 describes the LHCb experiment, its sub-detectors and their performance during Run
2, including also the triggering procedure and the typical data analysis flow used also in the
analyses presented in this thesis. The description of the upgrades of the LHCb experiment is
developed in Chapter 6.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [52] is a 24.6 km long circular collider, based at 100 m underground
at CERN. It is made of two coaxial rings where two counter-rotating proton beams circulate. Beams
run inside two beam pipes where hard vacuum has been obtained, and the two pipes intersect in four
interaction points, where the main experiments are located. Protons are extracted from hydrogen
ionization, and in order to reach the required center of mass energy, the acceleration of the beams
is divided into several stages: the first acceleration stage is done by a Linear Accelerator (Linac),
where protons are accelerated up to an energy of 50 MeV; then they are accelerated by the Proton
Synchrotron Booster (PSB) up to 1.4 GeV, by the Proton Synchrotron (PS) up to 28 GeV, and by
the Super Proton Synchrotron (SPS) up to 450 GeV, before entering in the LHC stage. A schematic
view of the LHC complex is given in Figure 2.1. Inside the LHC, the beams are accelerated by means
of 16 radio-frequency (RF) cavities working in a superconducting regime, reaching energy up to ∼ 7
TeV, reaching a center of mass energy

√
s ∼ 14 TeV.

Proton beams are not continuous, but they are made of 2808 bunches of ∼ 1011 protons, each bunch
being 30 cm long and with a transverse dimension of 1 mm. Bunches are squeezed at the collision
points reaching a transverse dimension of 16 µm, and they are spaced by ∼ 25 ns each other, reaching
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a nominal collision frequency of 40 MHz and a peak luminosity1 of L = 2× 1034cm−2s−1.

At the collision points, four experiments are located: ATLAS (A Toroidal LHC ApparatuS) [37] and
CMS (Compact Muon Solenoid) [38] are General Purpose Detectors with a cylindrical structure, de-
signed to study Higgs physics and physics beyond the Standard Model; ALICE (A Lead Ions Collision
Experiment), dedicated to heavy ions collisions and the study of quark-gluon plasma; LHCb, which is
designed to study the forward region of proton-proton collisions and the physics of b- and c- quarks.

Figure 2.1: Schematic overview of CERN and the LHC complex.

2.2 The LHCb detector

The LHCb detector [53] is a single-arm spectrometer with an angular coverage in the forward region
going from 10 mrad to 250 (300) mrad in the bending (non-bending) plane. The angular coverage
of LHCb corresponds to a pseudo-rapidity2 range between 1.8 and 4.9. The layout of the LHCb
experiment is shown in Figure 2.2: its structure is divided into several sub-detectors, each devoted to
a specific task; the LHCb coordinates system has the z-axis parallel to the beam direction, while the
y- and x-axes form a right-handed system, with the y-axis opposite to the gravitational acceleration.
Starting from the interaction point, these are the LHCb sub-detectors:

• the VErtex LOcator (VELO), which is the innermost sub-detector devoted to vertex reconstruc-
tion;

• the tracking system, made of four tracking stations, one located upstream (the Trigger Tracker,
TT) and three downstream the magnet (T1, T2, T3);

1The instantaneous luminosity L is a measure of the number of collisions that take place in a detector per cm2 per
second, defined as

L = f
N1 ·N2

4π · σx · σy
, (2.1)

where f is the bunch crossing frequency, N1 (N2) is the number of protons in the bunches in the first (second) beam,
and σx (σy) is the beam spread along the x (y) direction.

2For a particle, its pseudo-rapidity is defined as η = − ln
(
tan

(
θ
2

))
, where θ is the particle polar angle.
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• two Ring Imaging Cherenkov (RICH) detectors, which are fundamental to achieving particle
identification and separation between pions and kaons. They are placed respectively upstream
and downstream of the magnet;

• a calorimeter system composed of a Scintillator Pad Detector and Preshower (SPD/PS), an
electromagnetic calorimeter (ECAL), and a hadronic calorimeter (HCAL);

• a muon system, made of five stations, one upstream (M1) and four downstream (M2, M3, M4,
M5) the calorimeter system.

Figure 2.2: Schematic representation of the LHCb experiment, showing each sub-detector. The z-axis is parallel
to the beam direction while the y-axis is parallel and opposite to the gravitational acceleration. [53]

A luminosity leveling technique [54] is applied to keep the luminosity delivered to the LHCb experiment
at the constant value of 4.5× 1032cm−2s−1. This is achieved by slightly tilting the two proton beams
increasing the interaction area. The LHCb experiment, therefore, operates at a luminosity that is
lower than the nominal luminosity of other experiments such as ATLAS and CMS: this allows to
have a lower pile-up (i.e. the average number of collisions per bunch crossing) and therefore cleaner
collisions. The mean number of collisions is less than 2.5 per bunch crossing.

The LHCb center of mass energy has changed throughout the years, constantly approaching the
nominal center of mass energy of 14 TeV. In particular, during the Run 2 data-taking campaign, the
LHCb has operated at a center-of-mass energy

√
s = 13 TeV. The total integrated luminosity Lint,

the visible number of collisions per bunch crossing µ, and the peak luminosity L are reported for each
year in Table 2.1.

2.2.1 Vertex Locator

The VELO [55] is the closest sub-detector to the interaction point. Its task is the reconstruction of
tracks produced by charged particles coming from pp-collisions in order to precisely reconstruct the
impact parameter (IP) of tracks and primary and secondary vertices, the latter fundamental to study
b- and c-hadrons decays. The VELO has a cylindrical structure made of silicon modules: the passage
of a charged particle creates electron-hole pairs producing electric current from which, the point of
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year Lint (fb−1)
√
s (TeV) µ L(1032cm−2s−1)

Run 1
2010 0.03 7 1.1 1.6
2011 1.0 7 1.1 4.0
2012 2.2 8 1.1 4.0

Run 2

2015 0.33 13 1.1 2.0
2016 1.67 13 1.1 3.5
2017 1.71 13 1.1 3.5
2018 2.01 13 1.1 4.4

Table 2.1: Integrated recorded luminosity Lint, center-of-mass energy
√
s, visible number of collisions per bunch

crossing µ and peak luminosity L at LHCb for each year of the Run 1 and Run 2 campaigns. [53]

incidence of the particle is inferred. Each of the VELO modules provides a measure of the radius
r (from 8 mm to 42 mm) and the angle φ (from 15 mrad to 390 mrad), that combined with the z
coordinate of the module give the hitting position of the particle. The structure of a VELO module
is shown in Figure 2.3: each module is 300 µm thick and has a semi-circular shape, extending from
42 mm to 8 mm, with an increase in strip density near the beamline as shown in Figure 2.3.

Figure 2.3: Structure of a VELO module: the two semi-circular modules composing the R and Phi sensors are
represented [56].

The VELO is made of 21 pairs of modules, placed along a distance of 1 m parallel to the beam axis,
as shown in Figure 2.4. The left and right array of modules are designed to slightly overlap, and they
provide an angular coverage of 1.6 < η < 4.9 for tracks produced in the range ±2σ of the central
interaction region. Given that during the injection phase, the beam is wider than 8 mm, the modules
have a retractable system that allows the VELO to stay in an open configuration to a distance of 29
mm, until reaching beam stable conditions. In order to operate at the voltage required for > 99% hit
efficiency, a CO2 cooling system is used, which allows to keep a 20 : 1 signal-to-noise ratio.

The best raw hit resolution for tracks is around 5 µm, depending on the width of the microstrip and
the projected angle (i.e. the angle between the track and the perpendicular to the sensor) of the track,
as shown in Figure 2.5.
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Figure 2.4: Placement of VELO modules along the z-axis (upper plot). VELO closed and open positions (lower
plot) [53].

Figure 2.5: (left) Raw hit resolution as a function of the microstrip width for two projected angle bins for the
R sensors. (right) Resolution divided by pitch as a function of the track projected angle for four different strip
pitches [56].

2.2.2 Magnet

Between the TT and the T1 tracking stations, a room-temperature dipole magnet is located [57]. The
magnet is made of two coils positioned respectively above and below the beamline. They provide a
4 Tm bending power, with an angular acceptance of ±250 (±300) mrad in the vertical (horizontal)
plane. A schematic representation of the magnet is shown in Figure 2.6.

The magnetic field By is parallel to the y-axis, and its polarity can be inverted by reverting the current
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Figure 2.6: A schematic representation of the magnet inside LHCb (units expressed in mm) [53].

flowing inside the coils, therefore obtaining up and down configurations. The By value is mapped from
the VELO to RICH2 with a precision of < 4× 10−4T; as shown in Figure2.7, there is a residual field
of 50 mT in the RICH system, with the peak field strength just between TT and T1.

Figure 2.7: By(T ) value mapping as a function of z, from the interaction point up to the T1-3 tracking
stations [56].

2.2.3 Tracking system

Together with the VELO, the tracking system provides information on tracks throughout the detector.
It is made of four tracking stations on either side of the magnet: the Tracker Turicensis (TT) which is
placed upstream of the magnet, and the T1, T2, and T3 stations, placed downstream of the magnet.
The TT is 150 cm wide and 130 high, it covers the full geometrical acceptance of the detector and
is devoted to the detection of low-momentum particles. It is made of two stations (TTa and TTb)
separated by 0.3 m in the z−axis, each one with a pair of layers of 500 µm silicon sensors strips: the
TTa station is made of x− and u−layers, respectively tilted of 0◦ and −5◦, while the TTb station is
made of v− and c−layers, with the v−layer tilted of 5◦ [58]. A schematic representation of the TT
stations is shown in Figure 2.8. The single hit spatial resolution is around 50 µm for both the TT and
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the IT.

Figure 2.8: Representation of x- (left) and v-layer (right) of the TT station (units expressed in cm) [56].

The T1-3 stations are made of two distinct trackers: the inner tracker (IT) and the outer tracker
(OT). The IT is 120 cm wide and 30 cm high, covering a cross-shaped region close to the beampipe,
which is approximately 2% of the tracking acceptance. Given the high occupancy region (around 20%
of tracks), the same silicon microstrip technology of the TT is used.

Figure 2.9: Representation of the x-layer of the IT station [56].

The OT [59] is a drift-time tracker which covers the external regions of the T1-3 stations. It is made
of an array of 55000 straw-tube channels filled with a mixture of Argon, CO2, and O2, placed in two
layers. The particles passing through the gas-filled tubes ionize the gas, and the resulting electrons
are accelerated by a high potential difference; the delay in signal between the two layers is used to
determine the hitting position. The OT has the same geometry of staggered layers with ±5◦ tilting
used in TT and IT. The OT defines a tracking acceptance of 2.0 < η < 5.0 (1.8 < η < 3.4) in the
vertical (horizontal) plane. The OT distance resolution is ∼ 220 µm. A schematic view of the OT
stations is shown in Figure 2.10.

2.2.4 Ring Imaging Cherenkov detectors

Particle identification (PID) is one of the fundamental tasks of the LHCb experiment. The good
PID performance is reached thanks to the two Ring Imaging Cherenkov detectors [60, 61], RICH1
and RICH2 respectively placed upstream and downstream of the magnet, whose primary role is to
perform identification of charged hadrons (such as π, K, and p). RICH1 is also able to help in the
identification of charged leptons (e and µ), together with the calorimeters and the muon system. The
functioning of a RICH detector is based on the Cherenkov effect. The cone angle of Cherenkov light
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Figure 2.10: Schematic view of the OT stations, highlighting the section of the drift tube [56].

is directly related to the velocity of the particle by the relation

cos θc =
c/n

v
, (2.2)

where θc is the cone angle, n is the refraction index of the medium, and c and v are respectively
the speed of light and the velocity of the charged particle. By measuring the particle momentum
p using the curvature of the trajectory, it is possible to compute the particle mass m and perform
discrimination between charged hadrons:

m =

√
n2p2 cos2 θc − p2

c
. (2.3)

In order to have full coverage of the momentum range, two RICH detectors are used. The RICH1 is
located upstream of the magnet at 1 m along the z-axis, between the VELO and the TT station,
with an angular acceptance going from ±25 mrad to ±300 mrad (±25 mrad to ±250 mrad) in the
horizontal (vertical) plane. Its active media are a solid aerogel radiator and a fluorobutane (C4F10)
gas radiator, and it measures low momenta charged particles from 2 GeV/c to 40 GeV/c. The RICH2
is located downstream of the magnet at 9.5 m along the z-axis, between the T3 tracking station and
the first muon station M1. Compared to the RICH1, it has a limited angular coverage, from ±15 mrad
to ±120 mrad (±15 mrad to ±100 mrad) in the horizontal (vertical) plane. It is filled with carbon
tetrafluoride (CF4) gas radiator and it measures particle momenta from 15 GeV/c to 100 GeV/c. Each
RICH detector uses spherical mirrors to focus the Cherenkov light emitted by charged particles, while
flat mirrors are used to redirect light to photo-detectors. Hybrid photon detectors (HPD) made of
500× 500 µm pixels collect Cherenkov light in the 200− 600 nm wavelength range and convert it into
electrons to form an electric signal. A schematic view of RICH1 and RICH2 is shown in Figure 2.11.

2.2.5 Calorimeters system

The calorimeters system [62, 63] is made of four sub-detectors; these include the Scintillator Pad Detec-
tor (SPD), the Pre-Shower (PS) and two calorimeters, the Electromagnetic Calorimeter (ECAL) and
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Figure 2.11: Schematic view of the RICH 1 (left) and RICH 2 (right) [56].

the Hadronic Calorimeter (HCAL), all of these placed right after the RICH2 and the M1 muon station,
but before the M2-5 stations. A schematic view of the calorimeter system is shown in Figure 2.12.
The calorimeters system has several functions:

• at the first level trigger (L0), it selects photons, electrons, and hadrons with significant transverse
energies;

• it provides discrimination between electrons, photons, and hadrons by combining information
coming from all its sub-detectors;

• it measures the energy of charged and neutral particles, particularly photons, π0, and neutral
hadrons.

The functioning of the calorimeter system is based on scintillation materials: particles interacting
with scintillating materials produce showers of scintillation3 light, which is transmitted by wavelength
shifting (WLS) fibers and collected by photo-multiplier tubes (PMT). The scale of the scintillation
response is directly related to the energy of the particle transversing the calorimeter system. Typical
quantities that define the interaction between particles and calorimeters are the radiation length X0

and the nuclear absorption length λ [5].

The calorimeters are sampling-calorimeters, therefore utilize alternate layers of scintillation materials
and absorbers; this choice further reduces the radiation length and allows showers to be fully contained
in the calorimeters, given that the shower penetration is directly related to the radiation length or, in
the case of hadrons, to the nuclear absorption length.

Scintillator Pad Detector and Pre-shower

The SPD/PS system is responsible for electrons and photons identification. It consists of two planes
of scintillator cells (the SPD is closest to the interaction region), crossed by WLS fibers and separated
by a 15 mm lead converter. The cells are arranged with increasing granularity toward the beampipe.
The angular acceptance is between ±30 mrad and ±300 mrad (±30 mrad and ±250 mrad) in the

3Bremsstrahlung and pair-production are responsible for electromagnetic showers, while the strong interaction is
responsible for hadronic showers.
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Figure 2.12: Schematic view of the calorimeter system, highlighting the different sub-detectors and their geom-
etry [63].

horizontal (vertical) direction. The discrimination between electrons and photons is based on the
fact that photons do not produce showers in the SPD but they produce showers in the PS; on the
contrary, electrons produce showers in the SPD. Hadrons do not produce showers in the SPD/PS
system, therefore allowing additional discrimination from electrons.

Electromagnetic calorimeter

The ECAL [64] is placed at ∼ 12.5 m along the z−axis from the interaction point. It has an acceptance
from ±25 mrad to ±300 mrad (±250 mrad) in the horizontal (vertical) direction. The ECAL is
composed of 66 layers of 2 mm lead tiles and 4 mm scintillator tiles, separated by 120 µm of a reflective
paper, for a total depth of 42 cm, which corresponds to 25 radiation lengths. The granularity of ECAL
increases toward the beamline, where the occupancy is greater; in this way, the ECAL surface is divided
into 3 regions, inner, middle, and outer, with cells of respectively 4 × 4, 6 × 6 and 12 × 12 cm2, as
shown in Figure 2.13. The ECAL provides energy measurement with an energy resolution

σE
E

=
10%√
E
⊕ 1%, (2.4)

where E is the energy measured in GeV and ⊕ indicates the sum in quadrature. The PMT gain is
optimized for b-physics, typically in an energy range of few GeV. Due to this choice, cells experience
ADC saturation for transverse energies ET greater than 10 GeV: measurement of very high energetic
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particles (e.g. electrons coming from Z → e+e−, W → eνe or tt̄ processes) is therefore limited and
performance is degraded. This particular aspect of ADC saturation is further studied in Chapter 6 in
the context of the ECAL upgrade.

Figure 2.13: Segmentation of SPD/PS and ECAL. The different ECAL regions are highlighted in different
colours [63].

Hadronic calorimeter

The HCAL is downstream of ECAL at ∼ 13.3 m from the interaction point, and it measures the
remaining energy of neutral and charged hadrons. It is made of alternating iron and polystyrene tiles
placed perpendicular to the x-axis. A single module extends downstream with three scintillating tiles
and three absorber tiles, up to a depth of 128.3 cm for a total of 5.6 nuclear interaction lengths. As
for ECAL, scintillation light is transmitted to PMTs through WLS fibers, which run along the edge
of the layers of the tiles. The HCAL has the same ECAL angular acceptance, but its granularity is
reduced to two regions, outer and inner with cells respectively of 26× 26 and 13× 13 cm2, as shown
in Figure 2.14. This is mainly to account for the larger size of hadronic showers. The HCAL energy
resolution is extracted from a fit to the data at several energies

σE
E

=
(69± 5)%√

E
⊕ (9± 2)%, (2.5)

where E is the energy measured in GeV and the uncertainties come from the fit result; this energy
resolution is sufficient for trigger purposes. The HCAL not only measures energy for neutral and
charged hadrons, but it also provides stopping power containing hadronic showers before entering the
muon stations.

Figure 2.14: Segmentation of HCAL. The inner and outer sections are highlighted in different colours [63].
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2.2.6 Particle identification performance (PID)

The PID is performed mainly using the RICH detectors and the calorimeter system [65]. The RICH
detectors are built to discriminate between pions π and kaons K. The variable used for the discrimi-
nation is the difference of logarithmic likelihood

DLL(π −K) = lnLπ − lnLK , (2.6)

where Lπ (LK) is the likelihood for the π (K) mass hypothesis. If DLL(π −K) is measured over a
specific threshold, the particle is identified as a π, otherwise as a K.
Given the PID task between two kinds of particles A and B, two important figures of merit are
measured to quantify the PID performance:

• the identification efficiency for A, defined as the number of particles correctly identified as A
over the number of total detected A particles;

• the B misidenfitication rate, defined as the number of B particles wrongly identified as A over
the total detected B particles.

Identification efficiencies and misidentification rates have been measured by collecting data with a
trigger configuration selecting hadrons; K, π and protons p have been selected from K0

S → π+π−,
Λ→ pπ− and D∗+ → D0(K−π+)π+ decays, and identification efficiencies and misidentification rates
have been measured as a function of particles momentum, as shown in Figure2.15, where kaon iden-
tification efficiency and pion misidentification rate are shown. Depending on the chosen threshold,
different behaviors are presented, generally showing better (i.e. higher identification efficiency and
lower misidentification rate) performance for low momentum particles. The average kaon efficiency
for DLLrich(K − π) > 0 is 95% with a pion misidentification of 10%. As part of the PID system,

Figure 2.15: Kaon identification efficiency and pion misidentification rate as a function of particles momenta [56].

the calorimeter system can perform discrimination between electrons and hadrons; one of the most
discriminating variables is the ratio of the ECAL cluster energy over the particle momentum p: as
shown in Figure 2.16 this provides good separation between electrons and hadrons. As done for
RICH detectors, a similar difference of logarithmic likelihood DLLcalo(e − h) is defined. Without
using RICH detectors information, an average electron identification efficiency of 91.9% is reached
for DLLcalo(e − h) > 2, with a hadron misidentification rate of 4.5%. Including also RICH detectors
in the likelihood evaluations, the electron identification efficiency increase to 97%, while the hadron
misidentification rate decrease to 2%.
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Figure 2.16: Ratio between the energy of a ECAL cluster Ecluster and the particle momentum measured by the
tracking system ptrack for electrons and hadrons [56].

2.2.7 The muon system

The muon system [66] is the detector most distant to the interaction point, and it provides muon
identification. The muon system is made of five stations: the first M1 station is placed between
RICH2 and the calorimeter system, while the remaining M2-5 stations are placed downstream of the
calorimeter system. The angular acceptance of the muon system lies between ±20 mrad and ±306
mrad (±16 mrad and ±258 mrad) in the horizontal (vertical) direction. The detection technology
of the muon system relies on multi-wire proportional chambers (MWPCs), analogous to straw drift
chambers, that collect the electron cascades generated by gas ionization from interaction with a muon.
The only exception is the inner part of the M1 station, which uses triple-GEM detectors in order to
cope with high radiation and to provide comparable tracking performance: the rate of charged particles
in this region is approximately 500 kHz/cm2. All the stations are divided into chambers of different
sizes and granularity (projective with respect to the interaction point), which are themselves divided
into logical pads, which define the x and y spatial resolutions. The M2-5 stations are interleaved with
iron absorbers, giving a total thickness of ∼ 20 interaction lengths, necessary to select muons with
p > 6 GeV/c. A particle is identified as a muon if it crosses all five stations in a straight line (there is
no residual magnetic field); the muon identification efficiency is 98% on average, with a pion and kaon
misidentification < 1%. The first three chambers provide high-precision measurements of the muon
pT, with a resolution of ∼ 20%. The M4-5 stations are mainly used for particle ID. A schematic view
of the geometry of muon chambers is shown in Figure 2.17.

2.2.8 Trigger

The LHCb experiment collects data at an interaction rate of 40 MHz, which is completely off the
bandwidth and storage capabilities of the detector. Therefore, the data acquisition rate has to be
lowered at a rate of ∼ 12.5 kHz, for data to be stored and analyzed. This happens through a
real-time selection, provided by event-by-event analysis. The trigger is composed of two parts: a
hardware-based Level-0 (L0) trigger, synchronous with the bunch crossing frequency, that selects
events using information from the calorimeter and the muon system, and a two-part software-based
High Level Trigger (HLT), which provides selections based on full event reconstruction, which is
executed asynchronously on a processors farm. A scheme of the trigger stages performed during Run
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Figure 2.17: Front view of a quadrant of a muon station, where each rectangle represents a muon chamber
(left). Different muon chambers of the M1 station (right) [66].

2 is shown in Figure 2.18 [67].

Level-0 Trigger

The L0 trigger uses information from the calorimeter and the muon systems to select events with
electrons, photons, hadrons and muons with high transverse momentum pT or high transverse energy
ET. The calorimeter and muon systems are connected to an L0 Decision Unit (L0-DU) that decides
if the event is accepted, reducing the rate from 40 MHz to 1 MHz, where events with electrons or
photons, hadrons, and muons add up 150, 450 and 400 kHz respectively [68]. Additionally, a pile-up
system gives information on the number of measured primary vertices (PVs) in an event. For ECAL
and HCAL, the decision to trigger an event is based on the transverse energy deposited in clusters
made of 2× 2 cells, defined as

ET =
4∑
i=1

Ei sin θi (2.7)

where Ei is the energy deposited in the i-cell and θi is the angle between the z-axis and a line from
the interaction point to the center of the i−cell. An event is accepted if one of these conditions is
satisfied:

• L0Muon: a straight-line track traversing all five stations with a pT exceeding a L0Muon threshold;

• L0DiMuon: two tracks identified as muons with the product of their pT above a given threshold,
only if the largest pT track has failed the L0Muon requirement;

• L0Electron: an ECAL cluster (as defined in Eq. 2.7) with ET over a given threshold, with hits
in the PS and in the SPD;

• L0Photon: a ECAL cluster with ET over a given threshold and no hits in the SPD;

• L0Hadron: a HCAL cluster with ET over a given threshold.

L0 thresholds for ET, pT and SPD hits have changed during the years of data taking; The selected
thresholds for this thesis are shown in Table 2.2.
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Figure 2.18: General scheme of the LHCb trigger used during Run 2 [68].

High Level Trigger

Events selected by the L0 trigger are fed into the HLT at a rate of 1 MHz. The HLT is divided
in two stages: the HLT1, which further reduces the L0 output rate to 110 kHz, and the HLT2,
which send events to permanent storage at a rate of 12.5 kHz [68]. It runs on a large computing
infrastructure called Event Filter Farm, which allows the HLT1 output to be written in a local buffer
to perform quality offline reconstruction. The HLT1 performs track reconstruction, using information
from the VELO and the T1-3 stations to produce long tracks which are fitted and evaluated to reject
fake tracks. The VELO tracks are used to reconstruct PVs. HLT1 selects events containing muon
candidates displaced from the PVs and di-muon candidates, performing muon ID with tracks with at
least 2 hits in the muon stations and p > 3 GeV. The HLT2 performs full event reconstruction on top
of the HLT1 output. Several algorithms are put in place, to select candidates with sufficient pT and
significant displacement from the PVs. Examples of HLT2 algorithms are [68]:

• inclusive topological algorithms, reconstructing b hadrons’ decays by selecting 2-,3-, or 4-body
vertices. They account for ∼ 40% of the HLT2 output rate;

• exclusive and inclusive c-hadrons algorithms, reconstructing D mesons from specific nodes (ex-
clusive triggers) or by combining all charged hadrons in the event (inclusive triggers). They
account for ∼ 40% of the HLT2 output rate;

• muon and di-muon algorithms, reconstructing high pT muons or di-muons depending on the
physics goal;
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line pT [GeV/c] p1
T · p2

T [GeV2/c2] ET [GeV] nSPD

L0-Muon > 1.76 - - < 600
L0-DiMuon - > (1.6)2 - < 900
L0-Hadron - - > 3.7 < 600
L0-Photon - - > 3 < 600
L0-Electron - - > 3 < 600

Table 2.2: Level 0 trigger thresholds considered in this thesis [68].

• electroweak physics and exotic searches algorithms, accounting for the remaining HLT2 output
rate, select specific physics channels.

In the analyses presented in this thesis, muon and di-muon algorithms are used to reconstruct muons
and di-muons coming from the decay of W± and Z bosons.

2.2.9 LHCb framework and data flow

In a typical analysis, the main ingredients are the data and the tools used to analyze this data. One
of the most important tools consists in MC simulations of the physics processes under study and how
they interact with the detector. The generation of physics processes has been already described in
Chapter 1. Both data and MC simulations need to go through a data flow that prepares them for
analysis.

The LHCb framework and data flow consist of several steps, from the measurement (or the simulation)
of particle-matter interactions up to the analysis level. A schematic view of the LHCb data flow during
Run 2 operations is shown in Figure 2.19. The whole software framework is based on the Gaudi [69]
framework.

Figure 2.19: Chartflow highlighting the LHCb software framework for simulation, reconstruction and data
analysis [56].

The steps (and the relative software packages) can be summarized in the following way:

1. data acquisition/simulation: this step depends on whether we are dealing with data or simula-
tions. When dealing with data, this accounts for the detection and measurement of proton-proton
collisions in the LHCb experiment. In the case of simulations, proton-proton collisions are gen-
erated and particle-detector interactions are simulated. to mimic the detector response. The
simulation step is performed by the software Gayss [70] and consists of several sub-steps:

(a) the hard proton-proton scattering process is simulated by a generator program (e.g. Mad-
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graph [26, 27] or Pythia [29], the ones considered in this thesis), while the quarks frag-
mentation and hadronization are simulated by a parton shower (Pythia [29]);

(b) particles are propagated to the detector and decays of hadronic particles are simulated
using EvtGen;

(c) the interactions of stable particles reaching the detector and beam pipe materials are sim-
ulated using the Geant4 [71, 72] software.

2. digitization: once the simulations of the physics processes and their interaction with the detector
have been performed, particle-matter interactions are processed to create hits in the detectors,
by reproducing the digitization of the front-end electronics. The software devolved to this task
is called Brunel [73], which includes all the instrumental effects (e.g. noise, inefficiencies).

3. trigger: at this stage, data and simulations are treated in the same way. Data or simulated
events that pass specific cuts are selected by the trigger system, as explained in Section 2.2.8.
The software Moore [73] operates both online, applying HLT algorithms to events accepted by
the L0 stage, and also offline.

4. reconstruction: the software Brunel [73] performs the full reconstruction of events that pass
the trigger step. The muon and jet reconstruction algorithms used in the analyses presented in
this thesis are described in Chapter 3.

5. stripping: the software DaVinci [73] in different streams, depending on the objects reconstructed
and their features. In this thesis, the WMuLine stripping line is used, grouping together all the
events where a high pT muon is present.

6. analysis: the events of a specific stream are finally processed to reconstruct a specific decay
channel. The output is a Root [74] n-tuple that is afterward analyzed with the preferred
analysis tools.
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Chapter 3

Objects reconstruction at LHCb

While the previous Chapter described the various sub-detectors of the LHCb experiment, this Chapter
is devoted to the event reconstruction. Particular care is given to the reconstruction of muons and
jets, which are the main final objects of the analyses presented in this thesis. This Chapter has the
following structure:

• Section 3.1 describes the reconstruction of tracks and vertices;

• Section 3.2 is devoted to the description of muon reconstruction and identification, dealing in
particular with the performance of reconstructing and identifying high pT muons;

• Section 3.3 describes the algorithms for jet reconstruction and identification;

• finally, Section 3.4 deals with the state-of-the-art algorithms used at the LHCb experiment to
identify the flavor of the quarks generating the jets. These algorithms go by the name of “jet
tagging”, and possible improvements of these algorithms are presented in Chapter 7.

3.1 Pattern recognition

The first task in event reconstruction is the reconstruction of tracks and vertices. Tracks are built
by employing pattern recognition techniques, that associate information coming from hits in the sub-
detectors into trajectories that are afterwards fitted. In order to avoid any double counting or detector
mismatch that generates fake tracks, tracks undergo several selections. By intersecting tracks, vertices
are found and finally, particles are identified by the presence of signals in other sub-detectors, such as
the calorimeters or the muon system.

3.1.1 Tracks

The tracking system includes VELO, TT, IT and OT. At first, seeding algorithms are used to recon-
struct track segments. This happens in the VELO, where from hits in the (r,φ,z) coordinates system,
straight lines are extrapolated to the interaction point, forming VELO seeds. In the T-stations, where
the magnetic field is present, seeds are formed using lines in the (x,z) plane. Once seeds are found,
several algorithms combine them in a precise sequence:

• forward tracking: to provide trajectories, VELO seeds are combined with remaining single hits
in the tracking stations, including hits that are consistent with the reconstructed path;

• track matching: VELO and T-stations seeds not used in the forward tracking are considered,
extrapolating VELO seeds through the magnetic field and combining them with T-stations
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seeds, if compatible. Further hits in TT are afterwards added if they are consistent with the
track trajectory;

• upstream and downstream tracking: remaining unpaired seeds from VELO and TT are extrap-
olated to the T-stations, where individual hits are used to compute momenta.

Once hits have been grouped together, they are used as input for the track fitting procedure: besides
providing the final track, this procedure gives also the momentum of the particle and the sign of its
charge. t The best estimate of the track parameters is obtained with a Kalman fit [75]. Several classes
of tracks are defined, depending on which sub-detector information is used to create tracks:

• long tracks, which leave hits throughout all the tracking system;

• downstream tracks, which hit the TT and the T1-3 stations only;

• upstream tracks, hitting only the VELO and the TT;

• VELO tracks, which leave hits only in the VELO;

• T tracks, with information coming only from the T1-3 stations.

A plot representing all the types of tracks is shown in Figure 3.1.

Figure 3.1: Representation of all the types of reconstructed tracks in the LHCb detector.

In order to determine the momentum resolution (δp/p) of long tracks, benchmark processes are consid-
ered such as J/ψ → µ+µ− decays, collected from a data sample with a particular trigger configuration
to select high energy di-muons; for momentum particles below 20 GeV/c resolution is about 0.5%
while it is 0.8% for momentum particles around 100 GeV/c. For the invariant mass resolution (σm/m
where σm is the peak width of the resonance at a mass m) six different resonances have been used,
again observed in di-muons samples: J/ψ, ψ(2S), Υ(1S), Υ(2S), Υ(3S) and Z boson; for particle mass
below 104 MeV/c2 resolution is 0.45% while it is around 1.9% for masses around 105 MeV/c2 [76].
Results for both momentum and invariant mass resolution are shown in Figure 3.2.

3.1.2 Vertices

From the detected and reconstructed tracks, it is also possible to define the Primary Vertex (PV) [77],
which is the proton-proton interaction point where almost all the particles are generated. First of all,
tracks are clustered in seeds; if the cluster has less than six tracks, it is discarded. After this, for each
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Figure 3.2: (left) Momentum resolution of LHCb tracking system in Run 1. (right) Relative mass resolution as
a function of di-muons mass resonances, measured in Run 1.

seed the PV position is calculated minimizing the following quantity:

χ2
PV =

ntracks∑
i=1

d2
0i

σ2
d0i

(3.1)

where d0i is the impact parameter of the i−track and σd0i its error. If one or more tracks (inside a
seed) have d0

σd0
> 4 then the one with the highest d0

σd0
is removed from the cluster, and a new PV

position is computed by minimizing the new χ2
PV . This procedure goes on till there are no more

tracks to discard. The PV reconstruction efficiency and resolution are obtained from simulations: the
average efficiency goes from 90.0% to 97.5% while the probability of reconstructing a false PV is about
1%; as for PV resolution, typical values are about 8 µm, 10 µm and 50 µm respectively for the x, y,
and z coordinates.

3.2 Muon reconstruction and identification

The identification of muons in LHCb is mostly based on the Muon detector: only muons are able to
penetrate the calorimeters and muon filters and thus leave a signal on the dedicated muon chambers.
The first step in muon reconstruction is to define a boolean variable, called IsMuon [78], from the
extrapolation of a long or a downstream track through the muon stations, making a statement about
whether a track is consistent with a muon hypothesis. Only tracks within the acceptance of the muon
stations are extrapolated, obtaining the expected track coordinates in the muon stations M2, M3, M4,
and M5. For each of the stations, a search for hits within an elliptic, momentum dependent, field of
interest (FoI) around the extrapolated track is performed, defined as

FoIa(p) = ρa,1 + ρa,2 · exp

(
−ρa,3 · p
GeV

)
(3.2)

where a ∈ (x, y) and ρa,i with i = 1, 2, 3 are parameters defining the FoI [78]. If the track has at least
one hit within the FoI in a minimum number of stations, it is given the attribute IsMuon. Two other
boolean variables are constructed similarly to IsMuon: IsMuonLoose, which requires a fewer amount of
hits with respect to IsMuon, and IsMuonTight, which requires the same amount of hits but using only
crossed hits. An overview of the requirements for the IsMuon and IsMuonLoose variables is reported
in Table 3.1.
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p [GeV] Required stations
IsMuon IsMuonLoose

p < 3 Always false Always false
p < 6 M2 and M3 At least two of M2-M4

6 < p < 10 M2 and M3 and (M4 or M5) At least three of M2-M5
p > 10 M2 and M3 and M4 and M5 At least three of M2-M5

Table 3.1: IsMuon and IsMuonLoose requirements as a function of muon momentum p [78].

3.2.1 Muon reconstruction efficiency

The efficiency εµreco of properly reconstructing a muon is factorized into three components as

εµreco = εµtrg × ε
µ
trk × ε

µ
id, (3.3)

where εµtrg is the muon trigger efficiency, εµtrk is the long track reconstruction efficiency, and εµid is the
muon-identification efficiency [79]. MC simulations cannot be used directly to measure εreco, given
that they may not properly model some crucial detector effects. Therefore, real data are used with
a tag-and-probe technique: data with two muons are reconstructed and selected, and while one of
the two muons is required to pass an additional specific selection (the tag muon), the efficiency is
measured by counting how many times the other muon (probe) passes the chosen selection. The probe
muon is used to determine the corresponding efficiency for that specific selection. For high-pT muons
as the ones analyzed in this thesis, the leptonic decay of the Z boson into two muons is chosen, given
its high signal purity and the proper pT range typical of these analyses. Data coming from the Run 2
data-taking campaign are used to compute the efficiencies.

Trigger efficiency

To compute the trigger efficiency, muons from Z → µµ events are required to trigger dedicated lines
at the three trigger level stages: L0MuonEW, Hlt1SingleHighPTMuon and Hlt2EWSingleMuonVHighPT

respectively for the L0, HLT1, and HLT2 stage. Selection requirements placed on the Z → µµ
events are summarised in Table 3.2, where Icharged

T is a variable which ensures that muons are isolated
particles, defined as

Icharged
T =

pµT
pµT + pµ−coneT

(3.4)

where pµT is the muon transverse momentum and pµ−coneT is the total transverse momentum of the
particles contained in a cone of radius R = 0.5 around the muon.

Tag Probe Event

Long track Long track 60 < Mµµ < 120 GeV
isMuon isMuon

Triggered - χ2
vtx/ndf < 5

σP /P < 0.1
pT > 20 GeV pT > 20 GeV
2 < η < 4.5 2 < η < 4.5

Icharged
T > 0.85 Icharged

T > 0.85

Table 3.2: Selection requirements for the tag muon, the probe muon and the whole event for the measurement
of the trigger efficiency εµtrg [79].

To check the validity of the tag-and-probe method, a comparison by using the truth muon information
in simulated Z → µµ samples is done, showing that the tag-and-probe method does not introduce any
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bias. The muon trigger efficiency might be affected by background events, particularly two sources of
background are found:

• misidentification background, which is studied by applying a tag-and-probe approach on data
events containing two muons with the same charge. The background is found to be negligible;

• heavy flavor (HF) background coming from heavy flavor processes that could mimic the muon
signal. Given that here the selection requirement χ2

vtx/ndf < 5 has been applied, the HF
background is found to be negligible.

The only uncertainty for the trigger efficiency arises from the statistical uncertainty of the Z → µµ
data sample, which is found to be ∼ 0.002%.

Figure 3.3 shows muon trigger efficiencies for 2016, 2017, and 2018 data as a function of muon pT and
η.

Figure 3.3: Muon trigger efficiency εµtrg for 2016, 2017, and 2018 datasets as a function of (left) muon η and
(right) muon pT [79].

Tracking efficiency

To compute the tracking efficiency εµtrk, the tag muon coming from Z → µµ events must be a long
track that passes both the muon trigger and the identification requirements. The probe is a MuonTT
track, a track reconstructed by combining hits in the TT and the muon stations: this choice is related
to the fact that long tracks leave hits in the VELO and in the T-stations, but not necessarily in the
TT. Therefore, by choosing a MuonTT track, the efficiency is not expected to have a dependence on
hits from these particular sub-detectors. A list of the requirements placed on the tag and the probe
muon is presented in Table 3.3.

Differently from the evaluation of trigger and identification efficiencies, the tracking efficiency deter-
mined using the tag-and-probe method is biased by different effects, that need to be corrected:

• bias correction: the tag-and-probe method use a MuonTT track as a probe particle, however
not all long tracks have an associated MuonTT track. This is corrected using simulated signal
events and relying on the truth particle information;

• track matching efficiency: a MuonTT track is matched to a long track by imposing some match-
ing conditions, which might introduce inefficiencies in the track matching. These are studied
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Tag Probe Event

Long track Muon TT track 70 < Mµµ < 110 GeV
isMuon - |∆φ| > 0.1 rad

Triggered - χ2
vtx/ndf < 5

σP /P < 0.1
χ2

IP < 6 χ2
IP < 6

pT > 20 GeV pT > 20 GeV
2 < η < 4.5 2 < η < 4.5

Table 3.3: Selection requirements for the tag muon, the probe muon and the whole event for the measurement
of the trigger efficiency εµtrk [79].

in data and simulations using an “inverted” tag-and-probe method, which shows a difference of
0.28% in the track matching efficiency.

Results for the corrected muon tracking efficiency εµtrk for 2016, 2017, and 2018 datasets are shown in
Figure 3.4, as a function of the muon pT and η.

Figure 3.4: Muon tracking efficiency εµtrk for 2016, 2017, and 2018 datasets as a function of (left) muon η and
(right) muon pT [79].

Identification efficiency

Finally; the muon identification efficiency εµid is the probability that a real muon passes the muon
quality requirements. The tag muon coming from Z → µµ events is required to be fully reconstructed,
identified, and triggered, while the probe muon is a long track without any requirement on muon
identification. The muon identification efficiency is calculated by counting the number of probe muons
satisfying the isMuon requirement. An overview of the selection requirements is shown in Table 3.4.

The tag-and-probe approach is compared with the Truth method using simulated Z → µµ events,
which uses particle true information from MC simulations: good agreement in all regions is found,
confirming that no bias is introduced by the tag-and-probe approach. The main background for
Z → µµ selection comes from Heavy flavor (HF) processes, where a muon with high pT coming from
the decay of a heavy flavor quark is produced. To account for this background source, and to consider
also detector resolution effects, the invariant mass shape in data minv(data) is fitted by the following
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Tag Probe Event

Long track Long track 60 < Mµµ < 120 GeV
isMuon - |∆φ| > 2.7

Triggered - χ2
vtx/ndf < 5

σP /P < 0.1
pT > 20 GeV pT > 20 GeV
2 < η < 4.5 2 < η < 4.5

Table 3.4: Summary of the requirements applied to identify a muon [79].

function

minv(data) = minv(Z → µµ)×Gausssian+ Exp(HF) (3.5)

where minv(Z → µµ) is the invariant mass shape taken from simulations, Gaussian is a Gaussian
function to account for detector effects and Exp(HF) accounts for the HF background. Systematic
uncertainties are found to be much smaller than statistics uncertainties, therefore no systematic un-
certainty is assigned. Results for muon identification efficiency for 2016, 2017, and 2018 datasets are
shown in Figure 3.5, as a function of the muon pT and η.

Figure 3.5: Muon identification efficiency εµid for 2016, 2017, and 2018 datasets as a function of (left) muon η
and (right) muon pT [79].

3.3 Jet reconstruction and identification

The analyses presented in Chapters 4 and 5 rely on the ability to properly reconstruct jets. In proton-
proton collisions, jets are identified as collimated streams of particles resulting from the fragmentation
and hadronization processes of quarks and gluons. Due to QCD properties, bare quarks cannot exist
and through fragmentation, they produce showers of particles that subsequently hadronize into stable
hadrons, that when interacting with the detector produce the typical signature of a jet. Being a
collimated stream of particles, a jet leaves information both in the tracking system (by means of its
charged particles) and in the calorimeter system (both charged and neutral particles leaving energy).
Given that the LHCb experiment was originally designed to study b physics, the calorimeter system
is not optimized to study high pT objects such as jets. As described in Section 2.2.5, ECAL has a
very low ADC saturation and HCAL is mainly used for L0 trigger. On the other side, the LHCb
tracking system has excellent performance, therefore a hybrid algorithm that uses information coming
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both from tracking and calorimeter systems is necessary to reconstruct jets: in this way, the tracking
system selects charged particles while the calorimeters system selects neutral energy deposits. The
LHCb jet reconstruction algorithm consists of several steps:

• Particle Flow algorithm [80]: it selects tracks from the tracking system and energy clusters in
the calorimeter system to be used as input for the clustering step;

• clustering: particles selected by the Particle Flow step are clustered into jets using the anti-kT

algorithm;

• jet 4-momentum computation: kinematics of the jets is computed from the 4-momenta of jet
constituents;

• Jet Energy Correction: the jet 4-momentum is corrected with a correction factor that depends
on the jet kinematics.

3.3.1 Particle Flow

The Particle Flow (PF) [80] algorithm selects tracks and energy clusters in the calorimeters to define
inputs (and therefore particles) to be used by the clustering algorithm to form a jet. In this way, it
provides a sequence to event reconstruction and provides neutral energy recovery. It consists of several
steps, shown in Figure 3.6 and summarised here:

• reconstructed tracks and clusters are paired with PID information and matched to each other
to form isolated charged particles;

• energy released by tracks in the calorimeter systems is estimated and subtracted from the energy
of the associated cluster. The resulting clusters are defined as non-isolated particles and they
are used for neutral energy recovery;

• the remaining clusters that are not matched to tracks are selected as isolated neutral particles.

Figure 3.6: Flowchart of the Particle Flow algorithm [81].
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In the following, a brief overview of the requirements for isolated charged particles, non-isolated, and
isolated neutral particles is given.

Isolated charged particles

In order to improve the quality of jet reconstruction, quality requirements on tracks are applied, based
on the following variables:

• the track transverse momentum pT;

• the χ2 coming from the Kalman filter fit of the track;

• the probability Pghost for a track to be an artifact of the pattern recognition and not a real
particle;

• the momentum resolution σ(q/p)
q/p , where q is the particle charge and p is the particle momentum.

Depending on the category of the considered tracks (long, VELO, upstream or downstream), different
requirements are used, as shown in Table 3.5. From the PID system, a particle mass and a particle
type (between p, e−, µ−, π− and respective antiparticles) are associated to tracks. VELO tracks are
included in the jet clustering step as they provide information on the PV of the jets, whereas they do
not give information on the particles’ momenta.

long downstream upstream VELO

pT(trk) [MeV/c] - - > 100 -
χ2 < 5 < 1.5 < 1.5 < 10

Pghost < 0.5 - - -
σ(q/p)
q/p > 10 > 10 > 2 -

Table 3.5: List of requirements applied to tracks by the Particle Flow algorithm [81].

Non-isolated neutral particles

The selection of clusters not isolated from tracks follows several steps:

1. requirements on ECAL and HCAL χ2
track−cluster are applied, where χ2

track−cluster is the χ2 of the
track-cluster matching: χ2

track−cluster,ECAL < 25 and χ2
track−cluster,HCAL < 25 (< 15) for energies

below (above) 10 GeV;

2. clusters are grouped such that different groups do not share tracks, both in the ECAL and
HCAL;

3. an empirical parametrization of E/p as a function of p (where E is the cluster energy released by
charged particles and p the track momentum) is used in order to compute the expected released
energy Eexp in the calorimeters;

4. if Eexp > 1.8Emeas where Emeas is the measured energy of the cluster then the cluster is
discarded;

5. if otherwise Emeas > 1.8Eexp then Eexp is subtracted from Emeas obtaining Esubtracted;

6. finally if ET > 2 GeV then Esubtracted is selected as a non-isolated neutral particle and used as
input in the following anti-kT jet clustering algorithm.
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To estimate the energy released by tracks in the calorimeters, a parametrization of E/p is necessary.
The procedure to get this parametrization goes by the name of E/p calibration. The calibration has
been performed on a 2015 data sample of pp collisions at

√
s = 13 TeV, collected with a minimum bias

trigger configuration. Tracks matched to calorimeter clusters are selected, and some requirements are
applied to remove background from minimum ionizing particles like muons:

• only on PV in the event;

• long or downstream track;

• given a track, no other tracks within ∆R < 0.5, where ∆R =
√

∆η2 + ∆φ2, where η is the
pseudorapidity and φ is the azimuthal angle;

• track pT > 50 MeV/c;

• χ2
track−cluster < 1 for one ECAl or HCAL cluster;

• cluster transverse energy ET(cluster) > 200 MeV.

Depending on how the tracks and the clusters have been associated with each other, several “track-
cluster” categories are identified:

• tracks associated with a cluster in ECAL but not in HCAL;

• tracks associated with a cluster in HCAL but not in ECAL;

• tracks associated with a cluster in ECAL, independently of the presence of an HCAL cluster;

• tracks associated with a cluster in HCAL, independently of the presence of an ECAL cluster;

• tracks associated with an HCAL cluster;

• tracks associated with both an ECAL and an HCAL cluster.

A separate E/p calibration for tracks identified as hadrons or electrons, and for each of the “track-
cluster” categories defined above, is performed. The E/p distribution is fitted with empirical functions
as a function of p. For all the categories where only one cluster from ECAL or HCAL is considered,
the function used is

E

p
(p) = a1e

−a2p + a3 (3.6)

while for the last category, E is computed as the number of ECAL and HCAL cluster energies, and
the function used for the fit is

E

p
(p) = (a1 + a2p+ a3p

2)e−a4p + a5 (3.7)

Figure 3.7 shows examples of E/p calibration for some categories obtained in data, compared with
MC samples of pp collisions at

√
s = 13 TeV with a minimum bias trigger configuration.

Isolated neutral particles

Finally, calorimeters clusters not associated with tracks are stored as inputs for jet clustering. Typical
neutral particles identified by the ECAL are photons and π0 which decay into two photons. π0 are
divided into two categories, depending on how they decay: merged π0, when the two photons are
almost collinear and produce a single cluster, and resolved π0, when the two photons are detected
as two separate clusters. Some requirements are applied to select ECAL clusters isolated from the
tracks and to ensure the quality of the input object before entering the clustering step. The following
observables are considered:
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Chapter 3. Objects reconstruction at LHCb

Figure 3.7: E/p calibration for tracks associated with ECAL cluster but not in HCAL (upper left plot), tracks
associated with HCAL cluster independently of HCAL (upper right plot) and tracks associated with both ECAL
and HCAL cluster (lower plot), for data (red dots) and MC simulations (blue dots) [81].

• the likelihood for the photon hypothesis, PhotonID;

• the cluster transverse energy ET;

• the χ2
track−cluster for each track-cluster combination.

The list of the requirements applied in the ECAL clusters selection is reported in Table 3.6. For HCAL
clusters, no particle identification requirements are applied and different χ2

track−cluster cuts are applied
depending on the cluster energy: χ2

track−cluster > 25 for HCAL cluster with energy below 10 GeV, and
χ2

track−cluster > 15 for energies above 10 GeV.

merged π0 resolved π0 photons

ET [MeV/c] - - > 200
PhotonID - > −4 > −1 (> −2 with T track)

PhotonID for 1 γ - > −2 -
χ2

track−cluster > 15 > 25 > 25 > 25 (> 16 with T track)

Table 3.6: List of requirements applied to ECAL clusters identified as photons or π0 [81].
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3.3.2 Clustering

Particles selected by the PF algorithms are used as inputs for the jet clustering, the step that indeed
creates the jet object. A good jet clustering algorithm has to fulfill two main requirements:

• infrared (IR) safety, meaning that results are finite at all orders of perturbative QCD (due to
soft gluon emissions);

• collinear (UV) safety, meaning that jet definition is invariant to soft collinear gluon emissions.

Sequential algorithms that preserve IR and UV safety use ordered clustering. The main steps are the
following:

1. for each i and j particles in the listed PF inputs, the following distance dij is computed

dij = min(p2c
T,i, p

2c
T,j)

∆R2
ij

R2
, (3.8)

where ∆R2
ij = (ηi − ηj)2 + (φi − φj)2 is the distance in the (η, φ) plane, and pT,i, ηi and φi

are respectively the transverse momentum, the pseudorapidity and the azimuthal angle of the i
particle. R is the parameter radius of the jet.

2. for each particle i, the distance to the beam B is calculated as

diB = p2c
T,i (3.9)

and the smallest distance between dij and diB is found. At this point, there are two possible
outcomes:

(a) if dij is the smallest distance, the two particles i and j are combined by summing their
four-momenta to form another particle l, which substitutes the initial particles and the
algorithm goes back to the beginning at the distance evaluation using the new particle l;

(b) if diB is the smallest distance, then the particle i is removed from the list, it is defined as
a jet and the algorithm starts back;

3. the algorithm finishes when there are no more particles in the list.

Depending on the c exponent in Equation 3.8, different jet clustering algorithms are defined:

• if c = 0, the algorithm is the Cambridge/Aachen, that provides ordering by only using distance
in the (η, φ) plane;

• if c = 1, the algorithm is the kT, which orders particles in ascending order. The main consequence
of this algorithm is that soft particles tend to cluster among themselves before clustering with a
hard particle;

• if c = −1, the algorithm is the anti-kT [82], where inputs are ordered in descending pT. Therefore,
soft particles will tend to cluster with a hard particle before clustering among themselves.

The differences in the way the three algorithms clusters the same event are shown in Figure 3.8. At
LHCb, the anti-kT [82] algorithm is used, given that among the IR and UV safe algorithms is the one
not producing irregularities due to soft emissions in the boundaries of jets, as highlighted in Figure 3.8.
Besides the choice of the algorithm, the only hyper-parameter that has to be carefully chosen is the
clustering radius R, given that this will affect the jet reconstruction performance; indeed, the radius
R should be large enough to contain all the QCD radiation, but not so large to avoid contamination
from the underlying event. Performance studies in Run 1 for the Z → bb̄ process have shown that the
best performance is achieved for R = 0.5. This value has been chosen also for Run 2 analyses.
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Chapter 3. Objects reconstruction at LHCb

Figure 3.8: Jet clustering with R = 0.5 for the same data event using (left) anti-kT, (center) Cambridge/Aachen
and (right) kT algorithms [83].

3.3.3 Jet 4-momentum computation and MC validation

After the clustering step, the jet four-momentum pjet is determined using the “E-recombination
scheme”, by computing pjet = (Ejet, ~pjet) as the sum of the N jet-constituents particles momenta
pi = (Ei, ~pi):

Ejet =
N∑
i

Ei ~pjet =
N∑
i

~pi (3.10)

To validate jet reconstruction, MC simulations are used. In simulated events, the true information
of particles generated inside the detector (MCParticles) is present, therefore true MC jets (jetMC)
are defined as jets clustered with the anti-kT algorithm, but using all stable MCParticle instead of
the reconstructed ones. Neutrinos are not considered in the clustering process. In this way, it is
possible to evaluate the contribution of detector resolution effects to jet reconstruction. To perform a
comparison between jetMC and reconstructed jet (jetreco), they need to be associated to one another;
to do so, jetMC are selected by requiring to have ∆R =

√
∆η2 + ∆φ2 < 0.4 with respect to jetreco. If

more than one jetMC satisfies this criteria, the jetMC with the smallest ∆R is chosen. The jet particle
composition of jetMC and jetreco as measured during Run 1 is shown in Figure 3.9 as a function of jet
η. It can be seen that around 60% of jet constituents are charged particles (detected by the tracking
system), 30% are π0 and photons, and 10% are neutral hadrons detected by HCAL.

3.3.4 Jet Energy Correction and Jet Energy Scale

When simulating proton-proton collisions, the energy of reconstructed jets E(jetreco) might differ from
the energy of associated MC jets E(jetMC). MC jets are built using as input MC particles, therefore
they represent the true result of the jet clustering. To correct the jet reconstructed energy to its true
value, a multiplicative correction factor kMC is evaluated in simulation, defined as

kMC =
E(jetMC)

E(jetreco)
(3.11)

kMC is the so-called “Jet Energy Correction” factor. Given that the jetMC direction is found to be the
same as the jetreco, the same correction factor is applied to each component of the jet four-momentum
vector. kMC takes into account the effects of the pile-up, the noise, and the non-uniformity of the
detector. To evaluate kMC, simulated events of jets generated by b−, c−, light (u,d,s) quarks, and
gluons at a center-of-mass energy

√
s = 13 TeV have been used. A parametrization of kMC is obtained
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3.4. Jet tagging

Figure 3.9: Jet particle composition as a function of (left) η of jetMC and (right) η of jetreco as measuring during
Run 1 [81].

as a function of jet pT, η, φ, the fraction of charged particles in the jet (cpf), and the number of
primary vertices (nPV), using a cubic function model. Results obtained using Run 1 simulations are
shown in Figure 3.10

3.3.5 Jet identification

Different sources such as detector noise or high energetic lepton might create signatures similar to
jets. Therefore, to reduce the impact of so-called fake jets, some requirements are applied:

• number of tracks inside the jet pointing to the primary vertex, nPVtrks ≥ 2;

• maximum fraction of transverse momentum carried by a single ParticleFlow particle, mpf < 0.8;

• maximum transverse momentum carried by a track, mpt ≥ 1.2 GeV;

• fraction of charged particles on the jet, cpf > 0.1

To measure the quality of the jet identification requirements applied, the jet identification efficiency is
evaluated using MC simulations. The jet identification efficiency is defined as the number of correctly
reconstructed and identified jets with respect to the true jets. Z → µµ+jet MC events are used to
measure the jet identification efficiency. To properly obtain jet identification efficiency in real data,
MC events are reweighted such that the reconstructed jet multiplicity distribution in Z → µµ+jet MC
events resembles the distribution in data. Weights are obtained as a function of the jet pT. Figure 3.11
shows the jet identification efficiency as a function of jet pT as obtained from Run 1 simulations.

3.4 Jet tagging

“Jet tagging” usually refers to the method used to identify the flavor of the quark (typically a heavy
quark such b- or c-quark) that originates the jet. This task is achieved by analyzing the jet properties
to take a decision on the jet flavor. At the LHCb experiment, there are different methods to identify
the jet flavor [84]:

• Secondary Vertex (SV) tagging: b and c hadrons have a certain lifetime τ and they travel
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Chapter 3. Objects reconstruction at LHCb

Figure 3.10: kMC correction factor (here denoted as “JEC”) as a function of several jet observables, as obtained
from Run 1 simulations. Results are shown for different values of the jet radius R, with R = 0.5 (R = 0.7) for
blue (red) curves [81].

a finite distance d inside the detector before decaying. The average distance is computed as
< d >= γcτβ where c is the speed of light, β = v

c , v is the particle velocity and γ = 1√
1−β2

is the Lorentz factor. In this way, an SV is generated by the decay of hadrons detached from
the PV where the main interaction has occurred. If an SV is found inside a jet, the jet itself
can be identified as being originated by a b- or a c-quark, allowing the separation between heavy
flavor jets (those originated by b and c quarks) from light jets (those generated by u, d s quarks,
and gluons). The separation between heavy flavor and light jets, and between b- and c-jets is
obtained by combining the outputs of two Boosted Decision Trees (BDTs), that uses SV-related
observables as inputs. The tagging efficiency (i.e. the number of tagged jets over the number of
reconstructed jets) for b- and c-jets as a function of jet pT is shown in Figure 3.12; This is the
standard tool used to separate between b-, c- and light jets;

• jet-charge tagging: an effective jet charge can be defined as

Q =

∑
i(p

α
T)iqi∑

i(p
α
T)i

, (3.12)

where pT and qi are respectively the transverse momentum and the charge of the particles inside
the jet, and α is a parameter that can be tuned. Q can be used as an estimator of the charge of
the quark generating the jet;
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3.4. Jet tagging

Figure 3.11: Jet identification efficiency as a function of the true jet pT as obtained from Run 1 simulations [81].

Figure 3.12: Jet tagging efficiency for b- and c-jets as a function of the true jet pT as obtained from Run 1
simulations [84].

• lepton-charge tagging: B and D hadrons may decay semileptonically, generating highly ener-
getic leptons. This algorithm searches for a lepton inside the jet, satisfying some kinematical
requirements. If a lepton is found, the lepton charge can be used to infer the charge of the quark
generating the jet. This tagging method has been used at the LHCb experiment to measure
the bb̄ asymmetry using Run 1 data [85], by identifying muons coming from the semileptonic
decay of B meson. Possible improvements coming from new tagging techniques are studied in
Chapter 7.
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Chapter 4

Measurement of W+jets

In this chapter, measurements of W bosons cross-section produced in association with jets and with W
decaying to a muon and a neutrino are presented. Particularly, differential cross-section measurements
as a function of the muon pseudorapidity, and the leading jet pT and pseudorapidity are performed.
The full Run 2 dataset is considered, corresponding to an integrated luminosity of approximately
5.4 fb−1. The muon channel is chosen given the optimal performance in reconstructing muons, as
described in Chapter 3, and to reduce physics backgrounds. The electron channel is not considered
due to the saturation effects of the ECAL, already mentioned in Chapter 2 and better assessed in
Chapter 6. The Chapter is structured in this way:

• Section 4.1 briefly presents the analysis strategy;

• Section 4.2 presents the requirements to select events for the analysis;

• Sections 4.3 and 4.4 deal with the signal section and the determination of the backgrounds;

• Section 4.5 describes the fit procedure to extract W+ jets yields;

• Sections 4.6, 4.7, 4.8 and 4.9 deal respectively with the evaluation of reconstruction efficiencies,
the acceptance factors, the unfolding procedure and the systematic uncertainties related to the
measurements;

• finally, Sections 4.10 and 4.11 present respectively the results of the analysis and some final
considerations for the future prospects.

4.1 Analysis strategy

This Chapter reports the first measurement of the W+ jets process at a center-of-mass energy
√
s = 13

TeV in the forward region. The measurement is performed in the fiducial region defined by the
kinematic requirements listed in Table 4.1. These requirements are applied to truth-level particles. A
truth-level jet is defined as a jet composed of all stable particles generated by MC simulations.

The analysis strategy can be summarised in the following steps:

• signal sample is generated using MC simulations and analysis cuts are applied;

• background samples describing EW processes are generated using MC simulations, while the
QCD background is evaluated with a data-driven technique;

59



4.2. Dataset selection

Object Fiducial Cut

Muons
pT > 20 GeV
2.0 < η < 4.5

Jets
pT > 20 GeV
2.2 < η < 4.2

Event pT(µ+ jets) > 20 GeV

Table 4.1: Fiducial cuts applied to the final state objects in the W+ jets analysis.

• a fit to the muon isolation Iµ is performed, with

Iµ =
pT(µ)

pT(µjet)
(4.1)

where pT(µ) is the transverse momentum of the muon and pT(µjet) is the transverse momentum
of a jet of radius R = 0.4 surrounding the muon. From the Iµ fit, the W+ jets yield is extracted.

• reconstruction and selection efficiencies, together with acceptance factors, are evaluated using
MC samples, and they are applied to the W+ jets yield to correct for detector effects and
unfolding;

• finally, the cross-section for W+ jets is evaluated in the full fiducial region and differentially as
a function of the muon pseudorapidity ηµ, the leading jet transverse momentum pjet

T and the
leading jet pseudorapidity ηjet. Experimental results are compared with theoretical predictions.

A flowchart of the analysis strategy followed in this Chapter is shown in Figure 4.1.

Signal selection 
w ith MC samples

Background 
selection

EW background 
selection w ith MC 

samples

QCD background 
selection w ith 

data-dr iven technique

Unfolding

Eff iciency evaluation

Fit to muon 
isolation 
templates

Cross section 
r esults

Figure 4.1: Flowchart of the W+ jets analysis, highlighting the main steps of the analysis.

4.2 Dataset selection

The signature for this analysis is a highly energetic muon with at least N jets associated, with N = 1, 2.
At the trigger level, a set of minimum requirements are considered for the muon. Standard trigger
requirements used in several EW analyses [44, 45, 47, 48, 86, 87] at the LHCb are used, and they are
listed in Table 4.2, for both hardware and software trigger stages.

There are a few motivations for the application of these requirements:
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Chapter 4. Measurement of W+jets

Trigger line Selection

L0MuonEW nSPD< 10000
pT > 6.0 GeV

p > 8.0 GeV
Hlt1SingleMuonHighPT pT > 6.0 GeV

Track χ2 < 4.0

IP< 0.25 mm
Hlt2SingleMuonHighPT IP χ2 < 100

pT > 15.0 GeV

Table 4.2: Hardware and software trigger requirements on muons for the W+ jets analysis, with the list of the
selection cuts applied.

• the muon is required to have a minimum pT and p to avoid contamination from background low
energetic muons. Muons coming from EW backgrounds have typically high pT with respect to
muons produced from semileptonic decays;

• the number of hits in the SPD (nSPD) is lower than a certain threshold to discriminate between
muons and hadrons;

• the impact parameter of the muon has to be close to 0, in order to select a muon coming from
the primary vertex. This allows the rejection of muons coming from τ leptons or hadrons decay,
which tend to have higher IP;

• both the IP and the track have to be well reconstructed, therefore the cuts on the χ2.

Events that pass the requirements at the trigger level are afterward passed through some selection
cuts, to further enhance the signal contribution with respect to background ones. Kinematic selection
requirements on pT and η are applied to the reconstructed muon and jets, as listed in Table 4.3.
These requirements are denoted as “analysis cuts”, and closely match the fiducial region cuts defined
in Table 4.1.

Object Selection

Muon

pT > 20 GeV
2.0 < η < 4.5

(EECAL + EHCAL)/p < 0.04
IP< 0.04 mm

Jets
pT > 20 GeV
2.2 < η < 4.2

Event ∆R(µ, jets) > 0.5

Table 4.3: Kinematic requirements at the analysis level to further increase (decrease) the signal (background)
contribution.

These analysis cuts are considered for the following reasons:

• muons coming from background processes and semileptonic decays are removed by requiring a
cut on the pT, while the cut on the muon pseudorapidity is required to ensure that the muon is
reconstructed inside the LHCb acceptance;

• the cut on (EECAL + EHCAL)/p, where EECAL (EHCAL) is the energy released by the muon in
the ECAL (HCAL) and p is its momentum, is required to reject hadrons that pass through the
calorimeter system (leaving there an energy deposit) and produce a signal in the muon chambers;
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4.3. Signal selection

• muons are required to have a lower IP (i.e. to be prompt muons), in order to reject muons
coming from decay of hadrons or τ leptons, which tend to have higher IP as they are more
displaced from the PV;

• jets are required to be in the instrumented part of the calorimeters, where the reconstruction
efficiency as a function of ηjet is almost flat. The cut of the jet η ensure this, while the cut on
the jet pT allows to have higher jet identification and reconstruction efficiencies;

• finally, muons are required to be spatially separated from jets, to ensure that selected muons
do not come from processes happening inside the jet. The distance is defined as ∆R =√

∆η2(µ, j) + ∆φ2(µ, j), where ∆η(µ, j) (∆φ(µ, j)) is the difference in pseudorapidity (azimuthal
angle) between the muon and the jets.

In addition to these kinematic requirements, two more requirements are considered at the analysis
stage:

• multiple candidates removal: once the µ+jet(s) signature is considered, several event candidates
are selected, depending on how many muons and jets pass the reconstruction and selection
requirements. In order to properly select one candidate per event, the candidate with the
highest pT(µ) + pT(jets) is selected, to ensure the selection of muons and jets coming from the
signal process;

• Z → µµ veto: among the EW processes selected by this analysis, Z(→ µµ) + jet(s) is the
highest background to W+jet(s). In order to reduce events where just a muon from Z → µµ
is reconstructed, events containing another high-pT muon with pT > 20 GeV and such that the
invariant mass of the di-muon system is in the range 60 < M(µµ) < 120 GeV are rejected.

In Table 4.4, the cumulative selection efficiencies for the W +1 jet and W +2 jets selection are shown,
for 2016, 2017, and 2018 datasets. The cumulative selection efficiencies are evaluated starting from
the reconstructed events, and for a given requirement x the efficiency is evaluated as

εx =
Nx

Nx−1
(4.2)

where Nx is the number of events passing the x requirement and Nx−1 is the number of events before
the x requirement. The expected number of events Nexpected is evaluated as

Nexpected = Nreconstructed · εsel (4.3)

where Nreconstructed is the number of reconstructed events and εsel is the selection efficiency.

4.3 Signal selection

Signal samples for W+ 1 jets and W+ 2 jets are obtained from MC simulations. The following
processes are simulated, requiring some generator level cuts (i.e. cuts applied to objects before the
detector simulation):

• W (→ µ±νµ)+1 jet, simulated at LO with Pythia8, requiring one leading parton coming from
the proton-proton interaction, and with the muon from the W boson to have pT > 17 GeV and
θµ < 400 mrad;

• W (→ µ±νµ)+2 jets, simulated at LO with MadGraph [26, 27], requiring the muon to have
pT > 10 GeV and 1.5 < η < 5 and the two jets with pT > 10 GeV and η < 5;

62



Chapter 4. Measurement of W+jets

2016 2017 2018

W + 1 jet

L0 63.47± 0.01 66.09± 0.01 65.66± 0.01
Hlt1 51.24± 0.01 52.90± 0.01 52.34± 0.01
Hlt2 51.24± 0.01 52.90± 0.01 52.34± 0.01

IP< 0.04 mm 31.51± 0.01 33.67± 0.01 33.40± 0.01
(EECAL + EHCAL)/p < 0.04 13.44± 0.01 14.157± 0.009 13.964± 0.008

χ2/ndof < 2.5 13.34± 0.01 14.065± 0.009 13.879± 0.008
P (χ2) > 0.01 12.51± 0.01 13.239± 0.009 13.126± 0.007
pT(j) > 20 GeV 7.509± 0.007 7.974± 0.007 7.915± 0.006
2.2 < η(j) < 4.2 5.958± 0.006 6.335± 0.006 6.273± 0.005
pT(µ) > 20 GeV 5.958± 0.006 6.335± 0.006 6.273± 0.005
2.0 < η(µ) < 4.5 5.369± 0.006 5.679± 0.006 5.588± 0.005

multiple candidates 4.936± 0.006 5.205± 0.006 5.161± 0.005
Z veto 4.857± 0.006 5.124± 0.006 5.088± 0.005

∆R(µ, j) > 0.5 4.783± 0.006 5.049± 0.006 5.015± 0.005

total selected events 1406688 1455366 1975770

W + 2 jets

L0 61.36± 0.02 64.46± 0.02 63.48± 0.02
Hlt1 45.58± 0.02 48.22± 0.02 47.21± 0.02
Hlt2 45.58± 0.02 48.22± 0.02 47.20± 0.02

IP< 0.04 mm 26.73± 0.02 29.27± 0.02 28.75± 0.01
(EECAL + EHCAL)/p < 0.04 10.01± 0.01 10.77± 0.01 10.49± 0.01

χ2/ndof < 2.5 9.92± 0.01 10.69± 0.01 10.42± 0.01
P (χ2) > 0.01 9.25± 0.01 9.98± 0.01 9.78± 0.01

pT(j0) > 20 GeV 5.47± 0.01 5.88± 0.01 5.78± 0.01
2.2 < η(j0) < 4.2 4.37± 0.01 4.71± 0.01 4.62± 0.01
pT(j1) > 20 GeV 2.33± 0.01 2.55± 0.01 2.48± 0.01
2.2 < η(j1) < 4.2 1.84± 0.01 2.02± 0.01 1.97± 0.01
pT(µ) > 20 GeV 1.84± 0.01 2.02± 0.01 1.97± 0.01
2.0 < η(µ) < 4.5 1.65± 0.01 1.80± 0.01 1.75± 0.01
∆R(µ, j0,1) > 0.5 1.46± 0.01 1.57± 0.01 1.54± 0.01

multiple candidates 1.44± 0.01 1.48± 0.01 1.45± 0.01
Z veto 1.38± 0.01 1.42± 0.01 1.39± 0.01

total selected events 142214 142782 168014

Table 4.4: Cumulative selection efficiencies and total selected events in 2016, 2017, and 2018 datasets.

Pythia8 is used for parton showering, and the CT09MCS PDF set is used [51]. Particle-matter
interactions in the detector are simulated using Geant4 [71, 72]. The full simulation framework of
the LHCb experiment is used, as described in Section 2.2.9.

Typical quantities to assess the number of expected events for a specific physics processes are the
generator efficiency εgen and the reconstruction efficiency εreco, defined as

εgen =
Nacc

Ngen
εreco =

Nreco

Nacc
(4.4)

where Ngen is the number of generated events in the MC simulation, Nacc is the number of accepted
events that pass the generator level cuts and Nreco is the number of events that have been reconstructed
after the interaction with the detector. Table 4.5 shows the expected cross-section, εgen, and εreco for
W + 1 jet and W + 2 jets events.
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Process σ (pb) εgen εreco(%)

W (→ µν)+ 1 jet 22640 0.26 15.97± 0.02
W (→ µν)+ 2 jets 1231.3 0.44 21.83± 0.01

Table 4.5: Expected cross-section, εgen, and εreco for W + 1 jet and W + 2 jets events

Finally, the selection requirements described in Section 4.2 are applied to the W +1 jet and W +2 jets
reconstructed events. The cumulative efficiencies are shown in Table 4.6, together with the expected
W + 1 jet and W + 2 jets events for an integrated luminosity L = 5.4 fb−1.

W (→ µν)+ 1 jet W (→ µν)+ 2 jets

L0 87.53± 0.05 87.57± 0.05
Hlt1 79.24± 0.06 79.22± 0.06
Hlt2 79.24± 0.06 79.22± 0.07

IP< 0.04 mm 75.58± 0.07 77.85± 0.07
E/p < 0.04 69.93± 0.07 70.78± 0.07
χ2/ndof < 2.5 69.90± 0.07 70.75± 0.07
P (χ2) > 0.01 69.17± 0.07 70.10± 0.07
pT(j0) > 20 33.39± 0.07 47.38± 0.06

2.2 < η(j0) < 4.2 26.36± 0.07 37.32± 0.06
pT(j1) > 20 / 22.99± 0.06

2.2 < η(j1) < 4.2 / 17.62± 0.06
pT(µ) > 20 GeV 26.36± 0.06 17.62± 0.06

2.0 < η < 4.5 24.92± 0.06 16.70± 0.06
multiple candidates 23.28± 0.06 14.01± 0.06

Z veto 23.28± 0.06 14.01± 0.06
∆R(µ, j0,1) > 0.5 22.91± 0.06 13.42± 0.06

expected events 1162983± 3045 85685± 383

Table 4.6: Cumulative selection efficiencies for W + 1 jet and W + 2 jets events.

4.4 Background determination

The main backgrounds for this analysis are divided into two categories, treated in two different ways:
events coming from EW processes are obtained from MC simulations, while events coming from QCD
processes are obtained from a data-driven approach.

4.4.1 EW background determination

The muon isolation Iµ distributions (usually referred to as “template”) for EW background processes
have been obtained using MC simulations. EW background contributions are mainly coming from
Z boson production in association with jets, tt̄ and single top production, and vector pair boson
production, namely WZ and WW . ZZ production is found to be negligible and therefore it is not
included in the analysis. For the W+ 1 jet selection, the following processes are simulated:

• Z(→ µµ)+1 jet, simulated with Pythia8, requiring one leading parton coming from the proton-
proton interaction, and with two muons from the Z boson to have pT > 17 GeV and θµ < 400
mrad;

• W (→ τ±ντ )+1 jet, simulated with Pythia8, requiring one leading parton coming from the
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proton-proton interaction, and with the tau lepton from the W boson to have pT > 4 GeV and
θµ < 400 mrad. The τ lepton decay is performed by the Tauola [88] package;

• Z(→ ττ)+1 jet, simulated with Pythia8, requiring one leading parton coming from the proton-
proton interaction, and with two tau leptons from the Z boson to have pT > 4 GeV and θµ < 400
mrad. The τ lepton decay is performed by the Tauola package;

• gg → tt̄, simulated with Pythia8, requiring the two top quarks to decay into b-quarks and W
bosons, and with the muon from the W boson to have pT > 17 GeV and θµ < 400 mrad;

• qq̄ → tt̄, simulated with Pythia8, requiring the two top quarks to decay into b-quarks and W
bosons, and with the muon from the W boson to have pT > 17 GeV and θµ < 400 mrad;

• single top, simulated with Pythia8, requiring the top quark to decay into b-quark and W boson,
and with the muon from the W boson to have pT > 17 GeV and θµ < 400 mrad;

• WZ, simulated with Pythia8, requiring one muon coming from W or Z bosons to have pT > 15
GeV and θµ < 400 mrad;

• WW , simulated with Pythia8, requiring one muon coming from W bosons to have pT > 15
GeV and θµ < 400 mrad.

For the W+ 2 jets selection, W (→ ττ) and Z boson production in association with at least two jets
are simulated using MadGraph. The following processes are simulated:

• Z(→ µµ)+2 jets, requiring the two muons to have pT > 10 GeV and 1.5 < η < 5 and the two
jets with pT > 10 GeV and η < 5;

• W (→ τ±ντ )+2 jets, requiring the τ lepton to have a pT > 10 GeV and 1.5 < η < 5 and the two
jets with pT > 10 GeV and η < 5. The τ lepton decay is performed by the Tauola package;

• Z(→ ττ)+2 jets, requiring the two τ leptons to have a pT > 10 GeV and 1.5 < η < 5 and the
two jets with pT > 10 GeV and η < 5. The τ lepton decay is performed by the Tauola package;

As for the signal simulation, Pythia8 is used for parton showering, and the CT09MCS PDF set
is used. Particle-matter interactions in the detector are simulated using Geant4[71, 72]. The full
simulation framework of the LHCb experiment is used, as described in Section 2.2.9.

Typical LO Feynman diagrams for EW background processes are shown in Figure 4.2.
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Figure 4.2: LO Feynman diagrams for several EW backgrounds: (left) Z boson production in association with
one jet, (center) tt̄ production, (right) single top production through s-channel.

Table 4.7 shows the cross-sections obtained by Pythia8 and MadGraph, the generator level efficiency
εgen and the reconstruction efficiency εreco for the EW backgrounds.

In Tables 4.8 and 4.9 the cumulative selection efficiencies and the number of expected events Nexpected

are presented for all the physics processes considered, both for the W+ 1 jets and W+ 2 jets selection.
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4.4. Background determination

Process σ (pb) εgen εreco(%)

Z+ 1 jet 2240 0.32 24.76± 0.02
gg → tt̄ 451.9 0.07 30.57± 0.02
qq̄ → tt̄ 77.3 0.09 45.45± 0.02
W (→ τν) 22750 0.29 0.714± 0.006
Z(→ ττ) 2232 0.37 2.450± 0.009
WZ 24.6 0.06 30.01± 0.03
WW 67.2 0.08 32.04± 0.04

single top 153.18 0.04 29.35± 0.04

Process σ (pb) εgen εreco(%)

Z+ 2 jets 142.1 0.47 49.79± 0.06
gg → tt̄ 451.9 0.07 22.74± 0.02
qq̄ → tt̄ 77.3 0.09 38.21± 0.02
W (→ τν) 1231.3 0.42 1.41± 0.03
Z(→ ττ) 142.1 0.49 6.33± 0.03
WZ 24.6 0.06 13.42± 0.03
WW 67.2 0.08 14.73± 0.05

single top 153.18 0.04 14.82± 0.03

Table 4.7: cross-section computed at LO with Pythia8 [29], generator level efficiency εgen, and reconstruction
efficiency εreco for the EW backgrounds for the W+ 1 jet selection (left) and for the W+ 2 jets selection (right).

Z(→ µµ) tt̄ W (→ τν) Z(→ ττ) WZ WW single top

L0 87.29± 0.04 88.55± 0.03 85.7± 0.4 86.1± 0.2 88.09± 0.05 88.1± 0.07 88.74± 0.07
Hlt1 78.69± 0.02 77.79± 0.04 78.1± 0.5 78.4± 0.2 78.92± 0.07 79.1± 0.09 78.19± 0.09
Hlt2 78.69± 0.02 77.79± 0.04 78.1± 0.5 78.4± 0.2 78.91± 0.07 79.1± 0.09 78.19± 0.09

IP< 0.04 mm 75.03± 0.06 70.24± 0.04 46.9± 0.6 44.2± 0.3 76.34± 0.07 76.6± 0.09 71.9± 0.1
E/p < 0.04 69.99± 0.06 63.51± 0.04 43.1± 0.6 40.2± 0.3 70.67± 0.08 70.8± 0.1 65.6± 0.1
χ2/ndof < 2.5 69.99± 0.06 63.48± 0.04 43.1± 0.6 40.2± 0.3 70.64± 0.08 70.8± 0.1 65.6± 0.1
P (χ2) > 0.01 69.99± 0.06 62.88± 0.04 42.6± 0.6 39.8± 0.3 69.98± 0.08 70.1± 0.1 64.9± 0.1
pT(j) > 20 GeV 37.52± 0.06 53.04± 0.04 22.3± 0.5 28.8± 0.2 50.99± 0.09 51.8± 0.1 53.5± 0.1
2.2 < η(j) < 4.2 29.84± 0.06 38.27± 0.04 17.6± 0.4 23.3± 0.2 39.22± 0.08 40.9± 0.1 41.8± 0.1
pT(µ) > 20 GeV 29.84± 0.06 38.27± 0.04 17.6± 0.4 23.3± 0.2 39.22± 0.08 40.9± 0.1 41.8± 0.1

2.0 < η < 4.5 28.11± 0.06 34.67± 0.04 16.8± 0.4 22.3± 0.2 36.10± 0.08 38.2± 0.1 37.5± 0.1
multi. cand. 21.50± 0.05 20.55± 0.03 15.7± 0.4 20.3± 0.2 25.37± 0.07 28.5± 0.1 27.7± 0.1
Z veto 12.29± 0.04 20.06± 0.03 15.7± 0.4 20.3± 0.2 21.51± 0.07 28.4± 0.1 27.6± 0.1

∆R(µ, j) > 0.5 12.19± 0.04 19.60± 0.03 15.6± 0.4 20.2± 0.2 21.16± 0.07 27.8± 0.1 27.2± 0.1

Table 4.8: Cumulative efficiencies for EW backgrounds for the W+ 1 jet selection.

Z(→ µµ) tt̄ W (→ τν) Z(→ ττ) WZ WW single top

L0 87.80± 0.03 88.34± 0.02 83.7± 0.1 85.6± 0.1 88.1± 0.1 87.9± 0.1 88.5± 0.1
Hlt1 79.61± 0.03 77.69± 0.03 75.1± 0.1 77.3± 0.1 78.6± 0.1 78.7± 0.1 77.9± 0.1
Hlt2 79.61± 0.03 77.69± 0.03 75.1± 0.1 77.3± 0.1 78.6± 0.1 78.7± 0.1 77.9± 0.1

IP< 0.04 mm 77.76± 0.03 70.25± 0.04 53.1± 0.1 43.5± 0.1 76.5± 0.1 76.7± 0.1 71.9± 0.1
E/p < 0.04 72.17± 0.03 63.49± 0.04 48.7± 0.1 39.6± 0.1 70.8± 0.1 70.9± 0.1 65.5± 0.1
χ2/ndof < 2.5 72.14± 0.03 63.45± 0.04 48.7± 0.1 39.3± 0.1 70.7± 0.1 70.8± 0.1 65.5± 0.1
P (χ2) > 0.01 71.43± 0.03 62.82± 0.04 48.1± 0.1 38.9± 0.1 70.1± 0.1 70.1± 0.1 64.8± 0.1
pT(j0) > 20 50.81± 0.03 54.84± 0.04 34.7± 0.1 28.4± 0.1 54.6± 0.1 54.5± 0.1 53.7± 0.1

2.2 < η(j0) < 4.2 40.43± 0.03 40.77± 0.04 25.6± 0.1 23.2± 0.1 43.5± 0.1 44.2± 0.1 42.5± 0.1
pT(j1) > 20 26.30± 0.02 32.38± 0.04 16.1± 0.1 14.9± 0.1 29.6± 0.1 29.9± 0.1 30.5± 0.1

2.2 < η(j1) < 4.2 20.59± 0.02 24.13± 0.03 10.5± 0.1 11.6± 0.1 23.7± 0.1 24.5± 0.1 23.7± 0.1
pT(µ) > 20 GeV 20.59± 0.02 24.13± 0.03 10.5± 0.1 11.6± 0.1 23.7± 0.1 24.5± 0.1 23.7± 0.1

2.0 < η < 4.5 19.48± 0.02 22.04± 0.03 10.1± 0.1 11.1± 0.1 21.6± 0.1 22.9± 0.1 21.5± 0.1
mult. cand. 12.26± 0.02 11.47± 0.03 8.2± 0.1 8.6± 0.1 16.2± 0.1 18.8± 0.1 17.3± 0.1
Z veto 4.90± 0.01 11.23± 0.02 8.2± 0.1 8.58± 0.1 13.9± 0.1 18.7± 0.1 17.2± 0.1

∆R(µ, j0,1) > 0.5 4.73± 0.01 10.80± 0.03 8.2± 0.1 8.4± 0.1 13.4± 0.1 17.9± 0.1 16.7± 0.1

Table 4.9: Cumulative efficiencies for EW backgrounds for the W+ 2 jets selection.

MC simulations are used to extract relevant distributions and reconstruction and selection efficien-
cies. The evaluation of the expected number of events for the EW background processes is done in
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Chapter 4. Measurement of W+jets

two different ways, depending on the considered background: with a data-driven technique, and by
normalizing to NLO cross-sections.

Z(→ µµ)+ jets estimation

The main background coming from EW processes is Z+ jets. The evaluation of this background is done
with a data-driven technique: in this way, the normalization does not rely on the LO estimation used
to obtain the templates, and therefore additional contributions at NLO are automatically included.
Z+ jets events are selected in data requiring two muons and at least one jet (or two jets) in the
LHCb acceptance. At least one muon is required to pass the trigger requirements listed in Table 4.2,
while both muons and jets are required to have pT > 20 GeV and to be spatially separated requiring
∆R(µ, jets) > 0.5. The standard pseudorapidity requirement for the muon (jets) is 2.0 < η(µ) < 4.5
(2.2 < η(jets) < 4.2). In order to properly select muons coming from the decay of the Z boson, the
invariant mass of the di-muon system Mµµ is required to be in the range 60 < Mµµ < 120 GeV. The
same selection requirements are applied to simulated Z+ jets events, using MC samples described in
Section 4.4. The full Run 2 dataset is considered, corresponding to an integrated luminosity of 5.4
fb−1. The list of all the selection requirements is presented in Table 4.10.

Object Selection requirement

Muons
pT > 20 GeV
2.0 < η < 4.5

Jet
pT > 20 GeV
2.2 < η < 4.2

Event 60 < Mµµ < 120 GeV

Table 4.10: Selection requirements to select Z(→ µµ)+ jets events in data and Z+ jets simulated samples.

Relevant distributions for typical kinematic quantities for data and Z+ jets simulated events are shown
in Figure 4.3.

The yield of events selected in data is a direct measurement of how many Z(→ µµ)+ jets events
are reconstructed with the cuts listed in Table 4.10. In the full Run 2 dataset, 62569 events for
Z(→ µµ)+ 1 jet and 3921 events for Z(→ µµ)+ 2 jets are selected. To properly measure the amount
of Z+ jets events reconstructed and selected in this analysis, the Z+ jets yield has to be corrected for
the difference in reconstruction performance when reconstructing only one muon instead of two. The
reconstruction εreco and selection εsel efficiencies are evaluated in Z+ jets MC samples as

εreco =
Nreco

Nacc
εsel =

Nsel

Nreco
(4.5)

where Nacc is the number of simulated events that passed the generator level cuts, Nreco is the number
of reconstructed events, and Nsel is the number of selected events. Results for the Z(→ µµ)+ 1 jet
and Z(→ µµ)+ 2 jets selection where both muons are reconstructed are listed in Table 4.11.

Process εreco εsel

Z(→ µµ)+ 1 jet (25.65± 0.02)% (6.03± 0.02)%
Z(→ µµ)+ 2 jets (49.61± 0.02)% (1.61± 0.02)%

Table 4.11: Reconstruction efficiency εreco and selection efficiency εsel for Z(→ µµ)+ jets events where both
muons are reconstructed.

The measured Z+ jets yield is therefore corrected for εreco and εsel, and finally, the reconstruction
and selection efficiencies listed in Tables 4.8 and 4.9 are applied to get the expected number of Z(→
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4.4. Background determination

Figure 4.3: Normalized distributions of leading muon pT (upper left plot), leading muon η (upper right plot)
and leading jet pT (lower plot) for data and Z+ jets events selected using cuts listed in Table. 4.10.

µµ)+ jets events where only one muon is reconstructed. In this way, 122098 Z(→ µµ)+ 1 jet events
and 11521 Z(→ µµ)+ 2 jets events are expected in the fiducial region of the analysis.

W (→ τντ )+ jets and Z(→ ττ)+ jets estimation

A second source of background comes from the decay of W and Z bosons into τ leptons, where the
τ leptons subsequently decay into muons. For the Z(→ ττ)+ jets case, this is computed from the
Z(→ µµ)+ jets data-driven estimate, corrected for the probability of reconstructing the τ leptons,
assuming lepton flavor universality (i.e. the Z boson has the same probability of decaying into a µµ or
ττ final state ). For the Z(→ ττ)+1 jet selection, a total amount of 23047 events is selected, while 2601
events are selected for the Z(→ ττ) + 2 jets selection. For the W (→ τντ )+ jets case, this contribution
is included in the fit to the muon isolation described in Section 4.5, and it is fitted together with
the µνµ plus jets final state. Once the fit is performed, the W (→ τντ )+ jets is estimated from the
probability of reconstructing the τ leptons already presented in Tables 4.8 and 4.9, and subsequently
removed from the W (→ µνµ)+ jets contribution. The relative contribution of W (→ τντ )+ jets to
W (→ µνν)+ jets is estimated from simulations, and it is found to be 3.04%.

tt̄, single top, WW and WZ estimation

Finally, the normalizations of tt̄, single top and vector boson pair production are obtained by rescaling
the LO cross-section expectations listed in Table 4.7 to NLO predictions. The LO σLO and NLO σNLO
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cross-sections and the expected number of events after having applied reconstruction and selection
efficiencies listed in Tables 4.7, 4.8 and 4.9 are shown in Table 4.12.

Process σLO (pb) σNLO (pb) events for W+ 1 jet selection events for W+ 2 jets selection

tt̄ 529.2 833.9 21469 9088
single top 153.2 214.2 3693 1145
WW 67.2 106.0 4078 1207
WZ 24.6 50.6 1041 295

Table 4.12: LO σLO and NLO σNLO cross-sections and the expected number of events at NLO after having
applied reconstruction and selection efficiencies for tt̄, single top, WW , and WZ processes.

4.4.2 QCD background estimation

Another relevant background contribution to W+ jets events comes from QCD background. This
QCD background mainly arises from jets produced in the proton-proton collision, together with a
very high-energetic muon inside one of the jets. These very energetic muons may come from the decay
of heavy-flavor quarks or in-flight hadrons, and they might mimic the signal signature. The impact
of the QCD background is evident when studying the muon isolation distributions for data and MC
simulated events. Muon isolation is defined as

Iµ =
pT(µ)

pT(µjet)
(4.6)

where pT(µ) is the transverse momentum of the muon and pT(µjet) is the transverse momentum
of a jet of radius R = 0.4 surrounding the muon. It measures the activity (i.e. the number of
particles) surrounding the signal muon: more isolated muons have Iµ values close to one. A pictorial
representation of Iµ is shown in Figure 4.4.

Figure 4.4: Pictorial representation of the muon isolation Iµ.

Figure 4.5 compares the Iµ distributions (normalized to one) for data and W+ 1 jet and Z+ 1 jet
events. Two main considerations can be made from this comparison:

• Iµ is not able to differentiate between different EW processes, given that they show almost the
same behavior for Iµ, i.e. a very well-isolated muon. This is expected, given that the muons
coming from EW processes are rather similar and therefore it is their activity around them. This
poses the question of how to separate EW backgrounds from the W+ jets signal candidates: as
described in Section 4.4.1, expectations for EW backgrounds are simply removed before obtaining
the W+ jets yield;
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4.4. Background determination

• in the region Iµ < 0.8, almost no EW processes are present, but a relevant amount of events
populate this region. This is where the QCD contribution comes in, with muons that indeed
present lower Iµ as they tend to have higher activity around them.
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Figure 4.5: Iµ distributions in data, W+ 1 jet and Z+ 1 jet events. Distributions are normalized to match the
bin of highest Iµ, in order to demonstrate that the Iµ < 0.8 range cannot be described by EW processes.

Muons produced by QCD might be very isolated, and therefore also the high isolation range (i.e. for
Iµ > 0.8) might be populated by these processes. As a quick check of this statement, samples of bb̄,
cc̄ and qq̄ (where q stands for u,d,s quarks, and gluons) di-jets have been generated with Pythia8
and passed through the LHCb simulation framework; the events are reconstructed and selected with
the same analysis cuts described in Section 4.2. Iµ templates for these di-jets samples are shown in
Figure 4.6: clearly, the vast majority of these events are in the Iµ < 0.8 region, where indeed muons
show higher activity around them, but a not negligible contribution is also present in the Iµ > 0.8
range, where all the EW processes (and particularly the W+ jets signal) are present.

Figure 4.6: Iµ distributions for bb̄ (left) and cc̄ (right) di-jets events. Distributions are normalized to one.

It is therefore necessary to properly describe the QCD background in the Iµ > 0.8 region. One
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Chapter 4. Measurement of W+jets

possible approach will require simulating this background with MC generators, but this poses two
main issues: it is not easy to simulate all the QCD processes happening, and the number of events
to be simulated will be huge given that the reconstruction and selection requirements are optimized
for the signal selection. To avoid these two issues, a data-driven approach is used. This on the other
hand poses the problem that QCD events in the Iµ > 0.8 region cannot be disentangled from the EW
processes. Therefore, a technique based on the definition of a signal (SR) and a control (CR) region is
considered. The discriminating variable used to define SR and CR is the total transverse momentum
of the muon and the jets ptotal

T = pT(µjet + jets). The reason for the choice of this variable for defining
SR and CR is the following: events, where a W boson is present, are characterized by a higher ptotal

T

due to the emission of a neutrino, which contributes to missing transverse momentum; on the other
hand, QCD events do not have this behavior, given that typically no neutrino is produced in those
events, resulting in a lower ptotal

T . This is quite evident in Fig ??, where W+jets events tend to have
a ptotal

T more shifted towards higher values, due to neutrino emission. As a cross-check of this choice,
also Z(→ µµ)+ jets events are shown: since no neutrino is present in the Z(→ µµ)+ jets final state
objects, the peak of ptotal

T is shifted to lower values.
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Figure 4.7: ptotalT distributions in data, W+ 1 jet (red) and Z+ 1 jet (blue) events. Distributions are normalized
to one.

Events with high ptotal
T (typically EW events where a neutrino is present, such as W+ jets) therefore

tend to be more unbalanced in the ptotal
T , while QCD background events have a more balanced ptotal

T .
This is why ptotal

T is a good variable to create SR and CR. The SR (i.e. the region with unbalanced
events) is defined for ptotal

T > 20 GeV, while the CR (i.e. the region with balanced events) is defined for
ptotal

T < 20 GeV. While the ptotal
T < 20 GeV cut mainly selects QCD events, there might be differences

between CR and the actual QCD distributions in SR: this is expected given that the cut on ptotal
T

selects events that might have different kinematic features. The effect of the cut on ptotal
T is evident

in Figure 4.8, where the distributions of pT(µjet) normalized to one for SR and CR for Iµ < 0.8 are
shown: despite selecting mostly QCD events because the Iµ < 0.8 cut rejects almost all EW processes,
differences are evident.

To take into account these differences, a reweighting procedure is put in place: the CR Iµ templates
are reweighted to match SR Iµ templates. Weights are computed by requiring that the pT(µjet)
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Figure 4.8: pT(µjet) distributions in SR (red dots) and CR (black dots), for Iµ < 0.8. Distributions are
normalized to one and show the evident differences between the kinematics of the two regions.

distribution in the SR matches the pT(µjet) in CR. This is required in the Iµ < 0.8 region, where
only QCD events are selected, to avoid any contamination from EW processes. Figure 4.9 shows the
weights obtained as a function of pT(µjet).
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Figure 4.9: Weights obtained by comparing pT(µjet) distributions in SR and CR. Weights are shown as a
function of pT(µjet). A variable binning is chosen to ensure that all bins have enough statistics to compute the
weights.

Figure 4.10 shows the effect of the reweighting procedure on the pT(µjet) distributions, where indeed
the reweighted distribution now matches the SR one, particularly for the low pT range where most
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of the events are present. Once weights are computed, they are applied to the Iµ templates obtained
from the CR and used as Iµ templates to describe QCD background in the SR. This is shown in
Figure 4.11, where Iµ templates are normalized to unity in the range [0.4, 0.8] to visualize the effect
of the reweighting: indeed, the reweighted Iµ distribution now matches the SR Iµ distribution in the
region where mostly QCD events are present. This reweighting procedure, therefore, allows modeling
the QCD Iµ distribution even for high values of Iµ.
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Figure 4.10: pT(µjet) distributions for SR (red dots), CR (black dots), and the reweighted distribution (blue
dots). Distributions are normalized to one and show the evident matching between SR and reweighted distri-
butions.

Table 4.13 list the final analysis cut for the W+ jets measurements: they pretty much resemble the
fiducial region cuts listed in Table 4.1, apart from the last request on ptotal

T , where µ is substituted by
µjet. This difference will be taken into account in Section 4.7.

Object Fiducial Cut

Muons
pT > 20 GeV
2.0 < η < 4.5

Jets
pT > 20 GeV
2.2 < η < 4.2

Event ptotal
T > 20 GeV

Table 4.13: Analysis cuts applied to the final state objects in the W+ jets analysis. To be compared with
Table 4.1, where pT(µ+ jets) is used instead of ptotalT .

4.5 Fit procedure

The goal of the analysis is to perform a cross-section measurement of the W+ jets process, both in
the full fiducial region and differentially with respect to several kinematic observables, namely the
muon pseudorapidity ηµ, the leading jet transverse momentum pjet

T and the leading jet pseudorapidity
ηjet. The binning schemes for the kinematic observables involved in the differential cross-section
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Figure 4.11: Iµ distributions for SR (red dots), CR (black dots) and the reweighted distribution (blue dots)
for Iµ < 0.8. Distributions are normalized to one and show the evident matching between SR and reweighted
distributions.

measurements are listed in Table 4.14.

Variable W+ 1 jet W+ 2 jets

pjet
T [20, 25, 30, 40, 50, 60, 100] [20, 30, 40, 60, 100]
ηjet [2.2, 2.7, 3.2, 3.7, 4.2] [2.2, 2.7, 3.2, 3.7, 4.2]
ηµ [2.0, 2.5, 3.0, 3.5, 4.5] [2.0, 2.5, 3.0, 3.5, 4.5]

Table 4.14: Binning schemes for the relevant observables considered in the differential cross-section measure-
ments.

To measure the cross-section, it is necessary to measure the yield of W+ jets events. As already
described in Section 1.7, both ATLAS and CMS have performed this kind of measurement, by fitting
the distribution of the W boson transverse mass mW

T , defined as

mW
T =

√
2plpν(1− cosφlν) (4.7)

where pl (pν) is the transverse momentum of the lepton (neutrino) coming from the W boson decay,
and φlν is the azimuthal angle between the lepton and the neutrino.

In the LHCb experiment, this kind of analysis procedure is not possible, because LHCb is not a
hermetic detector, and therefore no information on the missing energy is available. As proposed in
the previous Run 1 analysis, a fit to the muon isolation Iµ defined in Equation 4.6 is considered.
Iµ templates for signal and EW backgrounds are obtained from MC simulations, while the QCD Iµ
template is obtained with the reweighting procedure described in Section 4.4.2. Before performing the
fit, another aspect has to be considered: in the evaluation of the QCD background template in the SR,
W+ jets events and other EW processes might enter in the QCD template; this is shown in Figure 4.7,
where indeed the cut at ptotal

T > 20 GeV leaves a part of the W+ jets and Z+ jets events in the CR,
where the starting template for the QCD evaluation are obtained. Given that EW backgrounds have
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been simply estimated from simulations, or from a data-driven technique for Z+ jets events, they can
be simply removed from the QCD template by properly computing the expected number of events in
the CR. A factor fCR/SR is computed for each process from simulations, both in the fiducial region

and for each bin of pjet
T , ηjet and ηµ. To properly correct for the presence of W+ jets events in the

CR, two possible alternatives are available:

• simply remove the expected W+ jets events in the CR using expectations from simulations;

• a recursive fit, which gets the W+ jets events in the SR, compute the expected W+ jets event
in the CR using a fCR/SR, remove those events from the QCD template and re-do the fit till
reaching convergence.

While the first approach is definitely easier, it relies on the knowledge of the W+ jets cross-section,
which is indeed the purpose of this analysis. Therefore, the second approach has been chosen. A
maximum-likelihood binned fit to Iµ in the SR is performed, where the number of W+jets events

NW+jets
fit (xi) in the i-bin for a given kinematic variable x is obtained as

NW+jets
fit (xi) = NQCD(xi)T

QCD(xi) +
∑
p

Np(xi)T
p(xi) (4.8)

where p stands for all the EW processes considered in the fit, namely W+ jets, Z+ jets, tt̄, single
top, WW and WZ, and x ∈ (pjet

T , ηjet, ηµ). After each fit, the QCD template TQCD is updated by
removing the number of events in the CR for a given process p.

The resulting fit to Iµ for W+1 jet and separately for W+ and W− are shown in Figures 4.12 and

4.13. The fit in different bins of pjet
T , ηjet and ηµ for W , W+, W− and for both the W+ 1 jet and

W+ 2 jets selections are presented in App. B.

4.6 Reconstruction and selection efficiencies

The results from the fitting procedure obtained in the previous section have to be corrected for the
reconstruction and selection efficiencies εreco and εsel defined in Equation 4.5. The evaluation of εreco

and εsel is performed in the fiducial region, defined in Table 4.1. Combined together, these efficiencies
account for the total efficiency in reconstructing and selecting an event.

4.6.1 Muon reconstruction efficiencies

The evaluation of the muon reconstruction at the LHCb experiment has been already described in
Section3.2, where the total muon reconstruction efficiency εreco,µ is evaluated using Z(→ µµ) events
reconstructed in data. These efficiencies have been measured directly from data using tag-and-probe
methods: the decay of Z bosons provides a highly pure sample of events containing high-pT muon
pairs which can be used to determine the muon reconstruction efficiencies. Studies have also shown
that these efficiencies are not affected by the jet kinematics, therefore they can be applied in this
analysis.

εreco,µ is evaluated using MC simulations of W+ jets events. If only one muon is present in the
final state, as in the W+ jets samples, the total efficiency simply corresponds to the efficiency of
reconstruction, identifying, and triggering on the muon candidate. εreco,µ is calculated on an event-
by-event basis: in this way, overall muon reconstruction efficiencies for the given bins of the considered
phase-space region are obtained. For each bin i of a given kinematic variable, the efficiency is computed
as

εreco,i =

∑nevents
i=1 1∑nevents

i=1 1/εreco,µ
, (4.9)
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Figure 4.12: Fit to muon isolation Iµ for W+ 1 jet selection. Results are shown for W+ 1 jet (upper plot),
W−+ 1 jet (lower left plot), and W++ 1 jet (lower right plot).

which is the number of events in a given bin divided by their efficiency-corrected sum, obtained by
weighting each event by the inverse of the efficiency to reconstruct that event. Efficiencies are directly
computed on W+ jets simulated samples, to avoid the pollution from the background in the data
sample. The muon reconstruction efficiency evaluated for W +1 jet and separately for W+ and W− is
shown in Figure 4.14 as a function of pjet

T , ηjet and ηµ. As expected, no evident dependence is present

as a function of pjet
T and ηjet, while the decreasing trend as a function of ηµ is due to the trigger
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Figure 4.13: Fit to muon isolation Iµ for W+ 2 jets selection. Results are shown for W+ 2 jets (upper plot),
W−+ 2 jets (lower left plot), and W++ 2 jets (lower right plot).

efficiency, as shown in Figure 3.3.

4.6.2 Jet reconstruction efficiency

The jet reconstruction efficiency εreco,jet is the probability for a jet to be reconstructed and correctly
identified. The overall jet reconstruction efficiency is dominated by the identification contribution:
jets are reconstructed 99.7% of the times, while the jet identification takes into account the correct
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Figure 4.14: Muon reconstruction efficiency for the W + 1 jet case, as a function of pjetT (upper left plot), ηjet

(upper right plot), and ηµ (lower plot). Results are shown for W+ 1 jet (red dots), W−+ 1 jet (black dots),
and W++ 1 jet (blue dots).

matching of a reconstructed jet to a truth jet: the jet matching procedure consists in selecting those
reconstructed jets that have a true jet within a distance ∆R < 0.5 in the (η, φ) space. The jet
reconstruction efficiency has been measured in Z(→ µµ)+jet simulations, and it has been evaluated
as a function of the kinematic variables used in this analysis. In Figure4.15, the jet reconstruction
for the W + 1 jet selection is shown. The dependence from the jet transverse momentum is expected,
where indeed the jet identification requirements listed in Section 3.3.5 have a much larger impact at
lower jet transverse momenta: for example, the requirement that the jet contains a charged particle
with pT > 1.4 GeV has a larger impact at low pT; at the same time, the jet reconstruction is almost
flat as a function of ηjet; this is expected, given that the ηjet region (2.2 < η < 4.2) has been chosen
to not have any dependence on ηjet. Finally, no dependence is present as a function of ηµ and as a
function of the muon charge.

4.6.3 W selection efficiency

Besides the probability of properly reconstructing a high-energetic muon and jets, additional require-
ments are placed on the W+ jets sample in order to reduce the background contributions. These
have been already listed in Tables 4.8 and 4.9. These additional requirements are grouped together
and the efficiency with which signal events pass these requirements is referred to as the W selection
efficiency. This efficiency includes the requirements on the muon impact parameter IP, the energy
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Figure 4.15: Jet reconstruction efficiency for the W+ jet case as a function of pjetT (upper left plot), ηjet (upper
right plot) and ηµ (lower plot). Results are shown for W+ 1 jet (red dots), W−+ 1 jet (black dots), and W++ 1
jet (blue dots).

released by the muon in the calorimeter system normalized by its momentum (EECAL + EHCAL)/p,
the second muon veto to reject events compatible with Z boson candidates, and multiple candidates
removal. The overall W selection efficiency as a function of pjet

T , ηjet and ηµ are shown in Figure 4.16.
The main contribution comes from the multiple candidates’ removal, which indeed creates the trend
as a function of pjet

T : when considering lower values of pjet
T , more multiple candidates are created, and

therefore the efficiency is lower. No evident trend is present for ηjet and ηµ.

4.6.4 Total reconstruction efficiency

The reconstruction and selection efficiencies obtained in Sections 4.6.1, 4.6.2 and 4.6.3 are combined
together to give the total reconstruction efficiency, whose trend as a function of pjet

T , ηjet and ηµ is
shown in Figure 4.17.

4.7 Acceptance factor

An acceptance factor A is introduced to take into account differences in the fiducial region and the
actual region where the analysis is performed: indeed, while the fiducial cut on ptotal

T is pT(µ+ jets) >
20 GeV, the analysis cut requires pT(µjet + jets) > 20 GeV, as already described in Section 4.4.2.
Consequently, the acceptance factor accounts for differences in these two variables arising from the
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Figure 4.16: W selection efficiency for the W+ jet case as a function of pjetT (upper left plot), ηjet (upper right
plot) and ηµ (lower plot). Results are shown for W+ 1 jet (red dots), W−+ 1 jet (black dots), and W++ 1 jet
(blue dots).

extra activity which may be present in the neighborhood of the signal muon. For a given bin i of the
considered kinematic variable, the acceptance factor Ai is computed as

Ai =
N(pT(µ+ jets) > 20 GeV)

N(pT(µjet + jets) > 20 GeV)
(4.10)

where N(pT(µ + jets) > 20 GeV) (N(pT(µjet + jets) > 20 GeV)) is the number of events in the bin
i that satisfy the requirement pT(µ + jets) > 20 GeV (pT(µjet + jets) > 20 GeV). The acceptance
factors as a function of pjet

T , ηjet, and ηµ are shown in Figures 4.18 for the W+ 1 jet selection.

4.8 Unfolding

The measured distributions as a function of jet variables must be corrected back to the true distribu-
tions in the same events: indeed, effects due to the finite resolution of the detector might alter the
reconstructed distributions. By selecting events that contain ‘real’ reconstructed jets, and plotting
both the reconstructed and true pT distributions, Figure 4.19 shows that some correction is needed,
to properly account for the distribution of pjet

T and ηjet. This technique is called unfolding, and it will

be applied only to the distribution of pjet
T and ηjet, given that resolution effects are almost negligible

when considering muons.
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Figure 4.17: Total efficiency for the W+ jet case as a function of pjetT (upper left plot), ηjet (upper right plot)
and ηµ (lower plot). Results are shown for W+ 1 jet (red dots), W−+ 1 jet (black dots), and W++ 1 jet (blue
dots).

The first step of unfolding is to compute the response matrix. Response matrices Uij are obtained for

pjet
T and ηjet distributions. If m is the number of bins for the reconstructed variable and n is the number

of bins for the truth-level variable, then Uij is a matrix with m × n elements. For the consistency
of the unfolding procedure, m must be greater or equal to n. The unfolding matrix Uij is obtained
by counting the events in the (reconstructed,truth-level) space. Events that pass the analysis cuts
and where jets are matched with truth-level jets are used in the computation of Uij . To compute the
response matrices, the same binning scheme used for the analysis presented in Table 4.14 is considered.
Figures 4.20 and 4.21 shows the response matrices for pjet

T and ηjet for the W + 1 jet and W + 2 jets
case selection respectively.

There are several techniques available to perform unfolding. For this analysis, the Singular Value
Decomposition (SVD) technique is used [89, 90].

4.9 Systematic uncertainties

Systematic uncertainties may affect the analysis at different levels:

• they may affect the fitting procedure (Fit) by changing the templates used in the fits or the
normalization of backgrounds;
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Figure 4.18: The acceptance factor A as a function of pjetT (upper left plot), ηjet (upper right plot), and ηµ

(lower plot) for the W+ 1 jet. Results are shown for W+ 1 jet (red dots), W−+ 1 jet (black dots), and W++ 1
jet (blue dots).

• they may affect the efficiency evaluation (ε);

• they may affect the unfolding procedure (Uij).

Table 4.15 present a list of the considered systematic uncertainties for this analysis and which as-
pect they might impact on. The systematic uncertainty coming from luminosity is simply added in
quadrature to the other systematic uncertainties. In the following, an overview of the systematic
uncertainties considered for this analysis is presented.

Source Fit ε Uij
Muon reconstruction X

Jet reconstruction X
Jet Energy Resolution X X

Jet Energy Scale X X
Selection X

QCD background modeling X
Templates X

Luminosity

Table 4.15: Systematic uncertainties considered in this analysis and where they impact.
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Figure 4.19: Comparison between truth-level (black dots) and reconstructed (red dots) pT of the leading jet for
W+ 2 jets events.
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Figure 4.20: (left) Response matrix for pjetT for W+ 1 jet selection. (right) Response matrix for ηjet for W+ 1
jet selection.

4.9.1 Muon reconstruction

In Section 3.2, the muon reconstruction efficiencies have been computed using values obtained from
Z → µµ events reconstructed in data. Several checks have been performed using also MC simulations,
and no discrepancies have been found. Therefore, no systematic uncertainties are placed due to differ-
ences between simulation and data. Instead, the systematic uncertainties computed in the efficiencies
evaluation for Z → µµ events are taken into account. These values are listed in Table 4.16 and are
propagated in the cross-section formula presented in Equation4.20.

When combined in quadrature, these three contributions will give a systematic uncertainty for muon
reconstruction of 0.5%.
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Figure 4.21: (left) Response matrix for pjetT for W+ 2 jets selection. (right) Response matrix for ηjet for W+ 2
jets selection.

muon efficiency systematic uncertainty

Tracking 0.47%
Trigger < 0.1%

ID < 0.1%

Table 4.16: Summary of contributions to muon reconstruction systematic uncertainty.

4.9.2 Jet reconstruction and identification

While the muon reconstruction systematic uncertainties affect very little the analysis, the uncertainty
associated with differences between data and simulations in the jet reconstruction and identification
heavily affects the jet reconstruction efficiency applied to the results of the Iµ fits. To properly detect
differences between data and simulated events, Z(→ µµ)+jet events are reconstructed in data and MC
simulations: both muons from the Z boson are reconstructed, and the fiducial cuts listed in Table 4.10
are applied. The dominant contribution to the jet reconstruction and identification efficiency εjet

reco

comes from the jet identification requirements. As explained in Section 3.3, jet identification is based
on cuts applied to several variables: the number of tracks inside the jet pointing to the PV (Ntrk),
the maximum fraction of transverse momentum carried by a single particle inside the jet (mtf) and
the maximum transverse momentum carried by a track inside the jet (cpf). Figure 4.22 shows the
distributions of data and simulated Z+ jet events for Ntrk, mtf and cpf.

A systematic uncertainty may arise due to the mis-modeling of these observables in MC simulations.
Specifically, the idea is to consider how well the regions removed by the jet identification requirements
are modeled in simulations. Since these regions are indeed removed by the jet identification require-
ments, the comparison is done by looking at differences between data and simulations close to the cut
value. To quantify the quality of the modeling close to the identification requirements, regions close
to the jet identification cuts are considered by tightening the jet identification cuts themselves:

• the cut on Ntrk is tightened to Ntrk ≥ 3 (default: Ntrk ≥ 2);

• the cut on mtf is tightened to mtf< 0.7 (default: mtf< 0.8);

• the cut on cpf is tightend to cpf> 0.2 (default: cpf> 0.1).

Once the regions to perform comparisons between data and simulations have been defined by the
tightening of the jet identification cuts, the level of agreement l between data and simulation is
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Figure 4.22: Distribution of Ntrk (upper left plot), mtf (upper right plot) and cpf (lower plot) for Z → µµ+jet
in data and simulations.

evaluated as

l =
|fdata − fsim|

fsim
(4.11)

where fdata (fsim) is the fraction of events rejected by tightening the jet identification requirements in
data (simulations). The level of agreement l as a function of pjet

T and ηjet is shown in Tables 4.17 and
4.18, both for the full fiducial region and for the W+ 1 jet selection binning scheme.

pjet
T (GeV) Ntrk mtf cpf

> 20.0 7.6± 0.2 3.9± 0.2 0.8± 0.1

20.0-25.0 10.4± 0.7 6.2± 0.5 7.9± 0.5
25.0-30.0 11.7± 0.7 11.1± 0.7 6.8± 0.5
30.0-40.0 10.3± 0.5 2.8± 0.3 0.4± 0.3
40.0-50.0 0.2± 0.5 10.3± 0.7 2.2± 0.4
60.0-100.0 4.1± 0.6 5.3± 0.7 2.1± 0.6

Table 4.17: Level of agreement l for Ntrk, mtf, and cpf in the full fiducial region (first line) and as a function

of pjetT for the W+ 1 jet selection.

As a conservative approach, the level of agreement l̃ in the fiducial region and in each pjet
T and ηjet

bins is set by the variable which has the worse agreement. This choice is performed independently for
each bin. The systematic uncertainty on the jet reconstruction efficiency is then computed as

δID = (1− εjet) · l̃ (4.12)
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ηjet Ntrk mtf cpf

2.2-2.7 12.2± 0.5 0.3± 0.3 21.8± 1.2
2.7-3.2 30.8± 1.1 20.9± 1.1 4.8± 0.4
3.2-3.7 22.6± 0.8 9.6± 0.5 3.4± 0.3
3.7-4.2 38.2± 1.8 8.3± 0.6 2.8± 0.5

Table 4.18: Level of agreement l for Ntrk, mtf, and cpf and as a function of ηjet for the W+ 1 jet selection.

where εjet is the jet reconstruction and identification efficiency in the fiducial region or in that specific
bin. Basically, the systematic uncertainty is computed by applying the level of agreement l̃ (i.e. an
estimate of the goodness of the modeling of data by simulations) to the number of rejected events after
the application of the jet identification requirements. This computation is performed as a function
of pjet

T , ηjet and in the full fiducial region. Values between 0.2% and 1.4% are found, which set the
systematic uncertainties on the W+ jets cross-section coming from the jet identification.

4.9.3 Jet Energy Resolution

The uncertainty associated with differences between data and simulations in the jet energy resolution1

affects both the unfolding procedure and the efficiency evaluation. To compute the systematic uncer-
tainty related to the jet energy resolution, Z(→ µµ)+jet events reconstructed in data and MC simula-
tions are considered, selected using the same fiducial requirements listed in Table 4.10. Z(→ µµ)+ jet
events are rather useful to check for differences between data and simulation for the jet energy resolu-
tion: the jet and the Z boson are said to be produced “back-to-back”, which means that the direction
of the jet is almost opposite to the direction of the Z boson. Therefore, given that pZT is known with
very high precision since the Z boson is reconstructed into two muons, the variable r defined as

r =
pjet

T

pZT
(4.14)

is sensitive to differences between data and simulations in the pjet
T distribution. The jet energy res-

olution uncertainty is found by smearing the pjet
T distribution in Z+jet simulated samples using a

Gaussian distribution with mean µ = 1 and with maximum width determined by obtaining an agree-
ment between simulation and data for r less than 1σ. This is done for different bins of pjet

T . The

smearing factors as a function of pjet
T and ηjet are listed respectively in Tables 4.19 and 4.20. As ex-

pected, the smearing factor is rather constant as a function of ηjet and is equal to the smearing factor
computed in the whole fiducial region, since this effect should not have any dependence on ηjet.

Figure 4.23 (left) shows the jet energy resolution in data and simulations in the whole fiducial region
as a function of the smearing factor, while Figure 4.23 (right) shows the distance between data and
simulations as a function of the smearing factor r. It is evident that for the whole fiducial region, a
minimum is found at 0.2.

The smearing factor is applied to pjet
T and both efficiencies and unfolded distributions are recomputed.

For each bin of pjet
T , the relative impact of the systematic uncertainty on the jet energy resolution δjer

is evaluated as

δjer =
|Njer −N |

N
(4.15)

1The jet energy resolution is defined as

JER =
Ejet

true − Ejet
reco

Ejet
true

, (4.13)

where Ejet
true (Ejet

reco) is the energy of the true (reconstructed) jet.
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jet pT (GeV) Smearing factor

> 20.0 0.19

20.0-25.0 0.14
25.0-30.0 0.19
30.0-40.0 0.18
40.0-50.0 0.23
50.0-60.0 0.20
60.0-100.0 0.19

Table 4.19: Smearing factor for the Gaussian function applied to pjetT . The smearing factor is shown for the

whole fiducial region (first line) and as a function of pjetT .

jet η Smearing factor

> 2.2 0.19

2.2-2.7 0.19
2.7-3.2 0.20
3.2-3.7 0.20
3.7-4.2 0.19

Table 4.20: Smearing factor for the Gaussian function applied to pjetT . The smearing factor is shown for the
whole fiducial region (first line) and as a function of ηjet.

Figure 4.23: Jet energy resolution in data and simulations in the whole fiducial region as a function of the
smearing factor (left). Distance between jet energy resolution in data and simulations as a function of the
smearing factor (right).

where Njer (N) is the number of unfolded events after having applied efficiencies with (without) the
application of the smearing factor. The systematic uncertainty δjer on the jet energy resolution is
found to have an impact between 1% to 4% on the cross-section measurement.
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4.9.4 Jet Energy Scale

The uncertainty associated with differences between data and simulations in the jet energy scale2

affects both the unfolding procedure and the efficiency measurement. As for the jet energy resolution,
Z(→ µµ)+jet events in data and from simulations are considered, and they are reconstructed and
selected using the fiducial cuts listed in Table 4.10. The uncertainty associated with the jet energy
scale is computed as the factor one needs to apply to pjet

T in simulations to have an agreement with
data less than 1σ. Differently from the jet energy resolution, here the focus is on the peak value of the
r distribution defined in Equation 4.14. The jet energy scale factors as a function of pjet

T and ηjet are
listed respectively in Table 4.21 and 4.22. No evident trend is found for ηjet, where the scaling factor
is similar to the one computed in the whole fiducial region

pjet
T (GeV) Scaling factor

> 20.0 1.02

20.0-25.0 0.98
25.0-30.0 1.01
30.0-40.0 1.02
40.0-50.0 1.04
50.0-60.0 1.03
60.0-100.0 1.05

Table 4.21: Scaling factor for the whole fiducial region (first line) and for different bins of pjetT .

ηjet Scaling factor

2.2-2.7 1.01
2.7-3.2 1.02
3.2-3.7 1.03
3.7-4.2 1.01

Table 4.22: Scaling factor for different bins of ηjet.

Figure 4.24 (left) shows the jet energy scale in data and simulations in the whole fiducial region
as a function of the scaling factor, while Figure 4.24 (right) shows the distance between data and
simulations as a function of the scaling factor. It is evident that for the whole fiducial region, a
minimum is found at 1.02.

The scaling factor is applied to pjet
T and both efficiencies and unfolded distributions are recomputed.

For each bin of pjet
T , the relative impact of the systematic uncertainty on the jet energy scale δjer is

evaluated as

δjes =
|Njes −N |

N
(4.17)

where Njes (N) is the number of unfolded events after having applied efficiencies with (without) the
application of the scaling factor. The systematic uncertainty on the jet energy scale is found to have
an impact between 2% to 5% on the final cross-section measurements. Finally, Figure 4.25 shows
the comparison between data and simulations, where the jet energy resolution smearing factor and
the jet energy scale factor are applied. The better agreement between data and simulations after the
application of smearing and scaling factors is evident.

2The jet energy scale is defined as

JES =
Ejet

MC

Ejet
data

, (4.16)

where Ejet
MC (Ejet

data) is the energy of a jet coming from simulated samples (data).

88



Chapter 4. Measurement of W+jets

Figure 4.24: Jet energy scale in data (red dots) and Z(→ µµ)+ jets simulations in the whole fiducial region as
a function of the scaling factor (left). Distance between jet energy scale in data and Z(→ µµ)+ jets simulations
as a function of the scaling factor (right).

Figure 4.25: pT(jet)
pT(Z) in data (black dots) and Z(→ µµ)+ jets simulations before (blue dots) and after (red dots)

application of scaling and smearing factors.

4.9.5 Selection

In Section 4.6.3, the additional selection requirements applied on top of the fiducial region requirements
have been evaluated directly on W+ jets simulated samples. A systematic uncertainty is estimated
to take into account possible differences when applying the same requirements in data instead of
simulations. To do so, Z(→ µµ)+ jets events have been reconstructed and selected in data and
simulations, following the standard fiducial requirements listed in Table 4.1. To closely describe the
same final state as for W+ jets events, only one muon is reconstructed, randomly chosen between the
two muons. The other one is not reconstructed and therefore is treated as missing energy due to the
neutrino. The systematic uncertainty in the selection efficiency is evaluated in all bins of the relevant
kinematic quantities and in the fiducial region, and it is defined as

δsel =
εdata − εMC

εMC
(4.18)
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where εdata (εMC) is the selection efficiency evaluated in data (simulations). This systematic uncer-
tainty is found to vary between 1% and 2%. With a similar approach, a systematic uncertainty is
associated with differences between simulation and data in the evaluation of the acceptance factor
introduced in Section 4.7. This systematic uncertainty is found to vary between 0.1% and 0.5%.

4.9.6 Templates

As described in Section 4.5, the muon isolation Iµ templates used in the fit procedure are taken
from simulations. A systematic uncertainty may be associated with differences in the Iµ templates
in data and simulations. As for the systematic uncertainty evaluation for the selection efficiency
described in Section 4.9.5, Z(→ µµ)+ jets events have been simulated and selected in data using the
standard fiducial requirements listed in Table 4.1. Only one muon coming from the Z boson decay
is reconstructed, faking the presence of a neutrino by not reconstructing the other muon. The Iµ
templates in data and simulations are compared, and weights are computed as

wtemplate =
Iµ,data
Iµ,MC

(4.19)

where Iµ,data (Iµ,MC) represents the Iµ template in data (simulations). The weights wtemplate are
computed on a bin-by-bin basis. Finally, wtemplate are applied to the Iµ templates used in the fit.
Figure 4.26 shows the weights to be applied to Iµ in simulations to match the distribution in data.
Particular good agreement is found in the Iµ > 0.8 region, where indeed the EW processes are present.

Figure 4.26: Weights resulting from comparison between Iµ in data and Z(→ µµ)+ jets simulations. The region
Iµ > 0.8 is found to be well modeled, particularly the last bin.

Once the Iµ templates have been reweighted, the fit to the muon isolation is performed again, and
the difference between the new fitted value of W+ jets events and the nominal value obtained in
Section 4.5 is taken as a systematic uncertainty. This systematic uncertainty is found to be around
1%, since the weights acting on the last Iµ bin are very close to one.
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4.9.7 QCD background modeling

The quality and effectiveness of the fit procedure described in Section4.5 relies on the capability of
properly modeling the QCD background, which is by far the most important background in this
analysis, particularly in the high isolation region. The data-driven modeling of the QCD background
has been explained in Section 4.4.2, where it is clear that this is dependent on the reweighting of the
muon isolation templates, which happens in the Iµ < 0.8 region. To account for the choice of the cut
value for Iµ, this value is changed and the analysis is performed again using the new weights obtained
with the new value for the cut on Iµ. The systematic uncertainty is taken as the difference between
the new fitted value of W+ jets events and the nominal value obtained in Section ??. The new values
for the cut on Iµ are chosen to be 0.75 and 0.85, mainly for two reasons: the values are symmetric to
the nominal value of 0.8, and still, a low number of EW events are selected with these cuts, thus not
biasing the evaluation of the weights. The systematic uncertainty is found to be < 0.1%, showing the
robustness of the reweighting procedure.

4.9.8 Other sources of systematic uncertainties

Other sources of systematic uncertainties are found to be negligible:

• jet fake rate: in the evaluation of the jet reconstruction efficiency described in Section 4.6.2,
there might be reconstructed jets that are not associated to any true jets. This contribution
is usually referred as “fake jets”, and it might affect both the efficiency evaluation and the
unfolding procedure. This contribution has been evaluated using the same procedure described
in Section 4.6.2, and its effects are found to be negligible.

4.9.9 Luminosity

The luminosity determination has a precision of 2.0% [91]. The corresponding uncertainty is quoted
separately from the other sources of systematic uncertainty, and it is propagated in the computation
of the cross-section.

4.9.10 Summary of systematic uncertainties

A summary of all the systematic uncertainties in the fiducial region measurement and their impact on
the cross-section is shown in Table 4.23. Here Wj (Wjj) refers to W+ 1 jet (W+ 2 jets) selection,
and similarly for W+ and W−.

Source Wj W+j W−j Wjj W+jj W−jj

Muon reconstruction 0.5% 0.5% 0.5% 0.5% 0.5% 0.5%
Jet reconstruction 0.9% 0.9% 0.9% 1.3% 1.3% 1.3%

Jet Energy Resolution 2.3% 2.3% 2.3% 3.2% 3.2% 3.2%
Jet Energy Scale 3.3% 3.3% 3.3% 4.6% 4.6% 4.6%

Selection 1.3% 1.1% 1.7% 1.3% 1.1% 1.7%
Templates 1.0% 1.0% 1.0% 1.0% 1.0% 1.0%

QCD background modeling < 0.1% < 0.1% < 0.1% < 0.1% < 0.1% < 0.1%

Total systematic uncertainty 4.4% 4.4% 4.6% 6.0% 5.9% 6.1%

Luminosity 2% 2% 2% 2% 2% 2%

Table 4.23: Summary of relative systematic uncertainties for W+ 1 jet and W+ 2 jets selections.
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4.10 Results

The differential cross-section for W production in association with one or more jets in a given phase
space bin i for a variable x is given by the formula

dσ

dx
(i) = fi ·

Ai ·Nfit,i

L · εi
(4.20)

where fi is the correction factor accounting for the unfolding, Ai is the acceptance factor computed
in Section 4.7, Nfit,i is the number of signal events fitted, L is the total integrated luminosity, εi =
εreco,i · εsel,i, where εreco,i and εsel,i are respectively the reconstruction and selection efficiencies, and

x ∈ (pjet
T , ηjet, ηµ). The total cross-section in the fiducial region is evaluated in a similar way as

σ = f · A ·Nfit

L · ε
(4.21)

where now all the contributions have been evaluated in the whole fiducial region. The fiducial-region
cross-sections for W+ 1 jet, W+ 2 jets and separately for W++ 1 jet, W−+ 1 jet, W++ 1 jets and
W−+ 2 jets are

σ(W + 1 jet) = 462.29± 0.48± 20.34± 9.24 pb

σ(W+ + 1 jet) = 287.73± 0.37± 12.66± 5.75 pb

σ(W− + 1 jet) = 85.87± 0.30± 8.17± 3.71 pb

σ(W + 2 jets) = 47.69± 0.25± 2.95± 0.95 pb

σ(W+ + 2 jets) = 29.87± 0.21± 1.85± 0.59 pb

σ(W− + 2 jets) = 17.88± 0.16± 1.14± 0.35 pb

(4.22)

where the first uncertainty is statistical, the second is systematic, and the third is due to the luminosity
determination.

The differential cross-section results for the different kinematic variables considered in this analysis,
separated for the muon charge, are presented in Tables 4.24, 4.25 and 4.26 for the W + 1 jet selection,
and in Tables 4.27, 4.28 and 4.29 for the W + 2 jets selection, where the first uncertainty is statistical,
the second is systematic, and the third is due to the luminosity determination. The W−+ jets
cross-sections are lower than the W++ jets ones, as expected since these processes are produced in
proton-proton collisions.

pjet
T (GeV) σWj (pb) σW+j (pb) σW−j (pb)

20-25 130.69± 0.27± 7.38± 2.61 78.84± 0.21± 4.44± 1.57 51.89± 0.17± 2.92± 1.03
25-30 83.75± 0.20± 3.72± 1.67 50.55± 0.157± 2.19± 1.01 33.19± 0.13± 1.55± 0.66
30-40 49.58± 0.11± 1.47± 0.99 29.69± 0.08± 0.87± 0.59 19.76± 0.067± 0.61± 0.39
40-50 27.62± 0.07± 0.94± 0.55 16.82± 0.06± 0.72± 0.33 11.34± 0.05± 0.44± 0.22
50-60 17.23± 0.06± 0.95± 0.34 10.57± 0.04± 0.53± 0.21 6.36± 0.03± 0.39± 0.12
60-100 6.19± 0.02± 0.37± 0.12 3.91± 0.01± 0.23± 0.07 2.33± 0.01± 0.14± 0.05

Table 4.24: Measured cross-sections for W+ 1 jet as a function of pjetT .

4.10.1 Comparison with theoretical predictions

The results obtained are compared with theoretical predictions. In particular, two theoretical predic-
tions are computed using MadGraph:
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ηjet σWj (pb) σW+j (pb) σW−j (pb)

2.2-2.7 173.47± 0.28± 7.97± 3.46 102.54± 0.22± 4.81± 2.05 72.63± 0.18± 3.26± 1.45
2.7-3.2 141.54± 0.25± 7.21± 2.83 85.76± 0.20± 4.28± 1.71 56.06± 0.16± 2.97± 1.12
3.2-3.7 103.73± 0.21± 4.66± 2.07 65.43± 0.16± 2.94± 1.30 38.17± 0.13± 1.71± 0.76
3.7-4.2 59.29± 0.17± 3.21± 1.18 37.31± 0.13± 1.90± 0.74 21.66± 0.10± 1.32± 0.43

Table 4.25: Measured cross-sections for W+ 1 jet as a function of ηjet.

ηµ σWj (pb) σW+j (pb) σW−j (pb)

2.0-2.5 137.08± 0.24± 6.30± 2.74 85.21± 0.19± 4.01± 1.70 51.99± 0.15± 2.28± 1.03
2.5-3.0 134.23± 0.24± 5.90± 2.68 85.70± 0.19± 3.68± 1.71 48.48± 0.15± 2.23± 0.96
3.0-3.5 107.46± 0.22± 4.62± 2.14 65.36± 0.17± 2.81± 1.31 42.69± 0.13± 1.83± 0.85
3.5-4.5 52.85± 0.11± 2.37± 1.05 28.79± 0.08± 1.27± 0.57 23.88± 0.07± 1.05± 0.47

Table 4.26: Measured cross-sections for W+ 1 jet as a function of ηµ.

pjet
T (GeV) σWjj (pb) σW+jj (pb) σW−jj (pb)

20-30 11.33± 0.12± 0.75± 0.26 6.54± 0.09± 0.43± 0.13 4.75± 0.08± 0.32± 0.09
30-40 10.90± 0.12± 0.45± 0.21 6.81± 0.09± 0.28± 0.13 4.07± 0.08± 0.17± 0.08
40-60 6.59± 0.06± 0.43± 0.13 4.33± 0.04± 0.26± 0.08 2.29± 0.04± 0.16± 0.04
60-100 2.23± 0.02± 0.18± 0.04 1.45± 0.02± 0.12± 0.02 0.78± 0.01± 0.06± 0.01

Table 4.27: Measured cross-sections for W+ 2 jets as a function of pjetT .

ηjet σWjj (pb) σW+jj (pb) σW−jj (pb)

2.2-2.7 15.69± 0.15± 0.99± 0.31 9.61± 0.11± 0.61± 0.19 6.10± 0.09± 0.38± 0.12
2.7-3.2 13.33± 0.13± 0.92± 0.26 8.56± 0.10± 0.59± 0.17 4.83± 0.08± 0.33± 0.09
3.2-3.7 10.61± 0.11± 0.66± 0.21 6.91± 0.08± 0.43± 0.13 3.81± 0.07± 0.24± 0.07
3.7-4.2 7.72± 0.09± 0.56± 0.15 4.77± 0.070± 0.33± 0.09 2.52± 0.05± 0.19± 0.05

Table 4.28: Measured cross-sections for W+ 2 jets as a function of ηjet.

ηµ σWjj (pb) σW+jj (pb) σW−jj (pb)

2.0-2.5 13.46± 0.13± 0.82± 0.26 8.74± 0.10± 0.55± 0.17 4.69± 0.08± 0.27± 0.09
2.5-3.0 12.39± 0.13± 0.74± 0.24 8.26± 0.10± 0.48± 0.16 4.08± 0.08± 0.25± 0.08
3.0-3.5 10.43± 0.11± 0.62± 0.20 6.54± 0.08± 0.38± 0.13 3.92± 0.07± 0.23± 0.07
3.5-4.5 5.58± 0.06± 0.33± 0.11 3.07± 0.04± 0.18± 0.06 2.54± 0.03± 0.15± 0.05

Table 4.29: Measured cross-sections for W+ 2 jets as a function of ηµ.

• a LO prediction which includes the processes W +N jets, with N = 0, 1, 2, 3. Pythia8 is used
for parton showering and hadronization, and the matrix element computation is matched to the
parton showering using the kT-MLM scheme with the merging scale set at 20 GeV;

• a NLO prediction hich includes the processes W + N jets, with N = 0, 1, 2 interfaced with
Pythia8. The matrix element computation is matched to the parton showering using the
FxFx merging scheme, with a merging scale parameter set to 20 GeV.

For both theoretical predictions, the NNPDF2.3 PDF [51] set has been used. For these theoretical
predictions, three uncertainties are considered:

• the uncertainty δscale due to missing higher-order contributions is estimated by varying the
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renormalization scale µR and the factorization scale µF independently by a factor of two around
their nominal values, keeping the restriction that 0.5 < µR/µF < 2. A total of 6 points are
evaluated, and the scale uncertainty is given as the maximum deviation above and below the
central value observed when using the different scale choices;

• the uncertainty δPDF due to the description of the chosen PDF set is obtained by re-computing
the prediction for each observable with the 100 replicas provided and calculating the uncertainty
according to the usual standard deviation formula;

• the uncertainty δαs due to the choice of the value of the strong coupling constant αs(MZ) = 0.118,
is determined by re-evaluating the observables at different values of αs, namely αs(MZ) =
0.117,0.119.

Finally, the total error for the theoretical prediction is obtained following the recommendation of the
Higgs cross-section working group [92] as

δth =
√
δ2

PDF + δ2
αs + δscale (4.23)

Results are compared graphically with theoretical predictions from MadGraph. The comparison
between the measured cross-sections in the fiducial region and the corresponding theoretical expec-
tations are shown in Figure4.27: good agreement is found between the measured and the theoretical
cross-section. The measurements are definitely limited by systematic uncertainties.

Figures 4.28 and 4.30 show the differential cross-section as a function of pjet
T , ηjet and ηµ respectively

for W + 1 jet and W + 2 jets, while Figures 4.29 and 4.31 show the differential cross-section separately
for W+ and W− as a function of pjet

T , ηjet and ηµ respectively for W + 1 jet and W + 2 jets. Here, the
measured cross-sections are compatible with the theoretical expectations within the errors. A small
deviation is found for low and high values of the W+ 2 jets distributions; the same deviation is found
also separately for W++ 2 jets and W−+ 2 jets events.
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Figure 4.27: Comparisons between measured cross-sections for W+ 1 jet (upper plot) and W+ 2 jets (lower
plot) and theoretical predictions.

4.11 Final considerations

The analysis presented in this Chapter describes the first measurement of W+ jets events in the
forward region at a center-of-mass energy

√
s = 13 TeV. The measurement has been performed in the

fiducial region defined in Table 4.1, as a function of pjet
T , ηjet and ηµ, and depending on the charge of

the muon. Events are required to have at least one jet (two jets) in the LHCb acceptance for the W+ 1
jet (W+ 2 jets) selection. Results are in agreement with SM predictions obtained with MadGraph,
and the only slight discrepancy is found in the ηjet distribution for the W+ 2 jets selection. Few more
considerations:

• this analysis extends the results already obtained by a previous LHCb measurement of W+ jets
cross-section at

√
s = 8 TeV [49];

• to properly check for differences in the matrix element generation, results should be checked
against other MC generators, e.g. Powheg [28] and Alpgen [93];
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Figure 4.28: Differential cross-section measurement for W+ 1 jets as a function of pjetT (upper left plot), ηT

(upper right plot), and ηµ (lower plot) and comparison with theoretical predictions.

• this measurement can be used to update PDFs fits, providing a better understanding of the
forward region of proton-proton collisions. Comparisons with other PDFs sets can be obtained
by extending the theoretical predictions computed in this analysis;

• this analysis paves the way to several measurements: W + b-jet, W + c-jet, W + bb̄ and W + cc̄
cross-section measurements [44, 47] can be performed in the same fiducial region and as a function
of the same kinematic observables, following an analysis procedure similar to the one presented
in this Chapter. The only additional step would be the identification of the flavor of the quark
generating the jet, using the tools described in Section 3.4;
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Figure 4.29: Differential cross-section measurement for W++ 1 jet and W−+ 1 jet as a function of pjetT (upper
left plot), ηT (upper right plot), and ηµ (lower plot) and comparison with theoretical predictions.
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Figure 4.30: Differential cross-section measurement for W+ 2 jets as a function of pjetT (upper left plot), ηT

(upper right plot), and ηµ (lower plot) and comparison with theoretical predictions.
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Figure 4.31: Differential cross-section measurement for W++ 2 jets and W−+ 2 jets as a function of pjetT (upper
left plot), ηT (upper right plot), and ηµ (lower plot) and comparison with theoretical predictions.
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Chapter 5

Measurement of W (→ µν)W (→ jets)
production

At the LHCb experiment, WW production has never been measured: an attempt using the fully
leptonic eµ channel has led to the conclusion that such a measurement will be possible in the next
data-taking campaign, using roughly ∼ 16 fb−1 [50], as explained in Section 1.7.3. While using a final
state with a very low background, due to the opposite charge of the two leptons which mainly leaves
tt̄ events as the main background, no multivariate techniques have been used to further discriminate
between signal and backgrounds. At the moment of writing this thesis, a proposal for measuring
WW production in the eµ channel using Machine Learning techniques is in place. In this Chapter, a
measurement of WW is presented: here one W boson is required to decay hadronically into two jets,
while the other W boson is reconstructed from its semileptonic decay into a muon and a neutrino. An
approach based on Machine Learning tools is presented to discriminate WW production from other
backgrounds, in particular W+. jets The main backgrounds for this analysis are W+jets, Z+ jets,
and events coming from QCD processes, which have already been studied in Chapter 4. The full Run
2 dataset is analyzed, corresponding to a total integrated luminosity L = 5.4 fb−1. This Chapter has
the following structure:

• a brief description of the analysis strategy is presented in Section 5.1;

• Section 5.2 describes the signal and background selections for this specific analysis, stemming
from the selections already studied in Section 4.2;

• Section 5.3 describes the Deep Neural Network classifier and the input features used to separate
WW events from W+ jets events, which is the main background;

• Section 5.4 describes the fit procedure used to extract the WW yield, while Sections 5.5 and
5.6 compute the reconstruction efficiencies and the acceptance factor, similarly to what done in
Sections 4.6 and 4.7;

• finally, WW cross-section result and final considerations are reported in Section 5.8.

5.1 Analysis strategy

The main purpose of this analysis is to estimate the number of W (→ µν))W (→ jets) events recon-
structed in a fiducial region defined by the cuts listed in Table 5.1. In the rest of this chapter, writing
“WW” will correspond to the W (→ µν))W (→ jets) channel. The analysis strategy to estimate the
number of WW events is divided into the following steps:
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5.1. Analysis strategy

• data and simulated samples are selected using the same fiducial cuts applied to the W+ jets
analysis. On top of these cuts, the requirement that the signal muon is well isolated is considered,
in order to reject QCD events;

• an ML classifier, namely a Deep Neural Network, is trained to distinguish between WW and
W+ jets events, the latter being the highest background amongst the other EW backgrounds in
the high isolation range. Variables coming from the kinematics of the event objects are used as
input features of the classifier. The performance of the classifier is studied and it is applied to
data and simulated samples.

• the QCD contribution is evaluated using a control region, defined by inverting the cut on the
muon impact parameter IPµ and therefore selecting events that do not come from EW processes.
The output of the classifier applied to the QCD is reweighted to match the distribution in the
signal region;

• a binned maximum likelihood fit is performed, simultaneously fitting the output of the classifier
and the isolation Iµ of the muon;

• finally, systematic uncertainties are evaluated and comparisons with theoretical predictions are
presented.

A flowchart summarising the analysis steps is shown in Figure 5.1.

WW simulated 
sample

W+jets simulated 
sample

tr aining of ML 
classi f ier

simulated EW 
backgrounds

WW simulated 
sample

data

evaluation of ML 
on simulated 

samples and data

QCD contr ibution 
from control r egion

QCD muon isolation 
template from 

W+jets analysis

muon isolation 
templates, as for  
W+jets analysis

simultaneous f i t to 
DNN output and 

muon isolation to 
extr act WW yield

WW cross section

eff iciency 
evaluation

unfolding 
procedure

Figure 5.1: Flowchart of the analysis. Red lines describe the necessary step to train the Deep Neural Network to
perform classification between WW and W+ jets events, while blue lines describe the steps to obtain the muon
isolation templates. Finally, black lines show the steps that lead to the simultaneous fit and to the cross-section
measurement.
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5.2 Signal and backgrounds selection

The signal selection for this specific process strictly follows the selection cuts already described in
Section 4.2: the signature is one muon with pT > 20 GeV and at least two jets with pT > 20 GeV
are required to be in the LHCb acceptance. The main cuts defining the fiducial region are listed in
Table 5.1.

Object Fiducial Cut

Muons
pT > 20 GeV
2.0 < η < 4.5

Jets
pT > 20 GeV
2.2 < η < 4.2

Event pT(µ+ jets) > 20 GeV

Table 5.1: Fiducial cuts applied to the final state objects for the WW analysis.

As already studied in the previous chapter, a muon coming from the decay of a vector boson tends to
be more isolated, i.e. the activity contained inside a jet of radius R = 0.4 surrounding the muon is
lower with respect to a muon coming from hadron decay-in-flight or heavy flavor decays. The muon
isolation Iµ is defined by Equation 4.6. In the W+ jets analysis, the whole Iµ is considered, in order
to properly constrain the contribution coming from QCD events, which are mainly present in the
Iµ < 0.8 region. In this analysis instead, given that the amount of WW events to be measured is
rather low, a cut on Iµ is considered to reduce the QCD contribution. Therefore, on top of the fiducial
cuts in Table 5.1, the muon isolation Iµ is required to be greater than 0.8, where the EW processes
are dominant. Table 5.2 shows the fraction of events (both for QCD and EW processes) that have
Iµ > 0.8.

Process Iµ > 0.8 Iµ < 0.8

data 0.57 0.43

WW 0.98 0.02
W (→ µν)+ jets 0.98 0.02
Z(→ µµ)+ jets 0.98 0.02

tt̄ 0.95 0.05
WZ 0.98 0.02

single top 0.98 0.98
QCD 0.28 0.72

Table 5.2: Fraction of events with Iµ > 0.8 and Iµ < 0.8 in data and in MC simulations. It is evident that the
Iµ > 0.8 requirement mainly removes the QCD background.

5.3 Deep Neural Network for signal discrimination

The number of expected WW events in the µjj channel is rather low compared to the other back-
grounds present: similarly to what is done in Section 1.7.3, a simple calculation of the global signifi-
cance S indeed gives

S =
NWW√

NWW +Nbackgrounds

= 1.8 (5.1)

where NWW (Nbackgrounds) indicates the number of WW (background) events. Therefore it is almost
impossible to measure WW events without applying more stringent selections that keep WW events
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5.3. Deep Neural Network for signal discrimination

while reducing the background contributions. While at CMS and ATLAS, further discrimination is
achieved by posing more stringent cuts on the kinematics of the events [43] (e.g. on the pT of the
jets or the pT of the W boson), this is not possible at the LHCb experiment, particularly because
the muon and the jets pT ranges are quite limited by the acceptance of the detector. To achieve
further discrimination between WW and background contributions, Machine Learning techniques can
be used. In this analysis, a Deep Neural Network (DNN) [94] has been trained to separate WW events
from W+ jets events, which is the most important background in the Iµ > 0.8 region, as shown in
Section 4.5. The input features for the DNN are the following:

• pT, η and φ of the two jets;

• pT and η of the muon;

• ∆η, ∆φ and ∆R between each jet and the muon;

• the invariant mass minv(jj) of the two jets;

• the three components of the momentum Px, Py, Pz, PT and η of the jets system J = j0 + j1;

• ∆η, ∆φ and ∆R between the jets system J and the muon;

• the invariant mass Minv of the muon and the two jets;

• the total transverse momentum of the muon and the two jets.

The input variables are shown in Figure 5.3 for WW and relevant EW backgrounds: while some
variables show great discrimination between WW and other backgrounds, some others do not, and
that is why variables should be combined with an ML classifier to enhance the discrimination power
of the input features.

The DNN structure consists of a 1-dimensional convolutional layer followed by a dense structure with
three layers. The depth of the convolutional layer is set to 32, while the number of nodes for the three
layers is set to 64, 64, and 48 respectively. In the end, a “softmax” activation function is used to get
the output of the classification. The DNN is trained using the ADAM [95] optimizer, for a maximum
of 200 epochs. A “patience” checkpoint is set to 25, therefore the training procedure is stopped if the
loss function does not decrease for 25 epochs. A batch size equal to 8192 is used, and the training
is performed on an NVIDIA GeForce GTX TITAN X GPU. The DNN is trained on samples of WW
and W+ jets events. A total amount of 500000 events are used, equally distributed between WW
and W±+ jets events. The total dataset is divided into training, validation and testing datasets, to
check for overfitting. The DNN outputs a value in the range [0, 1], and the DNN output is matched
to the probability for an event to be classified as a WW or a W + jets event: if the DNN output
is close to 0 (1), then the event is more likely to be a WW (W±+ jets) event. Figure 5.6 shows the
loss function and the training accuracy as a function of the number of epochs during the training:
no signal of overfitting is found, assuring the quality of the training procedure. Figure 5.7 shows the
ROC curve [96] and the confusion matrix: a fair separation is obtained between WW and W+ jets
events.

The DNN output for the considered EW processes is shown in Figure 5.8: the separation between
WW and W+ jets events is evident, but it is not enough to perform the analysis by simply cutting
selecting events in a given region of the DNN output (e.g. for values lower than 0.5). Moreover, since
the DNN is optimized to discriminate between WW and W+ jets events, the separation between WW
and other EW processes (such as WZ and tt̄) is fairly poor. Therefore a fit to the output DNN is
performed, as it is explained in Section 5.4.
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Chapter 5. Measurement of W (→ µν)W (→ jets) production

Figure 5.2: Muon pT (upper left plot), muon η (upper right plot), and (µ+ j0 + j1) invariant mass Minv (lower
plot). Distributions are normalized to one.

5.3.1 Modeling of QCD DNN output

While the DNN output can be easily obtained for all the EW processes, as they are obtained from
MC simulations, for QCD events this is not possible: as for the determination of the W+ jets yield
described in Section 4.5, it is not possible to evaluate the templates of QCD events in the Iµ > 0.8
region, as this would need an awful amount of simulated events. In that specific situation, a data-
driven technique was used by defining signal and control regions. Here a similar approach is used.
Signal (SR) and control (CR) regions are defined by exploiting the cuts on Iµ and on the muon impact
parameter IPµ, The following SR and CR are defined:

• SR is defined for Iµ > 0.8 and IPµ < 0.04;

• CR is defined for Iµ > 0.8 and IPµ > 0.04.

The choice of using IPµ to define the SR and CR is the following: for IPµ > 0.04 no EW events
are present; in this way, the evaluation of the DNN in the CR can be used as a good proxy for the
description of QCD events in SR. To check for the quality of the modeling, two other CRs are defined
in the following way:

• CR1 is defined for Iµ < 0.8 and IPµ < 0.04;
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5.3. Deep Neural Network for signal discrimination

Figure 5.3: pT, η and φ distributions for leading jet j0 (left column) and sub-leading jet j1 (right column).
Distributions are normalized to one.

• CR2 is defined for Iµ < 0.8 and IPµ > 0.04;

The motivation behind this choice is the following: the idea is to model the DNN output of QCD
events in SR by evaluating the DNN in CR. Since differences may arise between SR and CR due to the
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Chapter 5. Measurement of W (→ µν)W (→ jets) production

Figure 5.4: ∆η, ∆φ and ∆R distributions for jets (first row), leading jet and muon (second row), and sub-leading
jet and muon (third row). Distributions are normalized to one.

IPµ requirement, these differences are quantified by checking how well CR2 is describing CR1. Since
Iµ and other variables related to it are not used in the classification of WW events, it is reasonable
to assume that the relation between SR and CR is well described by the relation between CR1 and
CR2. The definition of SR, CR, CR1, and CR2 in the (Iµ, IPµ) space is represented in Figure 5.9.
Both CR1 and CR2 should not contain any EW events, given that EW processes tend to have higher
values of muon isolation, as shown in Figure 4.5. Therefore, the quality of modeling SR by using
CR can be assessed by fitting CR1 using CR2, and correcting for any differences. The result of a
maximum-likelihood bin fit is shown in Figure 5.10. A few considerations can be drawn from this fit:

• no EW backgrounds are fitted, which is expected given that the EW contamination in CR1 and
CR2 is expected to be negligible;
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Figure 5.5: Px, Py, Pz, PT , η, and invariant mass of the two jets system. Distributions are normalized to one.

• an overall quite good description is obtained by using CR2 to describe CR1, which means that
the cut on IPµ does not change the overall kinematics of the QCD events;

• despite the good matching between CR1 and CR2 templates, discrepancies are found, particu-
larly at the edges of the DNN output. To correct these differences, weights have been computed
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Chapter 5. Measurement of W (→ µν)W (→ jets) production

Figure 5.6: Loss function (left) and training accuracy (right) as a function of the number of epochs.

Figure 5.7: ROC curve (left) and confusion matrix (right) for the classification between WW and W+ jets
events.

to match the DNN output between CR1 and CR2. The weights w are defined as

w =
TQCD

CR1

TQCD
CR2

, (5.2)

where the
TQCD
CR1

TQCD
CR2

ratio is performed on a bin-by-bin basis. The weights w are shown in Figure 5.11

as a function of the DNN output:

Finally, the DNN output template for QCD events in SR is obtained as

TQCD
SR = TQCD

CR · w (5.3)

and TQCD
SR is shown in Figure 5.12 together with DNN output for WW and W+ jets events, where it

is evident that the DNN outputs for W+ jets and QCD events share similar shapes.
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Figure 5.8: DNN output for the EW processes considered in this analysis. Distributions are normalized to one.

IP?

CONTROL 
REGION 1

SIGNAL
REGION

CONTROL 
REGION

CONTROL 
REGION 2

I?0.8

0.04

Get I? and DNN output 
templates for WW and EW 

backgrounds

Get DNN output for QCD 
background

Simultaneous fit to I? and 
DNN output in SR

Get weights w for DNN 
output by fitting CR1 

with template from CR2

Figure 5.9: Schematic workflow of the fit procedure: the QCD DNN output in SR is obtained by evaluating the
DNN in CR, and reweighting the DNN output in CR by the difference in DNN outputs between CR1 and CR2.

5.4 Fit procedure

The number of WW events is extracted through a maximum-likelihood bin fit, similar to what has
been done in Section 4.5 for the extraction of W+ jets events. As shown in Sections 5.3 and 5.3.1,
W+ jets events share similar DNN output as Z+ jets and QCD events. Therefore, a simple fit to the
DNN output is not sufficient to properly constrain the yields of QCD and W+ jets events. To overcome

110



Chapter 5. Measurement of W (→ µν)W (→ jets) production

Figure 5.10: Fit of DNN output in CR1 (black dots) using DNN output evaluated in CR2 (green distribution).

Figure 5.11: Weights w resulting from the comparison of the DNN output between CR1 and CR2. Weights w
are shown as a function of the DNN output.

this issue, a simultaneous template fit to the DNN output and the muon isolation Iµ is performed. As
already done for the extraction of W+ jets events in Section 4.5, Z+ jets yield is extracted with the
data-driven technique explained in Section 4.4.1, while the tt̄, single top and WZ yields are obtained
from simulations, as described in Section 4.4.1. The numbers of events from WW , W+ jets, and
QCD processes are free parameters of the fit. The result of the fit is shown in Figure 5.13, where it is
evident that the dominant contribution comes from W+ jets events. The numbers of fitted events for
WW , W+ jets, and QCD events are

NWW = 1426± 663

NW+jets = 114413± 835

NQCD = 54105± 403

(5.4)
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5.4. Fit procedure

Figure 5.12: DNN output for WW , W+ jets, and QCD events. Distributions are normalized to one.

and both NWjj and NQCD are compatible with the previous results obtained in Chapter 4. A look at
the pull distribution of the fit shows that they are not centered around 0, but in this fit no systematic
uncertainty contribution has been taken into account yet.

Figure 5.13: Results for the simultaneous fit of the DNN output (left) and the muon isolation Iµ (right).
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5.5 Reconstruction and selection efficiencies

Reconstruction efficiencies have been already evaluated in Section 5.5 for the W+ jets selection,
particularly for muon and jets reconstruction. The total reconstruction efficiency for reconstructing
WW events is found to be

εWW
reco = (57.91± 0.08)% (5.5)

which takes into account both muon and jets reconstruction efficiencies. The selection efficiency due
to selection requirements put on top of reconstructed events (as described in Section 4.6.3) is found
to be

εWW
sel = (68.16± 0.09)% (5.6)

5.6 Acceptance factor and unfolding

The acceptance factor A defined in Section 4.7 takes into account the difference between the fiducial
region cuts and the analysis cuts: while the fiducial region asks for pT(µ+jets) > 20 GeV, the analysis
cut requires pT(µjet +jets) > 20 GeV, with µjet being already defined in Section 4.4.2. The acceptance
factor A has been computed using WW simulated samples, and it is found to be

A = (98.89± 0.03)% (5.7)

The unfolding of the reconstructed events has been done following the same procedure described in
Section 4.8. Here no differential measurement is performed, therefore the unfolding factor f simply
accounts for detector resolution effects that migrate events inside or outside the fiducial region defined
in Table 5.1. The unfolding factor is f = 0.97± 0.01.

5.7 Systematic Uncertainties

Several systematic uncertainties affect this measurement. The vast majority of them have been al-
ready studied in Section 4.9, and they are easily applied to this measurement. Two other sources of
systematic uncertainties are present in this analysis:

• a systematic uncertainty related to the reweighting procedure to obtain the QCD template in
the SR;

• a systematic uncertainty related to the definition of the control regions CR, CR1 and CR2.

5.7.1 Reweighting procedure

As already described in Section 5.3.1, the DNN output for the QCD template in SR is obtained starting
from CR, and reweighting the template with weights w obtained by comparing the DNN output in
CR1 and CR2, as shown by Equation 5.3. The weights obtained by the comparison between CR1 and
CR2 come with a statistical error related to the amount of data considered in the Iµ < 0.8 region.

Therefore, the statistical error of the weights is propagated to the template fit by letting TQCD
SR to

vary within its statistical error. The difference in the number of fitted WW events with respect to
the nominal fit is taken as the systematic uncertainty on the reweighting procedure. This systematic
uncertainty is found to have an impact on the WW cross-section measurement of 1%.

5.7.2 Control regions definition

To obtain the DNN output for the QCD events, the definition of signal and control regions has been
described in Section 5.7.2. This approach is based on two assumptions:
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5.7. Systematic Uncertainties

• there is no dependence on IPµ, given that the DNN output template obtained in CR is used as
a QCD template in SR;

• there is no dependence on Iµ, since the reweighting procedure is based on templates obtained
from CR1 and CR2.

These assumptions have been checked by changing the IPµ and Iµ values defining the various regions.
For every new configuration of IPµ and Iµ values, the simultaneous fit to Iµ and the DNN output is
done again, and the difference between the new number of WW fitted events and the nominal value
presented in Equation 5.4. The relative impact of this systematic uncertainty on the WW cross-section
measurement is 3%.
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Figure 5.14: Schematic representation of the evaluation of the systematic uncertainty on control regions defini-
tion: control regions definitions are varied by varying the cut on Iµ and on IPµ.

5.7.3 Summary of systematic uncertainties

A summary of the relative systematic uncertainties affecting the WW cross-section measurement is
shown in Table 5.3.

Source systematic error

Muon reconstruction 0.5%
Jet reconstruction 1.2%

Jet Energy Resolution 3.2%
Jet Energy Scale 4.9%

Selection 1.3%
Reweighting procedure 1.0%

Control regions definition 3.0%

Total systematic uncertainty 6.9%

Luminosity 2%

Table 5.3: Summary of relative systematic uncertainties affecting the WW cross section measurement.
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Chapter 5. Measurement of W (→ µν)W (→ jets) production

5.8 Results and final considerations

The W (→ µν)W (→ jets) cross section is computed as

σ (W (→ µν)W (→ jets)) = f ·
Nfit ·A

εWW
reco · εWW

sel · L
(5.8)

where f is the unfolding factor, Nfit is the number of fitted WW events obtained in Section 5.4,
A is the acceptance factor obtained in Section 5.6, εWW

reco and εWW
sel are respectively the efficiency to

reconstruct and to select WW events obtained in Section 5.5, while L is the total integrated luminosity.
The result obtained for the W (→ µν)W (→ jets) cross-section measurement is

σ (W (→ µν)W (→ jets)) = 0.64± 0.30± 0.05± 0.01 pb (5.9)

where the first uncertainty is statistical, the second one is systematic uncertainty, and the third one
is related to luminosity determination. The measured cross section is compared with theoretical
predictions obtained with MadGraph: similarly to what has been described in Section 4.10.1, Mad-
Graph is interfaced with Pythia8 for parton shower and hadronization; the theoretical prediction is
computed at NLO accuracy using the NNPDF2.3 PDF set [51]. Results are shown in Figure 5.15.

Figure 5.15: Comparison between the WW cross section measurement and the WW theoretical predictions.
The red band indicates the statistical uncertainty, while the yellow band indicates the total uncertainty.

A few considerations can be done following the results just obtained:

• the measurement is evidently limited by the statistics available. In the following data-taking
campaigns, it will be possible to improve the quality of this measurement. For example, at
the end of the Run 3 data-taking campaign, the LHCb experiment will collect an integrated
luminosity of almost 15 fb−1 [97]. The projected sensitivity to the luminosity collected at the
end of Run 3 LRun 3 can be computed by simply rescaling the actual sensitivity by a factor

k =

√
LRun 2

LRun 3
= 0.6 (5.10)

which will lead to a sensitivity of this measurement of the order of ∼ 30%;
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• to perform this measurement, the semileptonically W boson is required to decay into a muon
and a neutrino, to ensure good reconstruction given the excellent performance in reconstructing
muon. Moreover, as already mentioned in Section 2.2.5, the LHCb ECAL is not optimized to
reconstruct high pT electrons. In view of the future upgrade of the LHCb experiment, a further
optimization of ECAL might be necessary, in order to optimize the electron reconstruction and
therefore consider also the W → eν channel. This study is presented in the next Chapter;

• as already mentioned in Section 1.7.3 and at the beginning of this Chapter, the feasibility study
to measure WW in the eµ channel has not considered the usage of ML techniques to further
separate WW events from backgrounds. This might help in improving the significance obtained
in Section 1.7.3;

• the DNN classifier uses as inputs only information coming from the kinematics of the event.
Given the low pile-up environment, at the LHCb experiment, it is possible to reconstruct and
identify the particles inside jets; usually, these features are referred to as “jet substructure”
observables. An attempt of including also these jet substructure features has been tried in this
analysis, but no evident gain in the classification task has been found. In recent years, more
complicated ML classifiers have been developed [98–100]: Graph Neural Networks (GNN) [101]
have recently been proven to overcome the performance of state-of-the-art DNN. Therefore, a
possible improvement in this analysis might come from a different choice of the ML classifier,
which might better exploit the different internal structures of jets coming from a W boson decay
(as in WW events) or from the whole events (as in W+ jets events);

• in this analysis, the proposed DNN has been trained to separate WW from W+ jets events since
the latter is the higher background. As shown in Figure 5.8, the DNN is not able to separate
between WW , tt̄ and WZ events. A possible solution is to train a second DNN to perform this
separation, and possibly gain further discrimination.
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Chapter 6

Study of the calorimeter system
upgrade in view of future EW physics
analyses

The WW measurement presented in Chapter 5 is limited by the statistics available using the Run
2 dataset. Particularly, the choice of considering only the W (→ µν) channel limits the statistics by
almost a factor of two. Moreover, similarly to the other LHC experiments, the LHCb experiment
will undergo a series of upgrades, that will take the experiment to the High Luminosity phase of the
LHC (HL-LHC), where the luminosity delivered to experiments is expected to increase by a factor of
100. The high performance on tracks and vertices reconstruction, described in Chapter 2, needs to be
maintained, despite the obvious increase in the occupancy of the detector. In view of the future EW
measurements at the LHCb experiment, this Chapter presents the work done to assess the performance
in the upgrades conditions, particularly for the calorimeter system. The structure of this Chapter is
the following:

• Section 6.1 presents few examples of EW measurements that would benefit from the upgrades
of the LHCb experiment;

• Section 6.2 gives an overview of the LHCb experiment’s future upgrades, highlighting the main
changes and improvements from the detector side;

• Section 6.3 presents a detailed description of the upgrade of the calorimeter system, describing
the necessary changes and possible improvements to tackle the reconstruction of events with a
higher pile-up environment;

• Section 6.4 focuses on the studies of the ECAL upgrade. Particularly, the reconstruction of high
pT electrons is presented;

• finally, Section 6.5 tackles the proposal of removing HCAL. The HCAL removal impact is studied
by analyzing the reconstruction performance on jets. Given that HCAL has a role in the PID
algorithms used at the LHCb experiment, this Section presents also a new way of using upgraded
ECAL to perform PID discrimination between particles.
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6.1. EW measurements at the LHCb Upgrades

6.1 EW measurements at the LHCb Upgrades

EW physics analyses involve the reconstruction and selection of high pT objects, such as electrons
and muons from vector bosons decay and jets. The quality of the analyses is primarily based on the
quality of the reconstruction of these objects: this last consideration is of uttermost importance for
objects that are reconstructed by several sub-detectors, jets being the clearest example. Since the
focus of this Chapter is on the calorimeter system, here few EW analyses that might benefit from a
calorimeter upgrade are briefly described:

• W mass measurement: at the LHCb experiment, the measurement of the W boson mass uses
only the W → µν channel, since the ECAL ADC saturation is not optimized for reconstructing
high pT electrons. Using the 2016 dataset, the W mass if found to be [86]

mW = 80354± 23stat ± 10exp ± 17theory ± 9PDF MeV (6.1)

and the projection to the whole Run 2 dataset is expected to lower the statistical error to ∼ 10
MeV. It is clear that the inclusion of the W → eν channel, possible only if high pT are well
reconstructed, will help in lowering the statistical error;

• top physics: at the LHCb experiment one of the main channels to study top physics is the µeb
channel, where a muon, an electron, and a b-jet are reconstructed in the LHCb acceptance to
measure the tt̄ cross-section [87]. It is evident that a good reconstruction of both the electron
and jets is fundamental to keeping a good precision for this measurement;

• Higgs physics: so far at the LHCb experiment no Higgs boson has been measured. The most
promising channels to be studied in the future LHCb upgrade are h → bb̄ and h → cc̄. Par-
ticularly, at the end of the HL-LHC phase, the LHCb experiment might be able to obtain new
limits on the h → cc̄ cross-section in the same order of ATLAS and CMS [97]. This of course
will be possible if and only if a good jet reconstruction performance is maintained throughout
the upgrade phases.

6.2 The LHCb experiment upgrade

At the time of writing of this thesis, the LHCb experiment is undergoing the Run 3 data-taking period.
The running period of an experiment is divided in runs, interleaved by Long Shutdown (LS) periods to
allow for upgrades both in the accelerator machine (LHC) and in all the experiments: this happened
between Run 1 and Run 2 in the LS1 when the collision center-of-mass energy has changed from 7− 8
TeV to the actual 13 TeV of Run 2. In order to investigate the evidence of new physics beyond the
Standard Model, the number of data gathered from interactions should be increased. Therefore, not
only changes in the center-of-mass energy but also in the luminosity of an experiment are considered
during LS periods. To account for these changes, the LHC machine will go through a series of upgrades
that will take the LHC experiments to the HL-LHC, where an increase in luminosity of factor 100 with
respect to Run 2 conditions is expected, reaching a delivered luminosity of L = 2 · 1034 cm−2s−1. As
shown in Figure 6.1, parallel to the upgrades of the LHC, the LHCb experiment will undergo several
LS periods that will lead the experiment through several upgrade stages.

The Run 3 period coincides with the “Upgrade Ia” phase [102], the first stage of the upgrade where
the instantaneous luminosity will increase by a factor of 5, while the “Upgrade Ib” and the “Upgrade
II” phases will prepare the LHCb experiment for the HL-LHC phase. As shown in Figure 6.2, the
major upgrade in luminosity will happen after LS4, where an increase of luminosity by a factor 10 will
allow the LHCb experiment to get a total integrated luminosity of Lint = 300 fb−1: data collected by
the end of the HL-LHC period will be more than a factor thirteen higher than data collected in the
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Chapter 6. Study of the calorimeter system upgrade in view of future EW physics analyses

Figure 6.1: Agenda of the future upgrades of the LHC and the LHCb upgrades. Notably, the LHCb experiment
will start its HL-LHC phase in Run 4 [97].

pre-HL-LHC period, and a factor six higher than data collected at the end of Run 4, leading to major
improvements in all those measurements that are so far statically limited. In this section, an overview
of the main aspects of the LHCb upgrades is given.

Figure 6.2: Maximum peak luminosity (red) and total integrated luminosity (blue) as a function of the year of
data taking. The various LHCb upgrades, as well as the LSs, are highlighted [103].

6.2.1 Upgrade Ia and Ib

The original LHCb detector was designed to collect 8 fb−1 of data, at an instantaneous luminosity up
to L = 2×1032 cm−2s−1. Given that this target has been well exceeded at the end of Run 2 (reaching
L = 4 × 1032 cm−2s−1), in order to further proceed with the LHCb physics program an upgrade is
necessary. The center-of-mass energy will reach the nominal conditions at

√
s = 14 TeV1, and the

instantaneous luminosity will be increased to L = 2× 1033 cm−2s−1, a factor five with respect to Run
2 conditions, that will allow collecting almost 50 fb−1 of data at the end of Run 4: this will translate
in a higher pile-up environment, almost doubling the number of visible interactions with respect to
Run 2. To sustain these new experimental conditions, and keep excellent performance, the upgrade of
the LHCb experiment will concern all sub-detectors as well as the readout system. The most notable
change is the usage of a full-software trigger and readout system, working at the 30 MHz LHC event

1At the time of writing this thesis, the LHC has reached center-of-mass energy
√
s = 13.6 TeV.
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rate. The Upgrade I [102] phase is divided into two steps: Upgrade Ia, which coincides with Run 3
and whose operations have been carried on during LS2 (therefore it is already in place), and Upgrade
Ib, which will happen during LS3 and will operate during Run 4. Figure 6.3 shows the new LHCb
Upgrade I detector.

Figure 6.3: Geometry of the LHCb experiment during Upgrade Ia and Ib. The main notable differences are
the UT (SciFi) in place of the TT (T1-3 stations), the removal of the SPD/PS system, and the M1 muon
chamber [102].

6.2.2 Upgrade II

As shown in Figures 6.1 and 6.2, the most challenging upgrade is Upgrade II, where the luminosity
delivered at the LHCb experiment will increase of factor 10, reaching a maximum luminosity of
L = 1.5×1034 cm−2s−1 that will allow the LHCb experiment to collect 300 fb−1 of data. The upgrade
operations will happen during LS4 and the upgraded experiment will take data during Run 5, currently
scheduled for 2032. Differently with respect to Upgrade I, an essential element that will allow precision
measurements in flavor physics at such high luminosity is precision time measurements: a resolution
of a few tens of picoseconds will allow a correct matching between tracks, clusters, and the relative
interaction points. The performance expected from Upgrade II is similar to Upgrade I, but this time
in a pile-up environment 7.5 higher than Upgrade I, therefore a challenge. A schematic view of the
LHCb Upgrade II is shown in Figure 6.4

6.3 The calorimeter system upgrade

In preparation for Run 4 and following, the calorimeter system will face several changes. The main
motivations for these changes are the following:

• the ECAL will face high radiation levels, particularly in the region close to the beampipe, where
a dose of almost 1 MGy is expected at the end of the HL-LHC phase, after an integrated
luminosity of 300 fb−1, as shown in Figure 6.5. This dose is well above the operational limits of
the current Shashlik modules, which is around 40 kGy. This implies the search for new materials
and geometries which guarantee radiation tolerance;
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Chapter 6. Study of the calorimeter system upgrade in view of future EW physics analyses

Figure 6.4: Proposed geometry for the LHCb experiment during Upgrade II. The main notable differences are
the Magnet stations at the sides of the magnet, the introduction of the Silicon Tracker in the tracking system,
and the removal of the HCAL [103].

• the pile-up expected in the Upgrade 2 phase is ∼ 50, which is almost a factor 50 bigger than the
pile-up measured during Run 2, and 7 times bigger than the pile-up expected in Run 3. Therefore,
a finer granularity is needed, together with the possibility of measuring timing information with
a resolution of the order of ∼ 20 picoseconds, a requirement mandatory even for other sub-
detectors (e.g. the VELO);

• the upgraded ECAL should have the same performance as the actual calorimeter, particularly
regarding the energy resolution, whose performance has been already described in Section 2.2.5.

In order to tackle these challenges in the future, an upgrade of the ECAL is under development.
Particularly, the following strategies have been proposed:

• the geometry for arranging the ECAL cells (and therefore the PMTs and the readout) is changed,
going from three rectangular regions with increasing cell size (inner, middle and outer with cell
size respectively of 4 × 4, 6 × 6 and 12 × 12 cm2, as shown in Figure 2.13) to “rhomboidal”
regions, which follows the radiation map of ECAL shown in Figure 6.5. Particularly, two different
proposals are in place for Run 4 and Run 5, shown in Figure 6.6: for Run 4, the inner region will
be covered by 2× 2 cm2 cells, with increasing size (from 4× 4 to 12× 12 cm2) following the new
geometry pattern, while for Run 5 the inner region will be covered by 1.5×1.5 and 3×3 cm2 cells
before increasing the cells size up to 12 × 12 cm2; The impact of the new proposed geometries
is evident in Figure 6.7, where the actual geometry and the Run 4 geometry are compared by
evaluating the particle occupancy for cells with transverse energy ET,cell > 50 MeV in Run 4
conditions: the new geometry keeps low occupancy values, guaranteeing good reconstruction
performance [103];

• in the innermost region, the current Shashlik modules will be replaced using a “Spaghetti
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6.3. The calorimeter system upgrade

Figure 6.5: Radiation maps (expressed in Gy) of the ECAL after the HL-LHC phase, where the actual ECAL
geometry is assumed. The 4.0 · 104 Gy limit corresponds to the operational Shashlik limit, showing that the
innermost region would not be operational in these conditions [103].

Figure 6.6: Proposed new geometries for the upgraded ECAL: (left plot) Run 4 proposal, (right plot) Run 5
proposal [103].

Calorimeter” (SpaCal) [104] technology, where the scintillating material is placed in long fibers
which are immersed into the absorber material. In this way, the scintillating fibers serve both as
scintillating material and to drive the scintillating photons to the PMTs. This choice is driven
by radiation tolerance while keeping good energy resolution performance. A front view of a
SpaCal prototype with different crystal fibers is shown in Figure 6.8. The outermost regions
will be instrumented with Shashlik modules since the occupancy in the outermost region is still
manageable;

• both the new SpaCal modules and the Shashlik ones can be segmented into a front and a back
section. This would require a double readout system, with PMTs both behind and in front of
the module. The longitudinal segmentation of SpaCal and Shashlik modules is schematically
shown in Figure 6.9, while Figure 6.8 (right) evidence the longitudinal segmentation in a SpaCal
prototype. A possible application of this new feature for PID is presented in Section 6.5.2.

Depending on the cell size, the choice of the material of fibers and absorber, and the presence of
longitudinal segmentation, several configurations for the SpaCal modules have been proposed, each
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Figure 6.7: Comparison between occupancy maps in Run 4 conditions for actual Run 3 geometry (left plot)
and proposed Run 4 geometry (right plot) [103].

Figure 6.8: Front view (left) and side view (right) of a SpaCal module. The fibers structure of each cell and
the longitudinal separation are highlighted [104].

Figure 6.9: Schematic representation of the longitudinal segmentation of a SpaCal module (left) and a Shashlik
module (right) [103].

designed to fulfill the requirements for a specific ECAL configuration:

• Pb+Poly configuration: a SpaCal module with lead (Pb) absorber and polystyrene fibers.

• W+Poly configuration: a SpaCal module with tungsten (W) absorber and polystyrene fibers.

• W+GAGG configuration: a SpaCal module with tungsten absorber and crystal fibers. This
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6.4. Reconstruction of high pT electrons in the upgraded ECAL

configuration will be used for the Upgrade 2 configuration in the innermost region, particularly
requiring 32 modules with 64 cells each with 1.5× 1.5 cm2 size.

An overview of the main features of these module configurations are listed in Table 6.1.

Module W+Poly W+GAGG Pb+Poly

Absorber Tungsten (W) Lead (Pb)

Fibers polystyrene GAGG polystyrene

Cell size 2× 2 cm2 1.5× 1.5 cm2 3× 3 cm2

Moliére Radius 1.8 cm 1.46 cm 3 cm

Radiation Length 0.72 cm 0.62 cm 1 cm

Longitudinal sections 1 (19 cm) 2 (4.5 cm + 10.5 cm) 1 (29 cm) / 2 (8 cm + 21 cm)

Table 6.1: Summary table of different proposals for SpaCal modules [103].

6.4 Reconstruction of high pT electrons in the upgraded ECAL

A good reconstruction of high pT electrons is fundamental from the EW measurements perspective:
channels such as Z → e+e−, W± → e±νe and top decays will benefit from good reconstruction
performance of ECAL, as described in Section 6.1. Two main issues can be found when approaching
high pT electron reconstruction in the new upgraded conditions:

• higher occupancy expected in the future upgrades will make object reconstruction particularly
challenging;

• during Run 1 and Run 2, EW physics measurements have been limited by a rather low ADC
saturation of ECAL cells: while this requirement is fundamental to keep high reconstruction
performance for b physics, where objects have energies of few GeV, it does not allow meaningful
electron reconstruction in the high pT range. The ADC saturation is calibrated in terms of
transverse energy ET, and during Run 1 and Run 2, the ADC threshold was set at Ethr = 10
GeV, which produced a broad ”peak” for the Z → e+e− process, as shown in Figure 6.102.
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Figure 6.10: Invariant mass of e+e− pairs coming from Z → ee decay, where the effect of low ADC saturation is
evident from the left tail. (left plot) The invariant mass of µ+µ− pairs coming from Z → µµ decay, highlighting
the optimal reconstruction performance for muons [48]. (right plot)

2While a tail on the left side of the peak is expected due to Bremsstrahlung photons contribution (that does not
happen in the Z → µ+µ− case), the broadness of the peak is almost entirely due to ADC saturation.
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6.4.1 Simulation tools

At the moment of writing this thesis, no official simulation of the various configurations for the
upgraded LHCb detector is available. Therefore, to study the performance of the upgraded ECAL in
the several proposed configurations, a simulation framework has been set up. While the simulation
of a Shashlik module is rather trivial and follows the actual ECAL simulation, a proper simulation
of a SpaCal requires the propagation of optical photons inside the SpaCal module fibers. This task
can be achieved by performing full ray-tracing of these photons. While possible, this task is very
computationally demanding, with a simulation time of approximately 1-2 hours per GeV of deposited
energy. Therefore, the simulation framework for the upgraded ECAL has been built by developing
a ”hybrid” approach, which allows keeping good realism while lowering the simulation time. In
the following, we will refer to this simulation framework as “Hybrid-MC” simulation framework. A
flowchart of the hybrid-MC simulation approach is shown in Figure 6.11, where the main steps are
highlighted: while the energy deposition and the full ray-tracing of Cherenkov photons are performed
using Geant4 [71, 72], the transport of scintillation photons is done in a parametrized way.

Figure 6.11: Schematic flowchart of the Hybrid-MC simulation framework used in the context of the upgraded
ECAL studies. Full-simulation steps are highlighted in green, while parametrized steps are highlighted in red.

6.4.2 High pT electron reconstruction

The main purpose of this Section is to present reconstruction performance for high pT electrons in the
future LHCb upgrades. To do so, a framework to perform simulation, reconstruction, and analysis of
the events has been developed. This framework can be summarised in the following steps:

1. the Hybrid-MC simulation framework described in Section 6.4.1 is interfaced with the full LHCb
simulation in the following way:

(a) the chosen physics process is generated, using standard MC generators as Pythia8[29];

(b) the generated events are passed through the actual LHCb detector simulation and particle-
matter interactions are simulated using Geant4[71, 72] as described in Section 2.2.9. In
these studies, the LHCb detector geometry considered for Run 3 is considered. Position
and momenta of charged particles are stored to create tracks;

(c) the detector simulation is performed up to the ECAL surface. A “flux” files collecting all
the particles reaching the ECAL surface is created. The flux files is used as input for the
Hybrid-MC ECAL simulation, in order to simulate the ECAL response. The output of the
Hybrid-MC ECAL simulation is the energy collected by each ECAL cell;
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6.4. Reconstruction of high pT electrons in the upgraded ECAL

2. from energy deposition in ECAL cells, clusters are reconstructed by combining the cells’ energies,
using a cellular automaton algorithm similar to the one used in the standard LHCb reconstruction
algorithm. Clusters are formed by 3× 3 cells [105];

3. clusters’ energy and position are corrected by applying energy correction (E correction) and
cluster position corrections (L and S corrections), closely following the official LHCb frame-
work [105];

4. clusters are combined with tracks to reconstruct objects and perform analysis.

A flowchart of the pipeline used to perform these studies is shown in Figure 6.12.
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Figure 6.12: Schematic flowchart of the pipeline used to perform Z → ee studies for the upgraded ECAL. The
pipeline can be summarised in four main steps: event generation, Hybrid-MC simulation of ECAL, reconstruc-
tion of ECAL clusters, and analysis of reconstructed events.

The simulation of ECAL in upgraded conditions is very time-consuming, particularly due to the
increased pile-up with respect to Run 2 conditions. To perform a faster event simulation, signal and
minimum bias (MB) processes are simulated separately and in parallel. The merging of signal and
MB is performed at pulse level in the Hybrid-MC simulation, to get a realistic ECAL occupancy for
the various configurations.

In order to study high pT electrons, the process Z → e+e− has been considered. 10000 events of
Z → e+e− have been simulated using Pythia8, requiring both electrons to be in the LHCb acceptance
and with pT > 10 GeV. Figure 6.13 shows several important variables at the generator level: the pT

of the electrons, the electron pseudorapidity η, the invariant mass m(ee) and the true energy of the
electrons Ee. It can be already seen that the energy range for this kind of process (and generally
speaking for EW processes) starts at ∼ 100 GeV.

The Z → ee events are propagated through the LHCb detector up to the ECAL surface. Figure 6.15
shows the vertices where particles are produced in 100 Z → ee events, in the yz plane of the detector,
from the interaction point up to the ECAL surface. Already from this plot, a few considerations can
be done:

• electrons and positrons coming from Z → ee decay tends to be very energetic, and therefore the
curvature due to the magnetic field is rather low, obtaining tracks that are quite straight;

• a lot of particles are generated from the interaction of the neutron shielding [106] placed in front
of the ECAL.

The last consideration is indeed confirmed by plotting the “event display” of the same 100 events, this
time by plotting separately electrons and photons. This is shown in Figure
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Figure 6.13: pT, η and E distributions for electrons coming from Z → ee process, and invariant mass distribution
m(ee) for electron-positron pairs.
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Figure 6.14: Position of production vertices of particles for 100 Z → ee events.
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Figure 6.15: Position of production vertices of electrons (left plot) and photons (right plot) for 100 Z → ee
events.

Before performing the cluster reconstruction, the ECAL response for the Z → ee signal is merged with
the MB ECAL response. Once ECAL clusters have been reconstructed, electrons are reconstructed
by combining information coming from tracks and ECAL clusters. In particular, here a cluster-based
approach is considered to reconstruct electrons, where the electron energy is reconstructed by just
looking at ECAL clusters. To reconstruct electrons, the following strategy is used:

• tracks are identified: the pT of charged particles at the end of the TT (right before the magnet)
is measured, and if pT > 10 GeV the track is selected;

• the track is propagated to the ECAL surface, and its position xtrackECAL is measured;

• the ECAL cluster closest to xtrackECAL is selected as a cluster produced by an electron or positron
coming from Z → ee process;

• if more than two candidates are found, the two with the highest pT track are selected.

Once the electron candidates have been selected, the Z boson candidate is reconstructed by combining
the electrons’ information. A preliminary validation of the simulation and reconstruction approach
described so far is shown in Figure 6.16: the reconstructed Z invariant mass m(ee) is shown for this
simulation and reconstruction approach (left), and for the official LHCb simulation and reconstruction
framework, both for m(ee) reconstructed by just using tracks and for m(ee) reconstructed by just using
ECAL clusters. The validation is done for the Run 3 conditions, as no official LHCb detector simulation
framework is available so far. For tracks, the agreement is quite good. Considering reconstruction with
ECAL clusters, the shape is shifted to higher values of m(ee): this effect is explained by considering
that Z → ee events have been simulated with different generator level cuts. While for this simulation,
the generator level cut is pT > 10 GeV, in the standard LHCb study the same cut was pT > 4 GeV:
this difference, combined with the effect of ADC saturation (which will be explained later), might
account for this difference.

In Figure 6.17, the reconstructed Z invariant mass m(ee) is shown for Run 4, and Run 5 conditions.
A few considerations are possible:

• despite the increase in occupancy between Run 4 and Run 5, the performance on the mass peak
is intact. The slight shift to higher values of m(ee) in Run 5 is indeed explained by the increase
in occupancy;

• Run 4 performance is compatible with Run 3: as already described in Section 6.3, the innermost
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Figure 6.16: (left) Z boson invariant mass m(ee) computed in Hybrid-MC framework using only track in-
formation (orange distribution) or ECAL clusters (blue distribution). (right) Z boson invariant mass m(ee)
computed using the standard LHCb framework usin only track information (blue distribution), ECAL clusters
(red distribution) and reconstructed electrons (black distribution).

region will be replaced at the end of Run 3, but to what concerns the Z → ee reconstruction
there are no visible differences.

Figure 6.17: Z invariant mass m(ee) for Run 3 (blue plot), Run 4 (orange plot), and Run 5 (green plot)
conditions. Distributions are normalized to one. Despite the increase in occupancy, Run 5 performance are
comparable to Run 3 and Run 4.

To assess the quality of the electron reconstruction, the reconstructed electron energy Ereco is compared
to the true electron energy Etrue. This is presented in Figure 6.18, where the electron/positron energy
resolution (Etrue − Ereco)/Etrue evaluated in Run 5 conditions is shown.
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Figure 6.18: Electron energy resolution computed using only track information (orange plots) or using energy
deposited in ECAL clusters (blue plots).

Bremsstrahlung recovery

The performance of the electron reconstruction presented so far does not take into account the re-
covery of the energy lost by Bremsstrahlung emission. This indeed might explain the right tail in
Figure 6.18, since by Bremsstrahlung emission electrons lose energy. The main causes of the emission
of Bremsstrahlung radiation are:

• interaction with detector material, where the charged particles scatter from a virtual photon of
the Coulomb field of a nucleus of the material, with the addition of a real outgoing photon;

• interaction between the charged particle and the magnetic field.

In the LHCb experiment, the first cause is dominant: it has been estimated that an electron trav-
eling through the LHCb magnet will lose less than 0.1% of its energy. Therefore, the emission of
Bremsstrahlung radiation from the LHCb magnetic field is negligible. When considering Bremsstrahlung
emission due to interaction with detector material, there are two possible scenarios, depending on
where the Bremsstrahlung emission started:

• if the Bremsstrahlung emission happens after the magnet, typically the Bremsstrahlung photons
are contained in the same ECAL cluster of the electron;

• if the Bremsstrahlung emission happens before the magnet, Bremsstrahlung photons might create
another ECAL cluster separated from the electron one, given that electrons will bend inside the
magnetic field.

These two scenarios are graphically represented in Figure 6.19.

In particular, it is possible to estimate the region where the Bremsstrahlung photons are more likely to
generate ECAL clusters relative to the electron position. To do so, the distance in the ECAL surface
between the signal electron/positron and the related emitted Bremsstrahlung photons is evaluated:
given the electron/positron coordinates on the ECAL surface (xe, ye) and the Bremsstrahlung photon
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Figure 6.19: Schematic representation of the emission of Bremsstrahlung radiation before the magnet. If
Bremsstrahlung radiation is emitted before the magnet, it can create an ECAL cluster spatially separated from
the electron cluster.

coordinate (xγ , yγ), the distance is computed as

d =
√

(xe − xγ)2 + (ye − yγ)2 (6.2)

while the distances along the x and y direction are computed as

dx = |xe − xγ |
dy = |ye − yγ |

(6.3)

Results are shown in Figure 6.20, where two main results are evident:

• despite being emitted before the magnet, Bremsstrahlung photons are quite close to the signal
electron/positron. This means that when reconstructing the ECAL cluster, the Bremsstrahlung
photon might not be resolved from the signal electron/positron, therefore contributing to the
same cluster;

• dx > dy, which is expected since the bending of the charged particles is on the horizontal plane.

By measuring the true distance d, it is possible to check whether the Bremsstrahlung photons are
contained inside the electron cluster: this happens 99% of the time, which confirms the fact that
the electrons are so energetic that they do not bend inside the magnetic field, therefore emitting
Bremsstrahlung photons that are collinear. In conclusion, for this specific case, Bremsstrahlung emis-
sion is not an explanation of the right tail of Figure 6.18. An evaluation of the energy loss by Z → ee
electrons due to ionization effects has to be done.

ADC saturation

In the simulation and reconstruction framework presented so far, the effect of the ADC saturation has
not been taken into consideration. Given that this is a quite limiting aspect for several EW analyses,
this effect has been implemented, yet in a preliminary form, in the Hybrid-MC simulation framework.
In Run 1 and Run 2, electric signals in both ECAL and HCAL have been read out by a 12-bits ADC,
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Figure 6.20: Distance d (left) and distances dx and dy (right) of Bremsstrahlung photons relative to the electron
at the ECAL surface.

which amounts to 2n − 1 = 212 − 1 counts. The ADC is typically calibrated in terms of transverse
energy ET deposited in a cell, defined as

ET = E · sin(θ), (6.4)

where E is the energy deposited in the cell and θ is the angle of the cell with respect to the interaction
point. A certain ADC range has to be chosen by tuning the gain of the PMTs which read the deposited
energy in the cells: this aspect reflects on the maximum transverse energy Emax

T measurable by a cell
in the following way:

gainPMT =
Qmax · sin(θ)

Emax
T · e ·Nphe

(6.5)

where Qmax is the ADC saturating charge and Nphe is the number of photo-electrons per GeV measured
in the PMTs. It is evident from Equation 6.5 that fixing the PMT gain automatically fix the Emax

T

measurable by a cell. During Run 1 and Run 2, the PMT gain was set to obtain Emax
T = 10 GeV,

which converted to energy means that

Emax ∼ 30 GeV (outer region)

Emax ∼ 300 GeV (inner region)
(6.6)

Looking at Figure 6.13, it is evident that this cut heavily affects EW processes. In Run 3, the ADC
saturation has been relaxed to Emax

T = 20 GeV, which allowed a minimum gain in performance for the
Z → ee reconstruction peak. In the Hybrid-MC simulation framework, a preliminary yet reasonable
ADC saturation has been applied:

• for each cell, Emax(Emax
T ) is evaluated for a given value of Emax

T ;

• if the energy measured by a cell Ecell < Emax, then the cell measures Ecell;

• otherwise, the cell measures Emax.

Figure() shows the effect of the ADC saturation on Ecell for Emax = 20 GeV.
For both Run 4 and Run 5 configurations, the Z boson invariant mass has been evaluated for different
values of the ADC saturation Emax

T : ideal case without ADC saturation, Emax
T = 20 GeV and Emax

T =
40 GeV. Results are shown in Figure 6.21: compared to the “no ADC” configuration, the Emax

T = 40
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GeV configuration has the same performance, both in Run 4 and Run 5 configurations. Therefore, it
seems there is no need to further increase the ADC threshold Emax

T . This is actually a positive aspect,
in view of the proposal for Run 5: indeed the idea is to consider double gain electronics, with gains
optimized for the low and the high energy regimes. As the main result of this study, Emax

T = 40 GeV
can be a reasonable proposal for the high energy gain.

Figure 6.21: Z invariant mass m(ee) for Run 4 (left) and Run 5 (right) conditions, for different values of ADC
saturation Emax

T : no saturation (blue plot), Emax
T = 20 GeV (green plot), and Emax

T = 40 GeV (orange plot).
Distributions are normalized to one.

6.5 HCAL removal

As presented at the beginning of this Chapter, the future upgrades of the LHCb experiment will
lead whole sub-detectors to higher occupancy levels. Particularly, studies performed on the muon
system have shown that shielding will be necessary to protect the muon chambers from the increase in
radiation. This has led to the proposal of removing HCAL during LS3 and substituting it with a new
shielding [107]. Figure. 6.22 shows a scheme of the iron+concrete shielding proposed. While HCAL
major impact was in the L0 hardware trigger, which has been removed at the beginning of Run 3,
its removal might affect high pT physics, particularly the reconstruction of fundamental EW objects
such as electrons and jets. The reconstruction of electrons in the LHCb future upgrades has been
already assessed in the previous Section by measuring ECAL performance. Moreover, HCAL removal
will have some impact on the PID performance: so far at LHCb, high pT electrons are selected by
requiring that the energy released by the electron in HCAL, normalized over the electron momentum,
is under a specific threshold; it is evident that, by removing HCAL, this requirement is not available
anymore, and therefore new strategies to identify high pT electrons need to be found. In the context
of this thesis work, two studies are presented in this Section:

• impact of HCAL removal on jet reconstruction;

• PID performance evaluated on the new proposed SpaCal [104] modules.

Throughout this Section, the iron core-iron+concrete muon shielding configuration will be referred to
as the “absorber” configuration.
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Figure 6.22: Design of the iron core/iron+concrete muon shielding proposed to replace HCAL from Run 5 [107].

6.5.1 Impact of HCAL removal on jet reconstruction

Jets reconstruction and its performance have already been presented in Chapter 3. In Section 3.3
it has been shown that almost 10% of the particle content of the jet comes from neutral hadrons:
the removal of HCAL will therefore affect the performance in the jet reconstruction. To quantify the
impact of HCAL removal in the jet reconstruction performance, a study using simulations has been
developed, following this strategy:

• Z → bb̄ events have been generated with Pythia8 [29] in Run 4 conditions;

• the detector response has been simulated with the official LHCb simulation framework described
in Section 2.2.9, considering two different conditions: one with the standard HCAL, and the other
one with the absorber in place of HCAL;

• standard LHCb reconstruction tools have been used to reconstruct jets (as described in Chap-
ter 3, adding some selection requirements:

pT > 20 GeV

2.2 < η < 4.2,
(6.7)

where pT and η are respectively the transverse momentum and the pseudorapidity of the jets.
These are standard cuts used in Z → bb̄ analysis to ensure that the QCD background is sup-
pressed and jets are contained in the instrumented region of the calorimeters;

• once reconstruction is performed, the two jets with the highest pT are taken, and a matching
procedure to true MC jets is applied by requiring that the distance between reconstructed and
MC jets ∆R =

√
(ηMC − ηreco)2 + (φMC − φreco)2 < 0.5.

Jet Energy Correction

Several figures of merits are used to evaluate the impact of HCAL removal on jet reconstruction
performance. As already explained in Section 3.3, the Jet Energy Correction takes into account the
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differences between true jets and reconstructed jets, by computing

K(pT, η,N) =
Ereco

EMC
(6.8)

where N is the number of PVs in the proton-proton collisions, and Ereco (Etrue) is the reconstructed
(true) energy of the jet. K(pT, η,N) does not have an analytical form, therefore it has to be computed
for each bin of pT, η and N so that it can be fitted and used afterward to estimate its effect on physics
analyses. Results of K(pT, η,N) fit, projected separately as a function of pT, η and N are shown in
Figure 6.23: already from this quick evaluation, it is evident that K(pT, η,N) is higher when HCAL
is replaced by the absorber.

Figure 6.23: Projection of fit to K(pT, η,N) as a function of pT (left column), η (central column) and N (right
column) for the HCAL configuration (first row) and the absorber configuration (second row).

Jet Energy Resolution

Once the Jet Energy Correction has been computed, the Jet Energy Resolution can be evaluated as

R =
Etrue − Ēreco

Etrue
(6.9)

where Ēreco is the reconstructed energy of the jet, corrected for the Jet Energy Correction K(pT, η,N)
computed previously. If no bias is present, R should have a gaussian shape with a mean equal to 0.
The standard deviation of R is the actual Jet Energy Resolution. Therefore, a first check comes from
fitting the distributions of R with and without HCAL, as shown in Figure 6.24.

Fit results are

RHCAL = (15.6± 0.3)% RnoHCAL = (17.5± 0.4)%, (6.10)

where a relative loss in jet energy resolution performance of about 10% is found. The Jet Energy
Resolution can be also computed as a function of the jet pT, by basically performing the same gaussian
fit in every jet pT bin. Results are shown in Figure 6.25 for both configurations. Interestingly, the
absorber configuration seems to improve the jet energy resolution in the low pT range, while for
pT > 40 GeV the absorber configuration has worse performance than the HCAL configuration.
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Figure 6.24: (left) Jet Energy Resolution R for the HCAL configuration. (right) Jet Energy Resolution R for
the absorber configuration.

Figure 6.25: Jet Energy Resolution as a function of the jet pT, for the HCAL (blue dots) and the absorber (red
dots) configurations. An improvement in the jet energy resolution in the low pT range is found for the absorber
configuration.

Jet reconstruction efficiency and fake probability

The jet reconstruction efficiency εjet is defined as the number of reconstructed jets over the number of
true jets in a specific jet pT range; the fake probability pfake is the number of fake jets (where a fake
jet is a jet not matched to a true MC jet) over the number of reconstructed jets. εjet and pfake as a
function of the true jet pT are shown in Figure 6.26.

From the εjet trend is evident that there is a loss in efficiency reconstruction when removing HCAL,
up to 5% in the worst case, particularly in the low pT range. Considering the fake probability pfake, an
increase is evident in the 20 − 30 GeV pT range, almost doubling the fake probability for the HCAL
configuration. For higher pT values results are compatible between HCAL and absorber configurations.
The following considerations can be drawn from this study:
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Figure 6.26: (left) Jet reconstruction efficiency εjet as a function of jet pT for HCAL configuration (blue dots) and
absorber configuration (red dots). (right) Fake probability pfake as a function of jet pT for HCAL configuration
(blue dots) and absorber configuration (red dots).

• in the absorber configuration, the Jet Energy Correction factor K(pT, η,N) is on average higher
with respect to the HCAL configuration, and this is expected since the measurement of the
neutral hadronic component of the jet is completely lost;

• this bigger correction factor induces on average a worse Jet Energy Resolution of about 10%;

• in the absorber configuration, the Jet Energy resolution improves in the low jet pT range, but
this improvement is followed by a decisive worsening of the jet reconstruction efficiency and the
fake probability. A possible explanation of the better Jet Energy Resolution is the fact that
the lower jet reconstruction efficiency might select jets that show better Jet Energy Resolution.
Therefore, this improvement might be just a fictitious one.

6.5.2 SPACAL PID performance

While being fundamental for high pT objects reconstruction, HCAL plays a role also in the PID
performance. Given the Hybrid-MC simulation framework presented in Section 6.4.1, some studies
have been performed to understand if some PID performance can be regained when considering solely
the upgraded ECAL geometry. As already explained in Section 6.3, the new SpaCal [104] technology
substitutes the Shashlik modules in the inner part of ECAL, with the possibility of longitudinal
segmentation of the modules. Indeed, longitudinal segmentation might be useful in getting some PID
discrimination between particles, particularly electrons versus hadrons: the possible role of longitudinal
segmentation is evident in Figure 6.27, where the xz plane of the shower propagation in a SpaCal
module is shown for an electron and a charged pion with energy E = 20 GeV. To study the PID
performance of the new Spacal modules, a single SpaCal W-GAGG module has been considered, and
the full Hybrid-MC simulation framework described in Section 6.4.1 has been used. Different kinds
of particles (electrons, muons, charged pions, and charged kaons,) have been shot singularly into the
SpaCal module, and the energy deposited in the fibers of each cell is measured. A “particle gun”
approach has been used, therefore no detector material is present in front of the module: this means
that particularly for electrons, no Bremsstrahlung radiation is produced (see Section 6.4.2). Particles
at different energies have been simulated, namely, 1, 2, 3, 4, 5, 20, 40, 60, 80, and 100 GeV: this choice
has been done to match the energies considered when collecting data during test-beam campaigns at
SPS and DESY facilities3. The full SpaCal W-GAGG module is considered, therefore all the energies

3The general idea is to perform this study on SpaCal W-GAGG module simulations, and then apply it on test-beam
data.
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Figure 6.27: (left) Energy deposited in a SpaCal W-GAGG module by an electron of initial energy E = 20
GeV. (right) Energy deposited in a SpaCal W-GAGG module by a charged pion of initial energy E = 20 GeV.

from the 128 cells (64 cells in the front section and 64 in the back section) are considered. Particles
are shot in the center of the module, to ensure that the electromagnetic shower is well contained in
the module and therefore the whole energy is measured.

Figure 6.28 presents the energy measured in the front section, in the back section, and the total
measured energy for particles (electrons, muons, charged pions, and charged kaons) hitting the SpaCal
module with energies E = 1, 20, 100 GeV. A few considerations are possible:

• muons leave little energy in the SpaCal module, with little dependence on the initial energy;

• pions and kaons distributions are exactly the same, while no evident dependence on the initial
energy is present;

• with increasing initial energy, the fraction of electron energy measured in the back section in-
creases, which is expected since the shower maximum of the electron is expected to move towards
the back of the module.

The combination of these plots is shown in Figure 6.29: a reasonable separation between different kinds
of particles can be already obtained by eye, by simply cutting on different values of Efront, Eback and
Etotal. Here, a more refined approach is used: a Convolutional Neural Network (CNN) which uses the
energy deposited in each cell is considered. CNNs are known for their ability to effectively handle data
objects that have a geometrical and well-defined structure. Images are excellent candidates for CNN
classification, given that they are described by pixels, where each pixel carries a property to describe
its color. In this specific situation, the energy released in the SpaCal module can be thought of as
pixels of an image, where the pixel structure is indeed the geometrical cell position (a square of 8× 8
cells), and each pixel is described by two values: the energy in the front Efront and in the back section
Eback. Therefore for this specific application, the CNN takes as input 128 features (energy released in
64× 2 cells), arranged in a matrix obtained from the module geometry. The CNN structure is shown
in Figure 6.30: the convolutional structure is made of 6 layers with [64, 64, 43, 43, 16, 16] nodes each,
and it processes information coming from the single cells; then, a dense layer combines the output
of the convolutional layer together with Efront, Eback and Etotal; in the end, a softmax activation
function returns the probabilities P (e), P (µ), P (π) and P (K) for that particle to be respectively an
electron, muon, pion or kaon. The CNN is programmed with the Tensorflow library combined
with the Keras plugin. The training procedure is performed for 200 epochs, with gradient descent
optimized with the Adam optimizer. A patience checkpoint equal to 20 is considered to optimize
the training procedure. A total of 10000 events per particle energy are simulated, resulting in 100000
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Figure 6.28: Energy measured in the front section Efront (left column), the energy measured in the back section
Eback (central column), and energy measured in whole module Etotal (right column) for electron, muons, pions
and kaons with energy E = 1 GeV (first row), E = 20 GeV (second row), and E = 100 GeV (third row).

events per particle type. The complete dataset amounts to 400000 events, which are split into training,
validation, and testing datasets.

The results of the application of the CNN to this PID problem are shown in Figure 6.31, where the
ROC curve and the normalized confusion matrix are plotted. The following conclusions can be drawn:

• electrons are perfectly reconstructed, allowing a perfect separation against charged pions;

• the same applies to muons, which are well distinguished from pions and kaons;

• separation between pions and kaons gives no results, but this is expected since pion/kaon sepa-
ration is mainly handled by the RICH sub-detectors.
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Figure 6.29: 3D scatter plot emphasizing the different distributions of Efront, Eback, and Etotal for electrons,
muons, pions, and kaons. Distributions are shown for particles with energy E = 1 GeV (left) and E = 20 GeV
(right).
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Figure 6.30: Schematical structure of the CNN used for this PID task.

6.6 Final considerations and future prospects

In this Chapter, the performance of the calorimeter system in the future LHCb upgrade has been
assessed. Particularly, the upgraded ECAL performance in reconstructing high pT electrons has been
studied, showing that with a slightly higher requirement on ADC saturation, it is possible to increase
the quality of the Z invariant mass peak. Studies on HCAL removal show that jets reconstruction
will be affected, with an average loss in performance of ∼ 10%; concerning PID, the longitudinal
segmentation of SpaCal modules will help in electron/hadron separation. There are several future
studies that need to be performed in order to assess completely the upgraded ECAL performance:

• high pT electron reconstruction studies: these studies still need to assess the energy loss due to
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Figure 6.31: ROC curve (left) and confusion matrix (right) for the PID study on a SpaCal W-GAGG module.

ionization effects. Moreover, the impact of the proposed ADC saturation requirements needs to
be evaluated also for lower energy processes, e.g. J/ψ → ee;

• jets reconstruction studies: the studies presented in Section 6.5 have several limitations:

– only the Run 4 configuration has been studied, therefore no performance at higher lumi-
nosities has been studied;

– the considered detector geometry do not take into consideration possible improvements
coming from upgrades of other sub-detectors, in particular, the upgraded ECAL studied in
Section 6.4;

– the actual jets reconstruction algorithms have been used, therefore no optimization has
been studied so far.

With these considerations in mind, new studies on jets reconstruction should be pursued;

• ML reconstruction: the studies presented in Section 6.5.2 show that indeed ML tools can be
used to gain information by exploiting the higher granularity and the longitudinal segmentation
of the upgraded ECAL.
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Chapter 7

New classification algorithms for jet
identification

Chapter 6 presented improvements from the detector side, by introducing new technologies that might
help in coping with the higher occupancies of the HL-LHC phase. Another possible source of improve-
ment comes from the algorithms used in the analysis: in Chapter 5 it has been demonstrated that the
WW analysis benefits from the usage of ML techniques, which allows the separation between WW
and W+ jets events. Better algorithms will lead to better background rejection, allowing for more and
more precise measurements. In this thesis, new algorithms for jet identification based on Quantum
Machine Learning (QML) techniques are studied. The structure of this Chapter is the following:

• Section 7.1 introduces the fundamentals of Quantum Computation;

• Section 7.2 gives a brief description of a typical QML algorithm, highlighting the differences and
similarities with classical ML algorithms;

• Section 7.3 presents a QML application on the b-jet identification task at the LHCb experiment:
a Variational Quantum Classifier (VQC) is trained to separate jets produced by b- and b̄-quarks
using information coming from the jet substructure. The VQC performance is studied and is
compared with a DNN using the same input features;

• finally, Section 7.4 deals with future prospects on QML application for jet identification studies.

7.1 Fundamentals of Quantum Computation

QML is based on QC. To better understand QC, it is useful to compare it with Classical Computation.
In Classical Computation, the bit represents the unit of information, which can assume two values, 0
(false) or 1 (true). In order to describe a larger number of states, a series of bits can be combined
together. In QC, the quantum analog of the bit is called qubit : it is a two-level quantum system that
can be measured in two states, |0〉 or |1〉, which form an orthogonal basis of a 2-dimensional Hilbert
space H. The most general system which is described by a qubit is defined as

|ψ〉 = α0 |0〉+ α1 |1〉 (7.1)

with α0, α1 ∈ C and satisfying the normalization condition

|α0|2 + |α1|2 = 1. (7.2)
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Given that the Hilbert space H is isomorphic to C2, the computational base of H can be easily
associated with the canonical base of C2 using the following relations:

|0〉 ∈ H→
(

1

0

)
∈ C2

|1〉 ∈ H→
(

0

1

)
∈ C2

(7.3)

With this isomorphism, quantum states can be represented as vectors. A suitable representation of
the quantum state |ψ〉 leverages the usage of spherical coordinates: Equation 7.1 can be rewritten (up
to irrelevant global phase) as

|ψ〉 = cos
θ

2
|0〉+ (exp iφ) sin

θ

2
|1〉 , (7.4)

with 0 < θ < π and 0 < φ < 2π. Since θ and φ can be interpreted as spherical coordinates, a qubit can
be therefore easily represented using the Bloch sphere: the qubit state is represented as a R3 vector
pointing from the origin of a R3 coordinates system up to the surface of a sphere of radius 1, given the
normalization condition expressed in Equation 7.2. A graphical representation of the Bloch Sphere is
shown in Figure 7.1.

Figure 7.1: Pictorial representation of the Bloch sphere [108].

Equation 7.1 defines a so-called pure state, a state that does not interact with the environment. While
this is a suitable approach to start working with these tools when dealing with real quantum hardware
the quantum state will always interact with the environment surrounding it. States that interact with
the environment, and therefore describe a combination of pure states, are called mixed states. It is
possible to describe pure and mixed states using the density matrix description: given a pure state
|ψ〉 as defined in Equation 7.1, its density matrix ρpure is

ρpure = |ψ〉 〈ψ| =
(
|α0|2 α0α

∗
1

α∗0α1 |α1|2
)
. (7.5)

ρpure is therefore a projector operator, satisfying the following properties:
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• ρpure is a hermitian operator, ρ†pure = ρpure

• ρpure is semi-positive defined, |φ〉 : 〈φ| ρpure |φ〉

• ρpure is a projector, ρ2
pure = ρpure

• the diagonal elements of ρpure are the probabilities of |ψ〉 being in a basis state, therefore
Trρpure = 1

For a mixed state, the same density matrix approach can be used: if pi is the probability associated
to a pure state |ψi〉 (with the sum of all probabilities equal to 1), then a mixed state is described by
the following density matrix:

ρmix =
∑
i

pi |ψi〉 〈ψi| . (7.6)

This time, ρmix does not satisfy the same properties of ρpure, particularly

• ρ2
mix 6= ρmix

• Trρ2
mix < Trρmix

Once the definition of qubit is clear, in principle one would like to combine information from several
qubits: in complete analogy with Classical Computation, this means to build a quantum circuit. The
starting point is to create a multi-qubit state, which is based on the concept of tensor product between
Hilbert spaces. Given n single qubits |ψi〉 ∈ H with i = 1, ..., n, a n-qubit system |Ψ〉 ∈

⊗n
i=1 H is

defined as

|Ψ〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ ...⊗ |ψn〉 . (7.7)

Using the isomorphism between H and Cn, |Ψ〉 can be rewritten on the canonical basis of Cn as

|Ψ〉 = α1 |0...00〉+ α2 |0...01〉+ ...+ α2n |1...11〉 with αi ∈ C (7.8)

Finally, the same generalization is applied to density matrices and mixed states,

|ψ〉 =

2n∑
i=1

αi |i〉 ρpure = |ψ〉 〈ψ| ρmix =
∑
i,j

αij |i〉 〈j| αi, αij ∈ C (7.9)

7.1.1 Quantum Circuits

Different qubits can be combined together into quantum circuits. To properly understand how this
works, the classical counterpart is taken into consideration. Indeed, classical computers operate on
bit-strings by means of logical functions: a logical function can be represented as a function f :
{0, 1}n → {0, 1}m that receives a n-bits string as input and gives an m-bits string as output. The
relation defining the output bit-string starting from an input bit-string is completely determined by
its truth table. Every logical function can be decomposed into elementary logical functions, which are
called logical gates: typical logical gates are the AND gate, the OR gate, the NOT gate, or the XOR
gate. Starting from these elementary logical gates, logical circuits are built from their combinations.

In analogy with classical computation, qubits can be manipulated by quantum gates. Quantum gates
are described by unitary operators acting on the quantum state, where a unitary operator O acting on
a Hilbert space H satisfies the requirement OO† = O†O = 1, where 1 is the identity operator. There
are two types of quantum gates:
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• 1-qubit gates: they are described by 2× 2 complex unitary matrices. Among these, some of the
most important are the Pauli operators:

X =

(
0 1
1 0

)
Y =

(
0 −i
i 0

)
Z =

(
1 0
0 −1

)
(7.10)

The X gate is also called NOT gate since its action flips the qubit in the computational basis:
X |0〉 = |1〉 and X |1〉 = |0〉. Other typical 1-qubit gates are the Hadamard gate (denoted H),
and the phase gate (denoted S), whose matrix representation is

H =
1√
2

(
1 1
1 −1

)
S =

(
1 0
0 i

)
(7.11)

Finally, there are 1-qubit gates that rotate the state vector around the x, y, and z axis on the
Bloch sphere by an angle θ; these are called rotation gates. They are defined as:

Rx(θ) = e−iθX/2 = cos
θ

2
1− i sin

θ

2
X =

(
cos θ2 −i sin θ

2

−i sin θ
2 cos θ2

)
(7.12)

Ry(θ) = e−iθY/2 = cos
θ

2
1− i sin

θ

2
Y =

(
cos θ2 − sin θ

2

sin θ
2 cos θ2

)
(7.13)

Rz(θ) = e−iθZ/2 = cos
θ

2
1− i sin

θ

2
Z =

(
e−iθ/2 0

0 eiθ/2

)
(7.14)

• 2-qubits gates: contrary to the previous case, these gates act on two qubits. A typical example
is the controlled-U gate: this is a 2-qubits operation that applies a U operation on a target
qubit, depending on the value set on the control qubit. A controlled operation is represented
as in Figure 7.2, where the control qubit (on top) is wired to the target qubit (on bottom)
through the control-U gate. The most common controlled gates are the CNOT (which stays for

Figure 7.2: Graphic representation of a controlled-U gate.

Controlled-NOT) and the CZ (which stands for Controlled-Z), respectively applying an X and
a Z operation depending on the value of the control qubit.

7.1.2 Entanglement

Entanglement is a fundamental concept of quantum computing that has no classical counterpart. Let
A and B be two quantum systems, then a state of the composite system is called separable if it can
be written as a classical probability distribution pi over uncorrelated states of the two subsystems ρA
and ρB:

ρ =
∑
i

piρ
A
i ⊗ ρBi
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A non-separable state is called an entangled state: an example of a non-separable pure state is provided
by the Bell states

|φ±〉 =
1√
2

(|0〉A ⊗ |0〉B ± |1〉A ⊗ |1〉B)

|ψ±〉 =
1√
2

(|0〉A ⊗ |1〉B ± |1〉A ⊗ |0〉B)

These states are also called maximally entangled states: the outcome of a measurement on the sub-
system B can be determined by measuring the subsystem A. This means that the two subsystems are
maximally correlated: this kind of correlation is purely quantum and cannot be achieved by means of
some sort of classical operations.

7.1.3 Measurement of a quantum system

Once the quantum circuit has been built, one would like to access a quantum state and perform
some measurements. To do so, a physical observable related to the system has to be measured. For
simplicity, a 1-qubit system is considered, as defined in Eq. 7.1. A measurement can occur on every
basis of the quantum state, but typically this happens on the computational basis. In this specific
case, the outcomes of the measurement are associated with the two projectors on the eigenspaces

P0 = |0〉 〈0| P1 = |1〉 〈1| (7.15)

and the probabilities associated with the results of the measurement (0 and 1) are

p(0) = 〈ψ|P0 |ψ〉 = |α0|2 p(1) = 〈ψ|P1 |ψ〉 = |α1|2 (7.16)

Once the measurement is performed, the quantum state collapses into the state associated to the
measurement outcome, so that if the outcome of the measurement is 0 then the quantum state col-
lapses into the |0〉 state. These kinds of measurements are called projective measurements on the
computational basis.

7.2 Quantum Machine Learning

The combination of the main ingredients of ML, together with the fundamentals of the quantum
computation just described, leads to the attempt to solve typical ML tasks using quantum circuits.

In a standard ML framework, the parameters of an algorithm are tuned through a training procedure
in order to achieve a given task. In the QML context, the main ingredient is a Parametrized Quantum
Circuit (PQC) [109]. PQCs (also known as variational circuits) are typically composed of a combina-
tion of fixed gates (like CNOT, CZ or H gates) and adjustable gates with tunable parameters (like
the RX, RY, RZ gates) that can be used QML models. Even at low circuit complexity, PQC are able
to generate non-trivial outputs that cannot be efficiently simulated by classical hardware. A PQC can
be summarised in three steps, schematically shown in Figure 7.3:

1. Pre-processing: a feature vector x is sampled from the training data-set PD and gets trans-
formed following a classical pre-processing scheme by a function φ that maps x → φ(x). This
step can include feature selection and normalization techniques.

2. PQC: this is the core of the whole procedure. This stage of the process consists in two steps:

147



7.3. Quantum Machine Learning for b-jet classification

Figure 7.3: Main components of a supervised ML model based on a PQC. [109]

• data encoding: the pre-processed feature vector x is fed into the quantum circuit through
an encoding, a circuit structure that assigns classical data to specific items of the n-qubit
system. Typically this happens through an encoder circuit Uφ(x) which embeds the data
into an n-qubits state. Different kinds of encodings exist, depending on the chosen circuit
structure or any hardware limitations.

• variational circuit: the prepared n-qubit system is processed by a variational circuit Uθ
with tunable parameters θ, which possibly act on an extended qubit register.

3. Post-processing: the measured expectation values {〈Mk〉x,θ}Kk=1 get mapped to a model pre-
diction by a post-processing function y = f({〈Mk〉x,θ}Kk=1)

The tuning of the parameter of the variational circuit is obtained during the training procedure.
In classical ML, this is typically obtained with a gradient descent procedure [94], which in a local
optimization method that iteratively updates the tunable parameters θ of the loss function L(θ)
towards the direction of the steepest descent, following the iterative rule

θi+1 = θi − η∇L(θi) (7.17)

where η is a tunable parameter called learning rate and i is the iteration index. This is done similarly
with PQCs, but this time it is possible to compute exactly the analytical gradients of PQCs using the
parameter shift rule [110, 111].

7.3 Quantum Machine Learning for b-jet classification

In the context of this thesis work, a study of a QML application to jet identification has been performed.
To quantify the applicability of QML algorithms, b-jet charge identification has been chosen as a task
for this exercise. b-jet charge identification identifies the ability of separating jets produced by b and
b̄-quarks. This is a very well known task at LHCb, which leads to important physics measurements,
such as the bb̄ forward-central asymmetry. The standard LHCb algorithm to identify the charge of
the b-quark generating the jet is an exclusive algorithm called muon tagging : the algorithm searches
for a muon signature inside the jet with pT > 5 GeV; given that the muon is produced through the
semi-leptonic decay of a b-quark, the muon charge is used to infer the b-quark charge. While being
a very pure method, its performance is limited by the branching ratio of the semi-leptonic of the b-
quark, which is approximately 10%, thus limiting the statistics available for this kind of measurement.
Another approach suggests to use an inclusive algorithm, which instead of relying on a specific physics
process happening inside the jet, it is based on the information coming from the whole jet substructure:
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this is particularly relevant at LHCb, given that the lower pile-up environment allows having PID on
the particles inside the jet: in this way, it is possible to identify almost all the particles that combine
to form the jet. Given that the inclusive algorithm is based on more information, ML tools are suited
to handle this kind of situation where a lot of inputs are present. A schematic view of the different
approaches is shown in Figure 7.4.

Figure 7.4: Schematic representation of possible jet tagging methods. In the exclusive method (lower jet) the
information comes from a specific physics process, e.g. the muon, whose charge is correlated to the b hadron;
in the inclusive method (upper jet), the information is extracted from the jet substructure [112].

7.3.1 Analysis strategy

The analysis strategy can be summarised in the following steps:

• features from the jet substructure are selected as input features for the QML algorithm and the
DNN. The starting dataset is divided into training, validation, and testing datasets;

• both DNN and QML algorithms are trained on the training dataset and their performance is
evaluated;

• DNN and QML algorithm are used to infer the charge of b-jets on the testing dataset. The
performance is optimized to maximize the tagging power εtag defined in Equation 7.18.

The analysis steps are schematically represented in Figure 7.5.

7.3.2 Tagging power and dataset description

The performance of the b-jet charge identification is measured with a figure of merit called tagging
power εtag, defined as

εtag = ε(1− 2ω)2 (7.18)

where ε is the efficiency and ω is the mistag, defined as

ε =
# identified jets

# total jets
ω =

# wrongly identified jets

# identified jets
(7.19)
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Figure 7.5: Flowchart of the analysis described in this Chapter. Red (blue) lines identify the steps where the
QML algorithms (DNN) are used.

ω ranges from 0 (perfect classifier) to 0.5 (random classifier). In this way, the tagging power takes
into account the fact that the algorithm might wrongly identify the jet charge.

In this study, LHCb simulated samples are used. The bb̄ di-jets samples are produced within the
LHCb simulation framework [70], which uses Pythia8.1 [29] with a specific LHCb configuration [73],
to generate proton-proton interactions and jet fragmentation and hadronization at center-of-mass
energy

√
s = 13 TeV. Pairs of b- and b̄-jets are selected by requiring the jet transverse momentum

pT > 20 GeV and jet pseudorapidity in the range 2.2 < η < 4.2, to ensure that they are well inside
the instrumented part of the detector. After the pre-selection, a fixed number of 16 different features
related to the jet substructure are used as input to the classifiers. Among the reconstructed particles
inside a jet the muon, kaon, pion, electron, and proton with the highest pT are selected. For each
particle three physical variables are considered: the magnitude of the transverse momentum to the
jet axis (prel

T ), the charge (q), and the distance, measured in the (η,φ) space, between the particle and
the jet axis (∆R). If a particle type is missing, the relative features are set to 0. The last feature is
the weighted jet charge Qtot, defined as the sum of the charges of the particles inside the jet weighted
with the particles prel

T [113–116]:

Qtot =

∑
i(p

rel
T )iqi∑

i(p
rel
T )i

. (7.20)

The analysis is performed using two datasets. The complete dataset includes the events selected with
the 16 features described above. The muon dataset contains jets with at least one muon and only
four features: prel

T , ∆R, q of the muon and the weighted jet charge Q. Table 7.1 summarises the
characteristics of the data samples.

7.3.3 Algorithm description

The QML algorithm used here is a VQC, already described in Section 7.2. Two types of data embed-
dings are considered:
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Muon Kaon Pion Electron Proton
Dataset prel

T q ∆R prel
T q ∆R prel

T q ∆R prel
T q ∆R prel

T q ∆R
Qtot

Complete X X X X X X X X X X X X X X X X
Muon X X X X

Table 7.1: Summary of the jet substructure features contained in the two datasets.

• Angle Embedding : given a n-qubit state, data are embedded in n angles of n rotational gates,
with a one-to-one correspondence between the input feature and the qubit, therefore requiring
n qubits for n input features.

• Amplitude Embedding : given a n-qubit state, data are embedded in the 2n amplitudes xi of the
state |x〉

|x〉 =
2n∑
i=1

xi |xi〉 . (7.21)

Therefore, given n input features, this circuit structure requires only log2 n qubits.

After the data embedding, the variational part is considered. In this study, a full entanglement
structure has been chosen, where all the qubits are entangled with each other. In the end, only the
first qubit is measured: the Pauli operator < σz >∈ [−1, 1] is measured and its value is mapped to
the probability for a jet to be generated by a b or b̄-quark:

Pb =
1

2
(< σz > +1)

Pb̄ = 1− Pb
(7.22)

A scheme of the two circuit structures considered is given in Figure 7.6.

Figure 7.6: Schematic representations of the two circuit structures used in this study: Angle Embedding
(upper circuit) and Amplitude Embedding (lower circuit). Both embeddings are followed by L repetitions of a
variational circuit [112].
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The classical optimization procedure of the QML algorithm is based on a mini-batch gradient descent
algorithm using the ADAM [95] optimizer. The loss function to be minimized during the training
procedure is the Mean Squared Error, defined as

L({θ}) =
1

N

N∑
i=1

(P ib ({θ})− T i)2, (7.23)

where N is the number of training jets, {θ} defines the set of optimized parameters of the circuits,
P ib ({θ}) is the probability for the i-jet to be generated by a b-quark (as defined in Equation 7.22) and
T i is the true charge of the b-quark.

Quantum circuits are simulated by means of noiseless simulators (noise impact is studied in Sec-
tion 7.3.7) using Pennylane [117], a Python framework designed specifically for QML applications.
The quantum circuit is embedded into a classical optimization algorithm, using the Jax [ref:jax]
Python library. Since the idea is to compare the quantum algorithms results and the results obtained
with a classical DNN, the same analysis is performed with a standard feed-forward DNN, implemented
using the Keras [118] framework with the TensorFlow [119] back-end. The DNN layout is represented
in Figure 7.7.

Figure 7.7: Schematic representation of the DNN layout used as a comparison with the QML algorithms [112].

7.3.4 Training and testing phases

The muon and complete datasets are both split into training and testing sub-datasets: about 60%
of the samples are used in the training process that includes also the validation and the remaining
40% are used to test, evaluate and compare the classifiers. In the muon dataset analysis, 60000 jets
are used for training and 40000 jets are used for testing. The complete dataset training is performed
on 400000 jets and the remaining 290000 are used for testing and assessing performance. Figure 7.8
shows the probability distribution Pb for the complete dataset. Two results come out of Figure 7.8:

• the Pb distributions for b- and b̄-jets are separated, showing that the QML algorithm is able to
perform some discrimination;

• jets that are wrongly classified tend to accumulate close to Pb = 0.5, while correctly classified
jets tend to stay at the edges of the distributions. This is going to be relevant in Section 7.3.5
when discussing the tagging power optimization.

The QML algorithm is compared to the DNN by looking at the ROC curve, as shown in Figure 7.9
for the muon and the complete dataset:
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Figure 7.8: (Left) Probability distribution for the complete dataset evaluated with the Angle Embedding struc-
ture. Red (green) distributions show the wrongly (correctly) tagged jets. (Right) Probability distributions for
jet tagged to (blue) b and (yellow) b̄ quarks [112].

• the Angle Embedding structure performs almost as good as the DNN, particularly for the muon
dataset;

• for the muon dataset, the Amplitude Embedding does not perform as good as the Amplitude
Embedding, while the gap between the two approaches seems to reduce in the complete dataset.
A possible explanation for this behavior is that when classifying the muon dataset, the Amplitude
Embedding is evaluated on a 2-qubit circuit, whose structure might not be enough complex to
perform classification.
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Figure 7.9: ROC curves for the muon (left) and the complete (right) dataset. QML algorithms are compared
to the classical DNN [112].
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7.3.5 Results and algorithm performance

Following a physics-driven approach, the performance of the QML algorithm and the DNN is evaluated
using the jet tagging power, defined in Eq. 7.18. The tagging power is computed as a function of the jet
pT and η for both the quantum and the classical classifiers. In order to optimize the tagging power,
a region symmetric with respect to 0.5 is defined, where no classification is performed, as already
demonstrated in Figure 7.8. The width ∆cut of the excluded region is defined for each classifier by
maximizing the tagging power evaluated using all the jets in the testing dataset. Such an exclusion
region reduces the tagging efficiency because fewer jets are tagged, but enhances the identification
probability by reducing the mistag ω. The probability distributions and the excluded region are
shown in Figure 7.10: indeed the region where the prediction power is minimum is excluded. The
width ∆cut of the excluded region for each classifier and for muon and complete dataset are summarised
in Table 7.2.

Classifier
Dataset DNN Angle Embedding Amplitude Embedding

Muon 0.30 0.25 0.16

Complete 0.21 0.19 0.12

Table 7.2: Width ∆cut for different classifiers and dataset [112].

7.3.6 Dependence of the results on the number of training events and circuit
depth

To further understand the performance of the quantum circuits studied, the dependence with respect
to the number of training events and the circuit complexity are evaluated: this is necessary in order
to have a concrete understanding of the feasibility of near-term applications on quantum hardware.
These parameters have an impact on the execution times and therefore on the possibility to use it. The
performance dependence on the number of training samples is an interesting parameter to compare
QML and DNN methods, in order to assess the differences between the two approaches. Given the
high computational efforts of simulating complex circuits with several qubits, only the muon dataset
is used. For QML, the Angle Embedding structure is considered with a different number of strongly
entangled layers and a different number of training events. The results are compared with the same
DNN considered in the previous section. The metric used to quantify the goodness of the quantum
classifier is the accuracy on a test subset of 40000 jets. The performance is calculated by averaging
over 10 training rounds. In Figure 7.13 (a) the accuracy of the Angle Embedding circuit is shown as
a function of the number of layers of the circuit. As expected, by increasing the depth of the circuit,
and therefore its complexity, the accuracy increases. This behavior stops at around 5 layers, where
the accuracy is saturating and no further improvement is evident. It is clear that, for a given number
of features and training data, the Angle Embedding model does not profit from an arbitrarily large
number of layers, therefore it is possible to keep a low number of layers, and subsequently a lower
complexity of the circuit, to obtain the best performance. This would reduce also the computing time
and resources needed for the simulation.

The accuracy as a function of the number of training events for the Angle Embedding circuit and
the DNN is shown in Figure 7.13 (b). Increasing the number of training events the performance of
the quantum algorithm is similar to the DNN, but when the number of training events decreases
the quantum algorithm keeps a very high performance, while the DNN is not able to perform a
good classification. This means that, with respect to the DNN, the QML method reaches optimal
performance with a lower number of events. Considering the fact that state-of-the-art ML algorithms
require very large data sets to get meaningful performance, this unique feature of QML algorithms
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cutΔ

Figure 7.10: Probability distributions for jet tagged to (blue) b and (yellow) b̄ quarks. The ∆cut region to
optimize the tagging power is shown [112].

needs further investigation, which could lead to a better understanding of how these algorithms are
using the input features.

7.3.7 Noise contribution to circuit performance

All results presented so far have been obtained in a “noiseless” scenario, which means that the inter-
actions between the circuit and the environment surrounding it have not been considered. Instead,
in a real scenario, i.e. when dealing with real quantum hardware, it is important to understand the
impact of noise on quantum circuits. Two kinds of noise can affect quantum algorithms:

• coherent noise: it originates from unitary errors in the application of quantum gates. This lead
to the construction of a different quantum state with respect to the desired one. A typical source
of this kind of noise is non-ideal calibrations of the quantum hardware;

• incoherent noise: this noise results from the interaction between the quantum hardware and the
environment. This noise gives quantum states that are not pure anymore and are described by
mixed states, i.e. probability distributions over different states.

While coherent noise can be easily described by unitary matrices combined with the circuit, incoherent
noise needs the language of density matrix and mixed states. Indeed, incoherent noise is modeled by
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Figure 7.11: Tagging power as a function of jet pT (left) and jet η (right) for the muon dataset. QML algorithms
are compared to DNN and the muon tagging approach.
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Figure 7.12: Tagging power as a function of jet pT (left) and jet η (right) for the complete dataset. QML
algorithms are compared to DNN and the muon tagging approach [112].

quantum channels. Mathematically, a quantum channel is a linear, completely positive, and trace-
preserving (CPTP) map. Given an initial state ρ, the output state Φ(ρ) after applying the channel Φ
to the state ρ can be described as

Φ(ρ) =
∑
i

KiρK
†
i , (7.24)

where Ki are called Kraus operators, satisfying the condition
∑

iKiK
†
i = I, where I is the identity

matrix. Therefore, the action of a quantum channel (and therefore the contribution of the environment
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Figure 7.13: (a) Accuracy of the Angle Embedding structure on the muon dataset versus the number of layers.
(b) Accuracy of the (red) Angle Embedding structure and (blue) DNN on the muon dataset versus the number
of training events [112].

to the circuit performance) can be represented as an application of a transformation corresponding
to the Kraus operator Ki with a given probability; in particular, the quantum channel applies the
transformation 1

pi
KiρK

†
i with a probability pi = Tr[KiρK

†
i ]. Quantum channels, therefore, represent

a probability distribution over different possible transformations on a quantum state.

For this specific study, the simulations of noise contribution taking into account both sources of
noise in quantum circuit measurements have been performed using the pennylane-qiskit plugin [117,
120]. This plugin allows the simulation of noise models coming from different real IBM quantum
computers [121], including state preparation and readout errors and keeping the Pennylane syntax.
The result is a simulation of a quantum algorithm on a real device structure. It is therefore possible to
study the performance of the considered algorithms on real hardware, without the need to deal with all
the technical difficulties arising when using a real quantum computer. Four IBM quantum computers
are considered: ibmq-belem, ibmq-santiago, ibmq-jakarta and ibmq-toronto, which have different
numbers of qubits (respectively 5, 5, 7 and 27 qubits), different quantum volumes1 (respectively 16,
32, 16, and 32) and different qubits structure, as shown in Figure 7.14 for the ibmq-santiago and
ibmq-belem which have the same number of qubits.

Studies are performed on the Angle Embedding circuit structure with three strongly entangled layers.
A small subset of the muon dataset is used because simulating circuits including noise contribution
is more time and computationally consuming; on the other hand, with a low number of events the
quantum algorithm performance is sufficiently high, as shown in Figure7.13. In this way, a subset of
1000 jets of the muon dataset is selected for training while validation is performed on a subset of 10000
jets. For each noise model, the training is performed for 50 epochs using ADAM [95] with a learning
rate ξ = 0.01 and batch size of 10 jets. The results are averaged over five rounds of training, using five
independent training subsets. The relevant figure of merit to assess noise models performance is the

1The quantum volume is the maximum size of a quantum circuit that can be effectively implemented on a noisy
intermediate-scale quantum device. In this paper, the definition from Ref. [ref:quantumvolume] is adopted.
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(a) (b)

Figure 7.14: Qubit structure of ibmq-belem (a) and ibmq-santiago (b) [112].

accuracy on the validation test. The results are shown in Figure 7.15 and summarised in Table 7.3.
Models including noise need more epochs to reach convergence, but in the end the results are consistent
with those of noiseless simulations within error. Such a result demonstrates that the proposed circuit
model for the muon dataset is robust to noise.
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Figure 7.15: Validation accuracy for noise models as a function of the number of epochs. Blue (light-blue) band
represent 1σ (2σ) uncertainty bounds for the noiseless model [112].

7.4 Future prospects

The work described in this Chapter has been proposed as an exploratory approach of QML algorithms
applied to a real physics problem, possibly using a physics-driven approach suitable at the analysis
level. The main limitations of this approach come from the application of these tools using real
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Chapter 7. New classification algorithms for jet identification

Noise model accuracy

no noise 0.640± 0.017

ibmq-belem 0.629± 0.047
ibmq-santiago 0.633± 0.038
ibmq-jakarta 0.637± 0.042
ibmq-toronto 0.631± 0.044

Table 7.3: Accuracy for noisy circuits obtained with the muon dataset [112].

hardware:

• for this specific study, the performance seems to improve by using circuit structures with more
qubits. So far, quantum computers have limited numbers of qubits, possibly limiting the per-
formance of QML algorithms. On the other hand, the performance of state-of-the-art classifiers
such as DNN is seen to have reached their maximum performance, therefore an effort in us-
ing more and more qubits has to be pursued in order to fully exploit the potential of QML
algorithms;

• while Figure 7.15 shows that the 4-qubit circuit structure is robust to noise, and therefore to
applications on real quantum hardware, this is definitely not the case for more complex circuit
structures, where it is harder to mitigate the interactions between the quantum hardware and
the environment. This results in higher errors during the circuit evaluation, which degrade the
performance of the classifier. To this extent, an effort towards error mitigation techniques and
optimized circuit design must be taken;

• finally, these QML algorithms can be applied to a variety of tasks. Chapter 5 proved that better
classification performance between WW and W+ jets will definitely result in more precise mea-
surement. Therefore, QML algorithms might help in improving the classification performance
and consequently the precision of several physics measurements.
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Conclusions

In this thesis, the measurements of W boson production in association with jets and W (→ µν)W (→
jets) pair production performed at the LHCb experiment are presented. Both analyses are based on
data taken by the LHCb experiment during the Run 2 data-taking campaign, for a total integrated
luminosity of L = 5.4 fb−1.

In the W+ jets measurement a high pT muon together with at least one or two jets with pT > 20 GeV
are required. The cross section defined in the fiducial region determined by kinematic requirements
on the muon and the jets, is measured differentially as a function of pjet

T , ηjet and ηµ, independently
of the W charge and for the two different charges of the muon. The values of the cross section in each
bin of η and pT will be made available for the inclusion in the next round of the PDFs determination.
Results for the total cross section in the fiducial region are

σ(W + 1 jet) = 462.29± 0.48± 20.34± 9.24 pb

σ(W+ + 1 jet) = 287.73± 0.37± 12.66± 5.75 pb

σ(W− + 1 jet) = 85.87± 0.30± 8.17± 3.71 pb

σ(W + 2 jets) = 47.69± 0.25± 2.95± 0.95 pb

σ(W+ + 2 jets) = 29.87± 0.21± 1.85± 0.59 pb

σ(W− + 2 jets) = 17.88± 0.16± 1.14± 0.35 pb

(7.25)

where the first uncertainty is statistical, the second one is systematic, and the third one is related
to luminosity determination. These results, obtained for the first time at a center-of-mass energy√
s = 13 TeV in the forward region, are in agreement with the SM expectations.

The WW pair production measurement requires one W boson to decay semileptonically into a muon
and a neutrino, and the other one to decay hadronically in two jets. The same fiducial region used in
the W+ jets analysis is used as well as the same requirements for the physical objects reconstruction.
In this case the W+ jets events constitute an irreducible background of the searched signal. To
increase the separation between WW and W+ jets events a ML techniques is exploited. A DNN has
been optimised for the classification tasks, with input features coming from the kinematic observables
of the muon and the jets. The result for the W (→ µν)W (jets) cross section in the fiducial region is

σ (W (→ µν)W (→ jets)) = 0.64± 0.30± 0.05± 0.01 pb (7.26)

where the first uncertainty is statistical, the second one is systematic, and the third one is related to
luminosity determination. The measurement is statistically limited, but it could achieve much higher
precision in the future with the next LHCb data-taking campaigns.

This is the first time that di-bosons production is studied in the forward region in proton-proton
collisions at

√
s = 13 TeV. Given the limited precision, it is difficult to go more deeply in the comparison

with the theory but it opens a new field of study for LHCb.
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7.4. Future prospects

LHCb would greatly improve its potentials on electroweak measurements if the electron could be in-
cluded. The performance of electron reconstruction for the upgraded ECAL has been studied and
presented using Z → ee events. Different luminosities and pile-up conditions have been considered.
A Hybrid-MC simulation framework has been developed to study different ECAL geometry configu-
rations, in order to assess the quality of the Z invariant mass peak reconstruction. This study shows
that requiring an ADC saturation threshold equal to 40 GeV will allow a better reconstruction of high
pT electrons. Secondly, the impact of the proposed HCAL removal on jets reconstruction has been
studied: results show that this will involve a 10% degradation in the jets reconstruction performance,
especially for the jet energy resolution and the jet reconstruction efficiency. More studies are needed
to understand if this worsening in performance can be mitigated or recovered at all.

An other important improvement could arise from the implementation of Quantum Machine Learning
algorithms on jet identification. In this thesis, the study of jets originated by b- and b̄-quark is taken as
a proof-of-principle to test the performance of these algorithms and to investigate if new insights are
possible in the jet sub-structure. While no improvements have been found with respect to state-of-the-
art ML techniques for the moment with the available quantum computing resources, this study sets
the first stepping stone in understanding the full potential of these new tools in future experiments.

162



Appendix A

Reweighting procedure templates
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Figure A.1: Iµ distributions for SR (red dots), CR (black dots) and the reweighted distribution (blue dots) for
Iµ < 0.8 as a function of ηµ. Distributions are normalized to one and show the evident matching between SR
and reweighted distributions.
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Figure A.2: Iµ distributions for SR (red dots), CR (black dots) and the reweighted distribution (blue dots) for
Iµ < 0.8 as a function of ηjet. Distributions are normalized to one and show the evident matching between SR
and reweighted distributions.
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Figure A.3: Iµ distributions for SR (red dots), CR (black dots) and the reweighted distribution (blue dots) for

Iµ < 0.8 as a function of pjetT . Distributions are normalized to one and show the evident matching between SR
and reweighted distributions.
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Appendix B

Template fits for different bins
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Figure B.1: Iµ template fit as a function of ηµ for W−+ 1 jet selection.
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Figure B.2: Iµ template fit as a function of ηµ for W++ 1 jet selection.
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Appendix B. Template fits for different bins
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Figure B.3: Iµ template fit as a function of ηjet for W−+ 1 jet selection.
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Figure B.4: Iµ template fit as a function of ηjet for W++ 1 jet selection.
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Figure B.5: Iµ template fit as a function of pjetT for W−+ 1 jet selection.
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Figure B.6: Iµ template fit as a function of pjetT for W++ 1 jet selection.
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Appendix C

Jet reconstruction and identification

Figure C.1: Distribution of Ntrk for Z → µµ+jet in data and simulations for different pjetT bins
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Figure C.2: Distribution of mtf for Z → µµ+jet in data and simulations for different pjetT bins
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Appendix C. Jet reconstruction and identification

Figure C.3: Distributions of cpf for Z → µµ+jet in data and simulations for different pjetT bins.
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Figure C.4: Distributions of Ntrk for Z → µµ+jet in data and simulations for different ηjet bins.

Figure C.5: Distributions of mtf for Z → µµ+jet in data and simulations for different ηjet bins.
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Appendix C. Jet reconstruction and identification

Figure C.6: Distributions of cpf for Z → µµ+jet in data and simulations for different ηjet bins.
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Appendix D

PID performance with SPACAL
module
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Figure D.1: Energy measured in the front section Efront (left column), the energy measured in the back section
Eback (central column), and energy measured in whole module Etotal (right column) for electron, muons, pions
and kaons with energy from E = 2 GeV (first row) to E = 5 GeV (fourth row).
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Appendix D. PID performance with SPACAL module

Figure D.2: Energy measured in the front section Efront (left column), the energy measured in the back section
Eback (central column), and energy measured in whole module Etotal (right column) for electron, muons, pions
and kaons with energy from E = 40 GeV (first row) to E = 80 GeV (third row).
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