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Abstract

Background: With the improvement of capillary elec-
trophoresis, much progress has been made in terms
of sensitivity and automation, but the interpretation
of the patterns, actually, depends totally on expert
personnel. The aim of this work was to evaluate Neu-
rosoft-Sebia, an expert system developed to discrim-
inate between regular and anomalous serum protein
electrophoresis patterns performed on Capillarys�2.
Methods: Neurosoft-Sebia, based on six auto-associ-
ative neural networks, was trained to create the initial
knowledge base. In the tuning phase, 3000 electro-
phoretic patterns were performed in three different
laboratories, and the discordances between human
experts and Neurosoft-Sebia classifications were add-
ed to the initial knowledge base. Finally, the perform-
ances of Neurosoft-Sebia were evaluated using a
benchmark dataset.
Results: The initial knowledge base was created with
2685 fractions. In the tuning phase, 241 discordances
were found: 56 as regular by Neurosoft-Sebia and
anomalous by human experts, and 185 as anomalous
by Neurosoft-Sebia and regular by human experts.
Sensitivity values were evidenced as the ability of
Neurosoft-Sebia in selecting anomalous fractions,
with an increase from 66.67% using the initial knowl-
edge base to 97.40% using the enriched knowledge
base.
Conclusions: This work demonstrated how the ability
of Neurosoft-Sebia in selecting anomalous pattern
was comparable to that of human experts, saving
time and providing rapid and standardized
interpretations.
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Introduction

Electrophoresis of serum proteins has become a test
of clinical relevance, allowing the detection of mono-
clonal gammopathies and providing information on
several diseases (1). In recent years, sensitivity and
automation in capillary electrophoresis have been
greatly improved, and the approach has become less
time-consuming (2). However, laboratory personnel
are held responsible for the analysis and interpreta-
tion of electrophoresis patterns and other related cru-
cial aspects, such as personnel training and
experience; this has, in many cases, led to a lack of
standardization, an unsatisfactory degree of attention,
and time wasting.

In the last two decades, several neural networks
(NNs), widely used machine learning techniques,
have been employed for pattern recognition (3). In
some applications, in which the patterns pertain to a
small number of classes and the data have a high
inter-class and a low intra-class variability, their per-
formances have been surprising (4, 5).

The original approach in electrophoresis pattern
classification, dating back to 1992, was based on feed-
forward NNs (6). In 1993, Manner et al. (7) proposed
another NN approach, which analyzed only the g-frac-
tion. Finally, in 2004, another method, able to detect
anomalies in the b- and g-fractions, was presented (8).
These approaches were based on multilayer percep-
trons (MLPs), the more common NN model, trained
using the backpropagation algorithm (9). MLPs are
particularly suited for classification tasks, when the
data present a high inter-class and a low intra-class
variability. On the other hand, in the machine learning
field, electrophoresis pattern analysis can be consid-
ered as a verification task; in fact, regular examples
present low intra-class variability, whereas anoma-
lous patterns are particularly heterogeneous and not
completely known a priori. Gori and Scarselli (10)
claimed that MLPs are not adequate in solving veri-
fication tasks and tend to lead to the misclassification
of negative patterns; on the contrary, other NN mod-
els, such as auto-associative neural networks
(AANNs) and radial basis function NNs, are particu-
larly suited to deal with verification problems. More-
over, such models allow exploiting unbalanced
training sets that collect a very small number of
examples belonging to the heterogeneous class,
while the training of an MLP in this situation is really
very difficult.

The present paper reports on the results of the
training, tuning and validation of Neurosoft-Sebia
(Sebia SA, Evry, Paris, France), an expert system
based on six AANNs, each of which is dedicated to
processing a distinct fraction, with a view to classi-
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Figure 1 Design of the Neurosoft-Sebia system.

fying electrophoresis patterns produced by Capilla-
rys�2 (Sebia SA) into two categories, regular or
anomalous, and to identifying curve fractions pre-
senting anomalous characteristics.

Materials and methods

Capillarys� system

Capillarys�2, an automatic capillary electrophoresis system
(11), is designed to perform serum and urine electrophoresis
tests. The system exploits liquid flow electrophoresis using
eight very narrow capillary tubes functioning concurrently
and allowing a throughput of 90 serum protein results per
hour. Direct protein detection, achieved by measurement at
200 nm, provides an electrophoretic pattern including albu-
min, a1-, a2-, b1-, b2- and g-fractions.

Neurosoft-Sebia architecture

The electrophoresis patterns processed by Neurosoft-Sebia
were originally represented by 300 pairs of x-y coordinates.
Since the x-y representation is not particularly suited to
locate the anomalies of patterns, a pre-processing phase is
carried out to extract, for each fraction, a set of features
which allow to describe the morphological characteristics of
the patterns. The system core was made up by a committee
consisting of six trained AANNs (3), each one specialized to
process a distinct fraction.

The AANN neurons were organized in three layers: input,
hidden and output. Each network input is a vector of features
that are extracted from the corresponding fraction, and its
output predicts the input class (anomalous or regular). The
predictions produced by the six AANNs were merged to
assess whether the entire electrophoresis pattern is regular
or anomalous. If an AANN misclassifies one or more frac-
tions, the user can provide feedback in order to adapt the
behavior of Neurosoft-Sebia to his/her own experience and
evaluation criteria (Figure 1).

To verify whether a given input vector belongs to the reg-
ular class or not, a trained AANN was used. The input vector
U was fed to the input units of the network and the signals
were propagated to compute the activation of the hidden
and output neurons. The Euclidean distance between the
output vector and the original input vector was computed
once the output O(U) was obtained. The classification was
performed by comparing with a threshold dis-dsIUyO(U)I
tance dthr. If d-dthr then the input pattern was recognized as
belonging to the regular class, otherwise it was considered
as anomalous. The value dthr is automatically computed by
the expert system for each fraction. However, such values
can be updated by the users to customize the behavior of
Neurosoft-Sebia. In fact, decreasing dthr enhances the sen-
sitivity of the system; on the contrary, the increase of dthr

corresponds to improving its specificity.
All the features that were considered during the develop-

ment of Neurosoft-Sebia represent the morphological char-
acteristics of the patterns; quantitative values were not
included in the feature set, since quantitative anomalies can
be determined using a rule-based algorithm.

The chosen features can be divided into two categories:
approximation and differential.

The key concept of approximation features was to approx-
imate the electrophoresis pattern or a particular fraction,
using a smooth function. The approximation error (obtained
by computing the distance between the pattern and the
approximation) could be used as a function describing the
smoothness of the input pattern (Figure 1, inside the circle).

The differential analysis of a function provided information
on the number of minimum and maximum points, their con-
vexity and concavity and, in general, on their smoothness.
Neurosoft-Sebia estimated the first, second and third deriv-
atives of each fraction. Features used to describe the asso-
ciated fraction, for each derivative, were, e.g., the number of
times it changes sign, its area and its maximum and mini-
mum values.

The system can represent each fraction by using a differ-
ent set of features. Currently, albumin, a1, b1 and b2 are
represented by 30 features, and a2 and g, by 31 and 47 fea-
tures, respectively, as they make up the majority of the
anomalies in the g-fraction from a statistical standpoint.
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Table 1 Initial training set composition.

Fraction Regular Anomalous Total

Albumin 541 0 541
a1 538 4 542
a2 542 3 545
b1 410 0 410
b2 256 15 271
g 311 65 376

Table 2 Discordances between laboratory human experts
and Neurosoft-Sebia in the classification of electrophoretic
patterns.

Fraction Regular according to Anomalous according
Neurosoft-Sebia and to Neurosoft-Sebia
anomalous according and regular according
to human experts to human experts
(false negative) (false positive)

Albumin 10 1
a1 0 0
a2 0 0
b1 12 142
b2 8 42
g 26 0

Neurosoft-Sebia training, tuning and validation

phases

To evaluate and optimize the performances of the expert
system, an evaluation procedure, divided into three distinct
phases, was carried out.

During the first phase, approximately 5000 fractions were
obtained using the Sebia Capillarys�2 and analyzed by four
human experts working in Sebia (the manufacturer of the
electrophoresis system to which Neurosoft-Sebia is applied).
To reduce the presence of ambiguous situations, only the
fractions obtaining a univocal analysis result (regular or
anomalous) were considered as training examples, which
made up the initial knowledge base.

At the end of the training phase, to evaluate the perform-
ances of the trained system, three distinct sets, each one
composed of 1000 different electrophoresis patterns (total
3000 patterns), were analyzed in three different Italian labo-
ratories (Forlı̀, Bergamo and Padova). The classifications
(regular or anomalous) made by the human experts working
in these laboratories were compared to those carried out by
Neurosoft-Sebia using the initial knowledge base. The lab-
oratories were chosen on the basis of the degree of experi-
ence of the personnel; each laboratory is located in a
university hospital, and carries out a relevant number of elec-
trophoresis each year (47,000, 100,000 and 125,000 analy-
ses/year, respectively). Furthermore, the operative procedure
employed for routine analysis by the different laboratories
involved are very similar, all of them using capillary electro-
phoresis; the mean time that each operator spends in eval-
uating electrophoresis (from 25 to 30 s/sample) is also
comparable. At the end of the tuning phase, the discor-
dances between Neurosoft-Sebia and human expert classi-
fications were added to the initial knowledge base,
simulating the enrichment of the training set by means of
users’ feedback, and the system was retrained considering
the new learning data thus creating the enriched knowledge
base.

Finally, during the validation phase, the performances of
Neurosoft-Sebia were evaluated using a public benchmark
dataset (http://www.dii.unisi.it/;neurosoft/nsbd.html) com-
posed of 1000 patterns, comparing the predictions obtained
using both the initial knowledge base and the enriched
knowledge base. The patterns belonging to the benchmark
dataset were classified by Neurosoft-Sebia, by a human
expert in the Padova laboratory and by three human experts
in Sebia. Then, the provided classifications were compared
among them to determine both the performances of the sys-
tem and of the human experts. For each comparison, the
predictions of the evaluated subject (Neurosoft-Sebia or a
human expert) were compared against the evaluations of the
remaining subjects. The results are reported regarding sen-
sitivity and specificity, where sensitivity is defined as the
number of anomalous patterns identified, divided by the
number of anomalous patterns identified plus the number of
‘‘false regular’’ (classified as regular by the subject and
anomalous by the remaining ones), while specificity is
defined as the number of regular patterns identified, divided
by the number of regular patterns identified plus the number
of ‘‘false anomalous’’ (classified as anomalous by the subject
and regular by the remaining ones).

Results

In the training phase, 2685 fractions were univocally
classified (2598 as regular and 87 as anomalous), thus
defining the initial training set (Table 1).

Subsequently, on the basis of this initial knowledge
base, the ability of Neurosoft-Sebia to classify the
curves was tested, comparing its results with those of
the experts working in the three chosen laboratories.
Table 2 reports the results showing the classification
discordances between Neurosoft-Sebia and human
experts in relation to each electrophoresis pattern
fraction.

Figure 2 shows some examples of conflicting
results in electrophoretic patterns. In each electropho-
retic pattern, Neurosoft-Sebia provides an interpreta-
tive aid identifying the degree of compliance of each
fraction with its classification as regular or anomalous
(greensregular, orangesanomalous). The majority
of discrepancies in terms of false negatives were
found for albumin (Figure 2A) and g-fraction (Figure
2B), while false anomalous fractions were found in
b-fractions in particular (Figure 2C).

To retrain Neurosoft-Sebia, thus reducing the dis-
agreements and improving its performances, all the
discordant patterns were added to the training data,
with human expert results being used as target
values.

Subsequently, 1000 additional electrophoresis pat-
terns belonging to a public benchmark dataset were
used to evaluate Neurosoft-Sebia. The patterns
belonging to such a dataset were evaluated by four
human experts, obtaining some ambiguous situations
due to contradictory evaluations provided by different
experts. To determine the performances of Neurosoft-
Sebia and of the human experts, we chose to select,
for each comparison, only the subset of the bench-
mark dataset constituted by the patterns that were
unanimously evaluated by all the subjects, except for
the evaluated one (Table 3). It is worth noting that the
higher the number of regular examples in the selected
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Figure 2 Examples from pattern discordances between Neurosoft-Sebia and human experts’ classification of the electropho-
resis patterns.
(A) Bisalbumin classified as regular by Neurosoft-Sebia (ds0.450, dthrs0.730); (B) g-fraction classified as regular by Neurosoft-
Sebia (ds0.740, dthrs0.746); (C) b2-fraction classified as anomalous by Neurosoft-Sebia (ds0.950, dthrs0.730). d is the value
produced by the system for each analyzed fraction; dthr is the classification threshold. Green, classification as regular; orange,
clarification as anomalous.
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Table 3 Benchmark subset composition.

Evaluated subject Regular Anomalous

Neurosoft-Sebia 559 192
Expert 1 578 209
Expert 2 590 195
Expert 3 569 223
Expert 4 621 195

The subset associated with each expert was created taking
into consideration the evaluation of the other experts on the
whole benchmark dataset and selecting only the curves
which obtained unanimous classifications.

Table 4 Sensitivity and specificity values obtained by Neurosoft-Sebia and by four human experts.

Sensitivity, % (95% CI) Specificity, % (95% CI)

Neurosoft-Sebia initial knowledge base 66.67 (61.33–72.01) 58.29 (53.74–62.84)
Human expert 1 92.82 (91.02–94.63) 95.67 (94.25–97.10)
Human expert 2 98.46 (97.60–99.32) 94.41 (92.00–96.01)
Human expert 3 87.89 (85.62–90.16) 98.95 (98.23–99.66)
Human expert 4 99.49 (99.00–99.98) 88.89 (86.73–91.05)
Neurosoft-Sebia enriched knowledge base 97.40 (96.26–98.53) 79.07 (76.16–81.98)

CI, confidence interval.

subsets the higher the sensitivity of the evaluated
subjects.

Finally, Table 4 reports the sensitivity and specific-
ity obtained by Neurosoft-Sebia using both the initial
and the enriched knowledge base, together with the
results obtained by the human experts.

Discussion

Neurosoft-Sebia, an expert system based on NNs and
designed to classify electrophoresis curves, has the
ability to improve its knowledge on the basis of new
information obtained from novel electrophoresis pat-
terns. The present paper describes the training, tun-
ing and validation of this expert system to classify
serum electrophoretic patterns, obtained using a typ-
ical capillary technique used in many laboratories to
carry out routine serum protein electrophoresis.

The training of an automatic classifier calls for a
large body of data to provide examples representing
the real-world data distribution (12, 13). On the con-
trary, relatively small datasets were used in the devel-
opment of the expert system described in the present
paper. This choice mainly depended on the difficulty
involved in assigning a unique target label to each
training example and, therefore, in providing the sys-
tem with unequivocal examples.

On considering the classification of electrophoresis
patterns, the learning procedure becomes extremely
difficult if a large set of patterns is randomly selected
from a laboratory database, since, in this applicative
context, an uncontrolled training set is likely to con-
tain many contradictory examples. On the other hand,
the selection of a set of carefully validated patterns
makes it easier to learn the distinctive characteristics
of the regular and the anomalous classes.

In our study, the initial system training was carried
out by employing electrophoresis patterns, thus
obtaining a univocal analysis result (regular or ano-
malous) which made up the initial knowledge base of
the system. A comparison then made between the
performances of Neurosoft-Sebia and the perform-
ances of expert physicians, and the discordances
found were added to the training set (feedback). Final-
ly, the retrained system was re-tested to verify the
improvement of its performances.

The algorithm, which includes training, tuning and
validation of the expert system appears to be of value
in view of the difficulty inherent to the definition of
a unique evaluation criterion between different
operators.

The results obtained in terms of sensitivity and
specificity also show how human experts disagree in
some predictions, and how Neurosoft-Sebia behaves
like an ‘‘average human expert’’, with an ability to
select anomalous fractions (sensitivity) that is equal
to, or even greater, than that of each physician.

The specificity of Neurosoft-Sebia, which remains
lower than those of human experts, even after the
retraining phase, is more than acceptable, the identi-
fication of anomalous patterns being the target of the
expert system. In other words, a review by human
experts of all the patterns designed as ‘‘anomalous’’
by the system seems to be mandatory, while its
capacity to automatically identify and release regular
patterns is highly requested in routine practice.

Furthermore, the system evaluated in the present
paper allows the users to update its behavior provid-
ing the system with feedback, indicating misclassified
patterns and also enriching the training data. Period-
ically, Neurosoft-Sebia can be retrained by exploiting
the enriched learning set in order to personalize its
behavior and create a ‘‘confidence relationship’’
between the system and human experts.

The findings obtained in the present study demon-
strate that Neurosoft-Sebia is reliable in classifying
electrophoresis patterns: it allows continuous system
training, thus constantly improving performances,
enables rapid and standardized interpretations in the
evaluating process for serum electrophoresis, saves
time, minimizes the need for personnel, and maxi-
mizes the clinical availability and the usefulness of
protein analyses.

In our laboratory, e.g., located in a university hos-
pital, where approximately 500 serum protein electro-
phoresis patterns are analyzed daily, being 30% of the
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proportion of regular curves, Neurosoft-Sebia might
allow the selection of anomalous curves that need
visual inspection, saving approximately 2 h/day (on
the basis of a mean value of 10 s for the inspection
of regular curves). Therefore, in other laboratories,
where there are a greater number of patients showing
a regular electrophoresis pattern, the use of this
expert system could lead to an even more interesting
optimization and rationalization of resources.
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