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Abstract—Perception plays a major role in human-robot col-
laboration tasks enabling the robot to understand the surround-
ing environment, especially the position of humans inside its
working area. This represents a key element to ensure a safe
collaboration, and several human representations have been pro-
posed in the literature (e.g., 3D bounding boxes, skeletal models).
In this work, we propose a novel 3D human representation
derived from body parts segmentation, which combines high-
level semantic information (i.e., human body parts) and volume
information. Body parts segmentation is known as human-
parsing in the literature, which mainly focuses on RGB images.
To compute our 3D human representation we propose a multi-
view system based on a camera network, where single-view body
parts segmentation masks are projected into 3D coordinates and
fused together, obtaining a 3D representation robust to occlusions.
A further step of 3D data filtering also improves robustness to
outliers. The proposed multi-view human parsing approach has
been evaluated in a real environment in terms of global and
class accuracy on a custom dataset, acquired to thoroughly test
the system under various conditions. The experimental results
demonstrate that the proposed system achieves high performance
also in multi-person scenarios where occlusions are largely
diffused.

Index Terms—human parsing, RGB-D perception, human-
robot interaction

I. INTRODUCTION

Human-robot collaboration (HRC) is one of the most stud-
ied topics in the robotics community. High importance is par-
ticularly given to safety, especially in industrial environments
where robots represent potential sources of danger for human
workers: when humans and robots operate simultaneously,
they may be working very close together and accidental
collisions between them must be avoided.

A common solution to guarantee safety in human-robot
collaborative tasks is based on vision systems such as camera
networks and people tracking algorithms [1]. Such systems
may exploit different representations to describe the human
pose and motion within the scene. In [2], people recognized
by the detection algorithm are represented by means of a
single point such as the person’s centroid; this solution is fast,
but it does not provide enough information to the robot for
avoiding possible collisions. A simple improvement can be
the construction of a 3D bounding box around the person’s
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centroid [3], which allows to describe also the human volume.
Other common human representations are based on skeletal
models, namely a set of joints connected by a set of links [4].
These models provide a detailed representation of the person,
with the position of each joint known at each instant, but do
not provide information on the actual volume of the person.

In this work, we address the problem of human estimation
by proposing a novel 3D representation based on body parts
segmentation. We aim to segment people into different fine-
grained semantic parts (e.g. head, torso, arms and legs),
a problem known as human parsing in the literature. Our
proposed representation contains the semantic information of
the body parts, which allows to know at any time the position
of the person and his/her body parts. Moreover, it allows
a good and more refined estimation of the person’s volume
compared to its 3D bounding box.

II. MULTI-VIEW HUMAN PARSING

A detailed picture of the proposed approach is given in
Figure 1. Our system relies on a network of RGB-D cameras
to be robust to occlusions [5]. In the first stage, a 2D human
estimation is computed on RGB-D frames from multiple points
of view, acquired by means of the camera network. For each
viewpoint, people in the scene are segmented with respect
to their body parts by means of our human-parsing module,
based on the SCHP [6] architecture; moreover, an object
detector localizes people with a bounding box, used later on
for refinement. Single-view body parts segmentation masks are
projected from 2D to 3D to obtain segmented point clouds
from each camera, which are then aggregated together to
overcome possible occlusions. A multi-view refinement is also
used at this stage to remove noise and outliers, exploiting the
single-view bounding boxes computed in the first stage. The
final output of our system is a 3D semantic representation of
each person in the scene; two representations are available,
a segmented point cloud describing the person’s volume and
a high-level representation made only of the centroids of the
body parts, similar to the skeletal models commonly used.

The proposed multi-view human parsing system has been
built upon a previous work that addresses people and
skeletal tracking in multi-view camera systems, known as
OpenPTrack [2]. For the human-parsing module we used
the original SCHP implementation' in PyTorch, using the
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Fig. 1. An overview of our multi-view human parsing system. Body parts segmentation masks are computed from the RGB-D frames of each camera in the
network, projected from 2D to 3D and then aggregated together; the final output of the system is a 3D semantic representation of the person in the scene.

TABLE I
CLASS AND GLOBAL PERFORMANCES ON THE CUSTOM DATASET, SUBDIVIDED PER TYPE OF SCENE. FIRST COLUMNS SHOW IOU PER CLASS. LAST
COLUMNS SHOW THE GLOBAL PERFORMANCE.

Type of scene Torso  Upper arms [EREQUSEE s 057010 W Background GA AP Fl mloU
Simple 68.5 77.2 56.4 36.4 71.6 63.2 99.8 99.1 832 79.6 675
Occlusions 75.2 75.1 504 42.4 68.7 50.7 99.3 99.1 76.7 755 62.8
Crowd 66.2 63.7 50.3 424 68.7 50.7 98.1 97.7 754 762 629
Crowd + occ. 74.8 72.4 53.7 37.7 66.6 51.2 98.8 984 787 774 650
Average | 71.3 72.3 53.0 37.1 68.2 53.0 99.1 | 988 786 774 6438

pretrained network weights provided by the authors after
training on the Pascal-Person-Part dataset [7].

The multi-view human parsing system described so far
has been evaluated on a custom dataset that was created on
purpose. The dataset is composed of RGB-D frames acquired
from multiple points of view using a camera network of Mi-
crosoft Kinect One sensors. The dataset includes 129 RGB-D
frames from 3 different points of view, acquired under different
conditions and levels of difficulty (i.e., one or more people,
presence of strong occlusions, presence of a moving robot
manipulator) to test and analyse the proposed approach in
various scenarios. All the acquired frames have been manually
annotated using the Django Labeller’ image labelling tool.

A detailed analysis of the performance of our multi-view ap-
proach on each semantic class is given in Table I. Our method
shows good performance on the classes Head and Torso in
terms of mloU, achieving good results even in the case of
occlusions. The most critical class is Lower arms, for which
we achieve low performance even in fairly simple scenarios.
However, this result depends very much on the performance
of human-parsing models, which in general struggle on such
class.

III. CONCLUSIONS

In this work, we proposed a multi-view human parsing
system capable of estimating a semantic 3D volume of people
in a scene. Considering human-robot collaboration scenarios,
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our representation presents several advantages with respect to
the representations commonly adopted such as bounding boxes
and skeletons: flexibility, robustness as well as combining
semantic and volume information, useful for implementing
human collision avoidance strategies. Experiments on our cus-
tom dataset demonstrated how our multi-view approach helps
to achieve high segmentation accuracy on scenes of various
difficulty levels, such as in the case of strong occlusions or
many people in the scene.
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