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A B S T R A C T

Negative ion sources are fundamental components of neutral beam injectors (NBI), one of the main heating
systems for fusion reactors. SPIDER is the full-scale prototype negative ion source for ITER NBIs. It is hosted in
Padua as part of the Neutral Beam Test Facility (NBTF). It aims to extract up to 330Am−2 of negative hydrogen
ions from an inductively coupled plasma, generated inside 8 cylindrical drivers. The negative ion production
is enhanced by caesium evaporation inside the source.

In caesium-seeded negative ion sources, negative ions are produced close to the extraction apertures, and
they are mainly generated by surface conversion of neutral atoms and positive ions impinging on the ion
source walls, particularly on the plasma grid. The conversion yields depend on the energy distribution of
these precursors, and so does the energy of those particles which are reflected as negative ions. The positive
ion flow in the extraction region may also impact on the extraction probability of negative ions, via momentum
transfer. Besides, in giant multi-driver RF sources such as SPIDER, a gradient of plasma potential is present in
the expansion region Sartori et al. (2021), affecting the positive ion transport towards the caesiated plasma
electrode and their energy.

To approach this complex problem, a 3D test-particle Monte Carlo code for tracing plasma motion in
SPIDER was developed. Positive ions species are generated in different positions within the plasma source
volume and are tracked under the influence of electric and magnetic fields. Then, Monte Carlo collisions
are used to simulate the interaction with predetermined backgrounds of plasma and neutrals, with profiles
derived from experimental data. The particles are traced until they hit the ion source walls. Finally, the energy
distribution of the different particle species impinging on the plasma grid (PG) are determined, and used to
assess the generation and the energy distribution of the produced H−.
1. Introduction

Future nuclear fusion reactors require external heating systems in
order to reach and maintain the temperature needed to achieve a net
energy gain. ITER, the largest international collaboration aiming at
achieving a net energy gain from nuclear fusion [1], will rely on up
to three neutral beam injectors, among other heating systems. Each of
them will deliver 16.5MW of 1MeV deuterium atoms to the reactor
plasma. These atoms will be produced from negative hydrogen ions, ex-
tracted and accelerated from a plasma source. As the requirements for
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∗ Corresponding author at: Università degli Studi di Padova, via VIII Febbraio 2, Padova, 35122, Italy.
E-mail address: beatrice.segalini@igi.cnr.it (B. Segalini).

ITER NBIs have never been achieved altogether in a single machine, the
test facility PRIMA (Padova Research on ITER Megavolt Accelerator)
has been built at Consorzio RFX in Padova. It hosts two experiments,
MITICA (Megavolt ITER Injector & Concept Advancement [2]), the full
scale prototype of the entire NBI, and SPIDER (Source for Production
of Ion of Deuterium Extracted from RF plasma [3,4]) the prototype of
the plasma source alone.

SPIDER is a giant RF negative ion source, designed to extract and
accelerate 46/40 A of H−/D− ions up to 100 keV. It is composed of 8
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cylindrical drivers, capable of igniting the plasma through the inductive
coupling with 4 radio frequency (RF) generators, each delivering up to
200 kW. The plasma then expands in the so called expansion region,
owards one of the source walls, where a set of 1280 apertures are

present (plasma grid, PG). A transverse magnetic field of the order of a
few mT is generated by an electrical current flowing in the plasma grid.
This field reduces the electron temperature in the vicinity of the plasma
grid, thus increasing the survival probability of the negative ions.

Plasma-facing surfaces of negative ion sources are covered by a
layer of caesium. Thanks to the low work function of the alkaline metal,
the extracted of H− (D−) are mostly produced via surface conversion of
positive and neutral particles [5]. The energy of these H− precursors
influences beam properties, such as beam divergence and uniformity.

Thus, studying the precursors trajectories and determining their
energy distribution is important and useful in order to improve the
source performances. In this work, a three dimensional test particle
Monte Carlo simulator has been developed with this aim, focusing
especially on deriving energy spectra and producing a useful numerical
tool to investigate physical phenomena and compare experimental data,
following the example of previous work such as [6].

In Section 2, the physical model is described, explaining which
electromagnetic fields are considered, the process of particle genera-
tion, how collisions are treated. In Section 3, simulation analyses are
presented, focusing on the effect of magnetic filter field and PG biasing
and on the H− yield computation. In Section 4, conclusions are drawn
also discussing possible improvements of the model.

2. Model description

In this section, a general description of the model adopted for
describing SPIDER will be found. The code is a written in a C++
framework and takes into account many physical aspects of the source,
and the paper will cover respectively:

• in Section 2.1, a description of the electrical and magnetic fields
implemented;

• in 2.2: particle initialization, i.e. how the set of starting particles
is generated;

• in Sections 2.3 and 2.4: a description of how elastic and inelastic
collisions are treated;

• finally, in 2.5, the main numerical aspects are quickly reported.

2.1. Plasma profiles and electromagnetic fields in SPIDER

In this work, all the plasma and electromagnetic field profiles are
inferred from experimental data, with some educated guesses derived
from previous measurements on SPIDER or on similar sources [7–9]. In
the following, the 𝑧 direction corresponds to the beam direction, from
the driver towards the expansion region. The 𝑥 coordinate is horizontal
and the 𝑦 coordinate is vertical.

The magnetic field 𝐵⃗ can be chosen to be either constant along any
space direction or to have an 𝑥-component function of the 𝑧 coordinate,
ccording to the formula:

𝑥 = 𝛼
2
(𝐵𝑃𝐺 − 𝐵𝐷𝑉 𝑅) tanh

( 𝑧 − 𝑧𝑓𝑙𝑒𝑥
𝑚

+ 1
)

+ 𝛼𝐵𝐷𝑉 𝑅 (1)

here 𝐵𝑃𝐺 = 5mT is the value of 𝐵 at the PG, 𝐵𝐷𝑉 𝑅 = 2mT is the
alue of 𝐵 at bottom of the driver, 𝑧𝑓𝑙𝑒𝑥 = 0mm is the coordinate of

the flex point and 𝑚 = 0.1 is the slope of the curve, 𝛼 is a factor used
to model the shape of the curve.

This 𝑧−profile mimics the measured profile of SPIDER magnetic
field [8]. Two different values of 𝛼 (𝛼 = 0.5, 𝛼 = 1) are used
n the simulations presented in this paper, those |𝐵𝑓𝑖𝑒𝑙𝑑 | curves are
epresented in the bottom half of Fig. 1: the energy spectra collected in
hese 2 configurations will be then compared to see how the magnetic
ield affects positive ions.
2

d

Fig. 1. Top: Background temperature and density profiles from the drivers to the
PG. Bottom: module of the magnetic field 𝑥−component (horizontal) in the simulation
domain.

Fig. 2. Experimental potential profiles measured in SPIDER at 𝑝 = 0.3 Pa, 𝑃𝑅𝐹 = 50 kW
per driver, for bias voltage 𝐼𝑆𝐵𝑃 = 14.3V (red) and 𝐼𝑆𝐵𝑃 = 43V (green) (fig. 11
of [7]). The black dotted lines outlines the Plasma grid (PG) position and the driver
back-plate (DVR), the potential at the PG is set to 35 V. The dashed line is a different
configuration in which 𝑉𝑃𝐺 = 12 V.

Concerning the electric field, the potential profile is shaped to
mimic experimental data of [7], collected with a set of movable Lang-
muir probes for 2 different bias plate voltages. In Fig. 2, two cases
are depicted: a more realistic one (blue line, along 𝑧 direction) and
an extreme case, such as the dashed line in figure, which was also
studied in order to show the impact of the potential shape on the energy
distribution at the PG. The steepness of the curve in the expansion
region impacts on the velocity of positive particles impinging on the
grid, hence reflecting a change in the distribution and showing the strict
relation between electrostatic potential and the energy distribution.
This results will be addressed in Section 3 (Figs. 6, 7).

Tracking particles in the space potential does not need resolving the
sheath thickness, therefore the potential imposed at the boundaries 𝛴
is the potential at the plasma sheath edge 𝑉𝛴 = 𝑉𝑠ℎ𝑒𝑎𝑡ℎ, with 𝑉𝑠ℎ𝑒𝑎𝑡ℎ ≈
𝑉𝑤𝑎𝑙𝑙+

1
2 ln

(

𝑚+∕𝑚𝑒
)

⋅𝑇𝑒 (i.e. not the potential of the metallic walls) at the

river walls, with 𝑇𝑒 electron temperature, 𝑚+ the positive ion effective
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Fig. 3. Section of the simulation domain with potential and electron density 3D
distribution.

mass and 𝑚𝑒 the electron mass. This approximation is not necessarily
applicable to the lateral walls and the PG, at which a fixed potential was
applied, compatible with experimental measurements [7,10]. Then, the
code computes the 3D space potential by solving Poisson equation. In
order to obtain the fields in plasma, tailored 3D space charge distribu-
tions are chosen to mimic the experimental profiles 𝑉 (𝑧), obtaining (for
instance) the results in the right part of Fig. 3 (𝑥 − 𝑧 plane).

An approximate relation to yield the experimental profiles of elec-
tronic density along the driver’s axis from the potential profile is
obtained by fitting the experimental data with a polynomial function,
𝑛𝑒 = 𝑛𝑒0{1017 +

∑4
𝑖=1(−1)

𝑖𝑎𝑖𝑉 𝑖}. The parameters are 𝑎 = 3.42 × 1016,
𝑎2 = 1.75 × 1016, 𝑎3 = 5.26 × 1014, 𝑎4 = 4.73 × 1012, while the maximum
density 𝑛𝑒0 can be defined (𝑉 is given in V, 𝑛𝑒0 in 1017 m−3). This
relation is applied to derive the complete 3D distribution of the plasma
parameters from the space potential. The electron temperature profile
is also defined with a similar approach: the polynomial function is
𝑇𝑒 =

∑3
𝑖=0 𝑡𝑖𝑉

𝑖 while the coefficients are 𝑡0 = 1.8, 𝑡1 = 5.1 × 10−2,
𝑡2 = 3.5 × 10−2, 𝑡3 = −6.4 × 10−4. An example of electron density
profile is displayed in the top part of Fig. 1 and in the left part of
Fig. 3. In the same figure, the H+ and H+

2 density distributions are
also plotted: they are obtained from quasi-neutrality (𝑛𝑒 = 𝑛𝐻+ + 𝑛𝐻2+)
and assuming an effective mass 𝑚𝑒𝑓𝑓 = 1 +

(

tanh
(

𝑧∕𝑙0
)

+ 1
)

∕2 (with
𝑙0 = 10 cm a characteristic length, which corresponds approximately
to the dimension of the driver region) and to the electron density:
𝑛𝐻+ = 𝑛𝑒(2 − 𝑚𝑒𝑓𝑓 ) and 𝑛𝐻+

2
= 𝑛𝑒(𝑚𝑒𝑓𝑓 − 1). This empirical formula

is an educated guess based on [9], assuming a higher concentration of
H+, while H+

2 are more dominant in the region close to the PG.

2.2. Spatial and energy distribution of starting particles

The velocities and energies of the initial set of particles, gener-
ated by dissociation of the background H2 gas caused by electron
impact, are defined according to an effective distribution that combines
the various possible channels [11]. The electron temperature deter-
mines the various dissociation channels, so that the energy distribution
function of the initial proton or atom varies within the simulation
domain depending on the local electron temperature: for instance, at
low electron temperature, dissociation via repulsive 𝑏3 triplet state
provides fragments with energy around 2.4 eV; at much higher electron
energies, dissociative ionization via the repulsive state 2p𝜎𝑢 of H+

2 gives
fragments with kinetic energy of about 4.3 eV. H+

2 created by ionization
have an initial energy of 0.1 eV. The generation of H, H+ and H+

2 is given
from the reaction rates of neutral molecular hydrogen and electrons.
The generation rates of the protons are significantly lower than the
other particles. This is due to the fact that the threshold energy in
protons production is significantly larger, meaning that the production
of H or H+

2 will prevail. Protons can however be produced by multi-
step processes, as a product of H+

2 interactions. For each test particle,
its species is determined by comparing the generation probabilities:
the rates ⟨𝜎𝑣⟩ are multiplied by the electron and H2 densities, by the
volume of the mesh element in which the particle is born and divided
3

Fig. 4. Dotted lines: profile of starting test particle weights along a driver axis. Solid
lines: starting test particle weights averaged on 𝑥 − 𝑦 direction.

by 𝑃 , the number of test particles per mesh element. Hence, a weight
associated to each of these particles is obtained: with this approach,
the test particle weight depends on the background plasma and gas
parameters, but can also be controlled by the mesh size. In Fig. 4, the
aforementioned weights along the 𝑧 direction are represented, high-
lighting the difference between the ones on driver axis and their value
averaged on the source volume. The latter shows a discontinuity at
the driver exit: this is due to the change in average plasma parameters
when entering the expansion region.

2.3. Elastic collisions

Elastic (Coulomb) collisions are treated following the small angle
approach described in [12] (for neutrals) and in [13] (for Coulomb
collisions between charged particles). Let the projectile be labeled with
subscript 1 and the target with 2, and hence consider a system of two
particles of mass 𝑚1 and 𝑚2 respectively, moving at speed 𝑣1 and 𝑣2
with respect to the laboratory inertial frame of reference. First of all,
a change of frame of reference is performed, computing the particle
velocities in the Center of Mass (CoM) system of reference, according
to the formula:

𝐯 =
𝑚1𝐯1 + 𝑚2𝐯2
𝑚1 + 𝑚2

. (2)

Solving the equation of motion in this reference frame [14], it is
possible to derive the exiting angles of the two particles after the
collision:

tan(𝜃1) =
sin𝛩

𝑚1∕𝑚2 + cos𝛩
(3)

𝜃2 =
1
2
(𝜋 − 𝛩) (4)

where 𝛩 is the scattering angle in the CoM reference frame, which
is selected randomly with a uniform distribution according to the
null-collision method described in [12]:

cos𝛩 = 1 − 2𝑅 (5)

with 𝑅 ∈ [0, 1].

2.4. Inelastic collisions

To treat inelastic collision, let us consider the same two initial
particles described at the beginning of Section 2.3. During the collision,
a threshold energy 𝐸𝑡ℎ > 0 of the kinetic energy of the system is used
to change the internal energy of one of the particles (e.g. in an ion-
molecule collision, the molecule is excited to a higher vibrational state).
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Table 1
Inelastic processes considered in the simulations.

Projectile Target Reaction results

H+ H2[v = 0] ⟶ H+, H[1s], H[1s]
H+ H2 ⟶ H+, H+

2 , e
H+ H2 ⟶ H, H+

2
H+ H[n = 1, 2, 3] ⟶ H+, H[n = 2, 3]
H+ H[n = 1, 2, 3] ⟶ H+, H+, e
H+ H+

2 ⟶ H+, H, H+

H H2 ⟶ H−, H+
2

H H2 ⟶ H, H+
2 , e

H H2[v = 0, 1, 2] ⟶ H, H2[v = 0, 1, 2]
H H ⟶ H−, H+

H H ⟶ H+, H+, e
H+ H[n = 1, 2, 3] ⟶ H+, H+, e
H+ H[n = 1, 2, 3] ⟶ H[n = 1, 2, 3], H+

e H[1s] ⟶ e, H+, e
e H2 ⟶ e, H+

2 , e
e H− ⟶ H, 2e
H+

2 H2 ⟶ H+
2 , H+

2 , e
H+

2 H2 ⟶ H2, H+
2

H2 H+
2 ⟶ H+

2 , H2
H− H2 ⟶ H, H2, e
H− H2 ⟶ H+, H2, e
H− H2 ⟶ H−, H+

2 , e
H− H2 ⟶ H−, H+, H, e
H− H2 ⟶ H−, H+, H+, e
H− H ⟶ H, H−

H− H ⟶ H2, e
H− H ⟶ H+, H, 2e
H+ H− ⟶ H, H
H+ H− ⟶ H+

2 , e
H+ H− ⟶ H, H+, e
H+ H− ⟶ H+, H−

The energy and momentum conservation equations, in 3D, therefore
are:
1
2
𝑚1𝑣

2
1 +

1
2
𝑚2𝑣

2
2 − 𝐸𝑡ℎ = 1

2
𝑚1𝑣

′2
1 + 1

2
𝑚2𝑣

′2
2 (6)

𝑚1𝒗𝟏 + 𝑚2𝒗𝟐 = 𝑚1𝒗′𝟏 + 𝑚2𝒗′𝟐 (7)

here 𝒗𝟏′ and 𝒗𝟐′ represent the velocities after the collision occurred.
The collision is defined as inelastic if it changes the state of one

f the particles involved. Let the target particle (number 2) be the
ne changing its species, while the projectile (labeled with 1) remains
nchanged. Moving to the target frame of reference by subtracting the
elocity of particle 2 before the collision, we define 𝒗𝟏 = 𝒗𝟏 − 𝒗𝟐 = 𝒗𝑹,

i.e. the relative velocity between the two particles and 𝒗𝟐 = 0. The new
conservation equations are:
1
2
𝑚1𝑣1

2 − 𝐸𝑡ℎ = 1
2
𝑚1𝑣′1

2
+ 1

2
𝑚2𝑣′2

2
(8)

𝑚1𝑣1 = 𝑚1𝑣′1 + 𝑚2𝑣′2 (9)

Notice that 𝐸𝑡ℎ and 𝐸𝑡ℎ are not necessarily equal [15].
Focusing on the energy equation, we can divide the collision in two

steps:

1. Kinetic energy of particle 1 is transformed in internal energy of
particle 2, and its velocity is reduced to [16]:

𝑣1𝑐𝑜𝑙𝑙 = 𝑣1

√

√

√

√1 −
𝐸𝑡ℎ

1
2𝑚1𝑣1

2
(10)

2. Particle 1 then undergoes an elastic scattering collision with
particle 2, according to equations:
1
2
𝑚1𝑣1

2
𝑐𝑜𝑙𝑙 =

1
2
𝑚1𝑣′1

2
+ 1

2
𝑚2𝑣2

′2 (11)

𝑚1𝐯𝟏 = 𝑚1𝐯′𝟏 + 𝑚2𝐯′𝟐 (12)

Transforming Eq. (10) to the laboratory frame of reference, it is
ossible to infer the relation between 𝐸 and 𝐸 . The energy balance
4

𝑡ℎ 𝑡ℎ
equation becomes:

𝐸𝑡ℎ = 𝑚1𝒗𝑹 ⋅ 𝒗𝟐
⎛

⎜

⎜

⎝

1 −

√

√

√

√1 −
𝐸𝑡ℎ

1
2𝑚1𝑣2𝑅

⎞

⎟

⎟

⎠

+ 𝐸𝑡ℎ

≈ 𝐸𝑡ℎ

(

𝒗𝑹 ⋅ 𝒗𝟐
𝑣2𝑅

+ 1

)

(13)

here (13) holds for 𝐸𝑡ℎ ≪ 1
2𝑚1𝑣2𝑅. For the center of mass reference

rame
(

𝑣𝐶𝑀 = 𝑚1𝑣1+𝑚2𝑣2
𝑚1+𝑚2

)

the threshold energy is:

𝐶𝑀
𝑡ℎ = 𝑚1𝒗𝑹 ⋅

(

𝒗𝟐 − 𝒗𝑪𝑴
)

⎛

⎜

⎜

⎝

1 −

√

√

√

√1 −
𝐸𝑡ℎ

1
2𝑚1𝑣2𝑅

⎞

⎟

⎟

⎠

+ 𝐸𝑡ℎ

= 𝐸𝑡ℎ

(

𝒗𝑹 ⋅
(

𝒗𝟐 − 𝒗𝑪𝑴
)

𝑣2𝑅
+ 1

)

= 𝐸𝑡ℎ
𝑚2

𝑚1 + 𝑚2
(14)

Inelastic collisions are picked between the ones reported in Table 1.
hey are treated by using the cross sections taken from many different
efs. [17–19] collected in a C++ library called sammy, originally
eveloped for the use in particle-in-cell codes [20,21].

Probability of collisions with electrons, instead, are computed by us-
ng the rates and not the cross-sections. Rates are either the ones of [11]
r are computed via another Monte Carlo simulation, independently,
nd stored in sammy.

.5. Numerical implementation

The numerical framework is based on the ray tracing implementa-
ion of [23]. In this work, simulations are performed in a tetrahedral
esh composed of more than 15 000 elements, each of them with a
etermined volume. A user-defined number of particles is generated
ith a uniform spatial distribution inside each tetrahedron, following

he approach reported in [24]. The dynamics is implemented via a
oris integrator [25]. Collisions are computed with the 𝑝−null method,
dapted from [12].

One full simulation will produce a set of particle trajectories and
complete overview of the preset plasma parameters and boundary

onditions, which can be visualized as in Fig. 5, which shows a typical
imulation result: plasma background potential computed by solving
D Poisson equations displays a higher potential in the driver which
ecreases along the 𝑧 direction (as previously seen in Figs. 2, 3); some
article trajectories and their velocities are also shown.

. Analysis and results

In this section, simulation results are presented and analyzed, focus-
ng especially on energy profiles at the plasma grid.

.1. Energy distributions at the plasma grid

Kinetic energy spectra are computed from the detected velocities
f particles impinging the PG. Spectra can be divided by particle type,
s reported in the two rows of Fig. 6. On the 𝑦 axis, the flux energy
ariation, namely

𝑑𝛤
𝑑𝐸

= 𝑑𝑛
𝑑𝑡

⋅
1

𝐴𝑃𝐺
⋅
𝑉𝑒𝑙𝑒𝑚
𝑃

1
𝑑𝐸

(15)

is represented as a function of the particle kinetic energy, with 𝑉𝑒𝑙𝑒𝑚
volume of the mesh element, 𝑃 the number of particles per mesh
element, 𝐴𝑃𝐺 the plasma grid surface. In the top row, positive ion
spectra are reported (H+ in orange, H+

2 in red), while in the bottom
row fast neutral particles (H in blue, H2 in magenta) are shown.

In the first 2 columns, a different line-style is used for representing
two different magnetic field configurations: the dashed lines is the case
with 𝛼 = 0.5 (namely |𝐵𝑃𝐺| = 2.5mT), the solid lines is with 𝛼 = 1
(|𝐵 | = 5mT), corresponding to the profiles of Fig. 1. Note that the
𝑃𝐺
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Fig. 5. Example of a simulation with particle trajectories, obtained with Paraview [22].
The 3D potential distribution computed by solving Poisson equations is reported,
together with some particle trajectories (and their velocities).

thickest lines represent the simulations with the source parameters
closest to the experimental conditions. In the column to the right,
instead, the influence of the background gas density is analyzed, by
comparing two different pressures. For simplicity, a fixed temperature
for the 𝐻2 background was taken, with 𝑇𝐻2

= 800 K, so that the density
of the background gas can be obtained from the ideal gas law. In the
figure, the dotted lines represent a simulation in which the pressure
𝑝 = 0.9 Pa, while all the other data in Fig. 6 are computed with
𝑝 = 0.3 Pa.

Firstly, let us focus on the positive ions, starting from the central
column (graph (b)) of Fig. 6, corresponding to the solid line potential
profile of Fig. 2. Broadly speaking, only the case of 𝛼 = 1 is reflecting
the experimental conditions (hence the thicker line for highlighting
it). The 𝛼 = 0.5 results are included to isolate the effect of magnetic
filter field on the particle transport. In (b), one can clearly notice
the impact on ion energy distribution of the two different magnetic
field configurations: with a less intense field (dashed lines), both H+

2
and H+ show a wide distribution with a peak centered at ≈13 eV for
H+ and at ≈20 eV for H+

2 . A factor 2 is present between the peaks
intensity: heavier ions are the predominant charged species impacting
on the PG, showing also a larger average energy. When we increase the
magnetic field, and hence pass from the dashed to the solid line, both
the distributions (but more evidently the H+ one) display a change of
5

2

their shape, in which we can now see two peaks. The lower energy one
is for both species centered at ≈3 eV, while the predominant peak stays
approximately in the aforementioned position (≈13 eV for H+, ≈20 eV
for H+

2 ). This shows the presence of two different populations of ions,
deriving from different source regions: this is evident if we consider
Fig. 7, in which energy spectra are reported dividing the contributions
from particles generated in different source regions. The code, in fact,
stores the starting point of each test particle, and hence it is possible
to recreate the spectra discriminating which particles are generated in
the drivers (in blue), in the expansion region (orange) and in the final
ten centimeters before PG (green). The latter are mostly irrelevant in
the spectra: their contribution is barely visible and present only at low
energies.

The interesting feature of these graphs is that particles originated
in the expansion region are the main contributors of the low energy
peak in the H+

2 energy distribution, and are generally more present for
𝐸𝑘 < 10 eV also in other particle spectra. In conclusion, we can observe
that, for a lower magnetic filter field, the ion diffusion perpendicular to
the field is higher, so that more charged particles impinge on the PG;
however, one should consider that experimentally the electron density
profile is also affected by the filter field, and this effect might be higher
than in the simulated case for which the electron density profile is kept
constant.

Let us now focus on a different potential profile. Fig. 6(a) shows
the energy distribution for the case in which 𝑉𝑃𝐺 = 12 V (dotted line
in Fig. 2), namely when the potential difference between the driver
area and the PG is significantly steeper. In this case, the peak of the
distribution is shifted at around 9 eV and the shape is more spread
towards higher energies. This is due to the acceleration caused by
the potential. The total ion flux is much larger (almost one order of
magnitude) in this low-bias case with respect to the previous one.
In addition, the effect of the magnetic field is different: unlike the
large bias case, the stronger the field narrower the distributions, and
the double peak structure does not appear, probably because in this
configuration the potential shape dominates with respect to the filtering
effect of the magnetic field. If we observe the origin of the particles
composing these spectra (Fig. 8), one can notice a substantial difference
with the previously studied case (𝑉𝑃𝐺 = 35 V, Fig. 7). In fact, most of
the particles reaching the PG are generated in the expansion region
and not in the drivers: this means that, given the enhanced slope of
the potential axial profile, particles are accelerated enough to arrive at
the PG with sufficient energy and not be lost in collisions or on the
source walls. Notably, the contribution of the driver-born particles is
comparable with the one in Fig. 7. Furthermore, in the ion spectra (top
row), the particles generated in the vicinity of the PG also have a more
significant contribution.

The neutral particles (H, H2) in both potential configurations are
shown in graphs (d), (e) of Fig. 6 and bottom row of Figs. 7, 8. One
needs to notice that only fast H2 derived from H+

2 neutralization or
charge exchange reactions are included in these graphs: the cold back-
ground component of the H2 population is not considered. Neutrals are
not influenced by a different magnetic field configuration, as expected,
and both spectra show a peak at ≈3 eV. The intensity of the peak,
however, changes with 𝑉𝑃𝐺: the most drastic difference is for molecular
hydrogen when changing the potential profile. The origin of neutral
particles follow the changes previously displayed for the ions, with a
bigger contribution of particles born in the expansion region for the
𝑉𝑃𝐺 = 35 V potential profile. Concerning these spectra, one should keep
in mind that the graphs trace the location of the initial emission of the
test particles, meaning that they do not take into account the location
where a possible change of species due to inelastic collision occurred:
this also explains why there is a significant population of neutral H2
with 𝐸𝑘 > 10 eV reaching the PG (bottom-right graph in Fig. 7).

Finally, another case studied concerns the comparison of energy
distributions for two different pressures: by comparing graphs (c) and

(f), one can see that at higher pressures the flux of neutrals dominates
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Fig. 6. Energy spectra of particle fluxes impinging the PG. (a), (b), (c) are positive ion spectra, while fast neutrals are presented in (d), (e), (f). (a), (c): simulations with
𝑃𝐺 = 12 V (dotted line in Fig. 2) and with 2 different magnetic fields (𝛼 = 1, solid line; 𝛼 = 0.5, dashed line). (b), (e): simulations with 𝑉𝑃𝐺 = 35 V (solid line in Fig. 2) and with
different magnetic fields (𝛼 = 1, solid line; 𝛼 = 0.5, dashed line). (c), (f): simulations with 𝑉𝑃𝐺 = 35 V (solid line in Fig. 2) and with 2 different pressures (𝑝 = 0.3 Pa, solid line;
= 0.9 Pa, dotted line).
n the ions one by almost two order of magnitude, and while the shape
f their energy distribution is mostly unchanged, the value of their
aximum increases. Ion fluxes, on the other hand, are significantly

ower: this because raising the pressure makes their neutralization more
ikely and hence less charged particles impact on the PG. This simu-
ated case, however, does not take into account the true experimental
onditions, in which the plasma parameters strongly varies when the
ressure is tripled. Hence this comparison only needs to be considered
s an unrealistic but informative example for the impact of the neutral
ackground on the particle transport.

.2. H− conversion yields

Starting from the particle fluxes to the plasma grid, it is possible
o estimate the negative ion yield. According to Seidl [26], H− flux
istribution generated from H, H+, H+

2 impinging on the PG is estimated
ia the yield equation:

= 𝑅𝑁𝜂0

(

𝐸𝑖𝑛 −
𝐸𝑡ℎ

)

(16)
6

𝑅𝐸
with 𝜂0, 𝑅𝑁 experimental coefficients determined by the status of
the caesiated surface. In this way, the spectra reported in Fig. 9 can be
derived. The emission energy of negative ions is estimated as:

𝐸𝑘,𝐻− = 𝑅𝐸𝐸𝑖𝑛 − 𝐸𝑡ℎ (17)

with 𝐸𝑡ℎ the binding energy of the H− ion, and 𝑅𝐸 the reflection
coefficient for the energy. It can be noticed that energetic negative
ions are present in the distribution and that positive precursors mostly
generate them. In the leftmost graph, a single narrow peak at 1–2 eV
present, while in the H+ and H+

2 distributions the peak is wider and
shifted more towards higher energies.

For H+, the magnetic filter field has a clear impact: with the stronger
field, the distribution maximum is at about 8 eV and the distribution is
significantly more spread with respect to the low filter field configura-
tion, where the width of the distribution is less than half and the peak
is at ≈4 eV. For H+

2 ions, instead, the different filter field does not move
the peak position, but has an impact on the distribution width and the

peak intensity, which doubles as 𝛼 factor halves.
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Fig. 7. Energy spectra of particle fluxes with different particle generation coordinate 𝑧, for the case of 𝑉𝑃𝐺 = 35 V and 𝛼 = 1. Different regions are represented by different colors
nd stacked one on top of the other.
Fig. 8. Energy spectra of particle fluxes with different particle generation coordinate 𝑧, for the case of 𝑉𝑃𝐺 = 12 V and 𝛼 = 1. Different regions are represented by different colors
nd stacked one on top of the other.
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.3. Vertical profile of H flux onto PG

Within the approximations of the identical electron density distri-
ution in each of the eight drivers, and of identical plasma profiles
long the expansion region before the drivers, the three-dimensional
7

t

imulation presented here allows to calculate the uniformity of the
tom flux onto the plasma grid. Edge effects are identifiable at the
op and bottom of the source, as shown in Fig. 10, even in this rather
omogeneous case. The minima of the flux profiles are located behind
he bias plate structure, which surrounds each of the 16 beamlet groups.
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Fig. 9. H− generated by H, H+, H+
2 energy distributions at the PG, computed via yield equation (16), for the case V𝑃𝐺 = 35 V. Solid lines: 𝛼 = 1; dashed lines: 𝛼 = 0.5.
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Fig. 10. Flux of neutral H impinging the PG.

If non-uniformities of the plasma were considered, such as those
escribed in [27], a less regular picture of the atom flux could be
btained, with also left–right asymmetries.

.4. H temperature before the PG

In this test-particle simulation, the parameters of the atomic pop-
lation, which constitutes a target for the traced particles, are taken
rom experimental results [28], in which it is stated that neutral H
opulation is divided into two parts characterized by two different
emperatures. The energy distribution of test particles of species H
ithin a control volume in front of the PG (blue bars) and the 2-

emperature experimental model (red line) are presented in Fig. 11.
t is possible to see that the distribution of the test particles resemble
he properties of the background population, even though the initial
nergy of the test particles was determined by the dissociation events.
his means that the properties assumed for the background are an
quilibrium condition, and that the properties of the simulated test
articles are determined by their relatively short mean free path at low
nergy (although this is not necessarily the case above 10 eV, as shown
n the figure). On the other hand, the importance of the parameters
ssumed for the neutral H background is crucial, because they heavily
mpact particle transport. As an example, the existence of a H flow
elocity has been neglected in this work, but it could have a role in
8

article fluxes impinging the PG. d
Fig. 11. Neutral H distribution at the plasma grid with fitting function for 2 different
hydrogen populations (𝑇𝐻 ≈ 2.5 eV, 𝑇𝐻 ≈ 0.2 eV).

. Conclusion and future work

A test particle code was successfully developed to address transport
f particles inside the plasma source of SPIDER. Energy distribution and
harge state of particles impinging on PG were derived for many source
arameter variations, one of which rather similar to an experimental
ondition (𝑉𝑃𝐺 = 35 V, 𝛼 = 1).

The dependence on filter field and plasma parameters profiles was
tudied. Energy distribution widths obtained with this code are quali-
atively in agreement with experimental measurements despite being
ifferent from similar codes previously developed [6]. The role of
recursors in the negative ion production of the caesiated converter
i.e. plasma grid) was also addressed.

In future work, the positive ion energy distribution will be compared
o experimental data collected via a RFEA, a diagnostic able to detect
nergy spectra [7]. Besides, data from other diagnostics, such as a Mach
robe like the one described in [29], could also be used to improve the
ompatibility of simulations with the experimental data. Finally, the
ode shall be improved to track also hot atoms born on source walls,
ue to surface neutralization of H+, H+, H+ or recombination of H.
2 3
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