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Abstract. Named Entity Recognition is a crucial task in Natu-
ral Language Processing (NLP) which aims to identify the entities
in text. Given an adequate amount of annotated data, Large Lan-
guage Models (LLMs) have been shown to be effective in this task
when fine-tuned. However, the performance of LLMs is severely af-
fected when annotated datasets are limited. To alleviate this problem,
adding synthetic data via Data Augmentation (DA) techniques is a
viable approach. Even so, DA for token-level tasks suffers from two
main limitations: (i) token-label misalignment problem; and (ii) qual-
ity of generated synthetic data. In this paper, we propose a novel
prompt-based DA approach using contrastive learning. The proposed
method can generate high-quality synthetic data while preserving the
token-label correspondences. Experimental results demonstrate that
the proposed approach, when compared against multiple baselines
on well-known Named Entity Recognition (NER) datasets, achieves
State-of-the-Art performance.

1 Introduction

Named Entity Recognition (NER) is a crucial Natural Language Pro-
cessing (NLP) task when it comes to extract fine-grained information
from text. NER involves identifying and categorizing entities within
text. These entities play a pivotal role in tasks such as information re-
trieval. Large Language Models (LLMs) have shown promising per-
formances across various NLP tasks such as text classification [34],
document summarization [35], question answering [25]. LLMs can
be fine-tuned to domain-specific data for any NLP task. However,
to reach an acceptable level of performance, an adequate amount of
data is required for fine-tuning.

Manual data annotation is frequently used by practitioners to label
large datasets. However, annotating manually a sufficient amount of
data is time-consuming, labour-intensive, and resource-demanding.
The problem is even worse for fined-grained tasks like NER where
each token in a document has to be tagged [20]. Data Augmentation
(DA) is a popular approach in NLP to automatically generate syn-
thetic data for training. In recent years, DA has received increasing
attention in the research community due to the availability of LLMs
and significant interest in low-resource domains [3].

There are various DA techniques in NLP. The classical ap-
proaches, such as Easy Data Augmentation (EDA) [32], alter the
training instances but do not bring any diversity to the training
regime. To augment the training instances with diverse examples,
researchers have made use of vocabulary-based approaches such as
WordNet [24], where the entity mentions are replaced by randomly
sampled similar words from the WordNet vocabulary [24]. For in-
stance, the name of the person “John” could be replaced by the words
“Mark”, “Wills“, etc... Vocabulary-based approaches can bring di-
verse examples in the training regime but these replacements do not
take any contextual information into account. Moreover, for simpler
entities, such as the name of a person or a location, it is easy to find
a vocabulary or list of entities on the web. On the contrary, for com-
plex entities, such as soft skills and creative work, it is difficult to
scrap information from the web. Apart from classical approaches,
back-translation and text generation [9] are widely used in NLP for
DA. However, these approaches are only viable for text classifica-
tion tasks where the annotation is only at the sentence level. An ex-
ample of such a case is the sentiment classification task, in which
each sentence could be labelled with sentiment as “happy”, “sad”
or “afraid”. In such scenarios, preserving the golden annotation is
straightforward, as token-level label correspondence does not need
to be maintained. Thus, such tasks can easily leverage the DA tech-
niques mentioned above. However, for label-sensitive tasks, such as
NER, each token of a document or sentence is tagged. Any manipu-
lation of the input sequence might misalign the corresponding label.
Therefore, preserving the gold labels becomes a critical task in DA
for NER problems.

In this work, we propose a novel contrastive learning-based model
for DA, dubbed Contrastive Prompt Data Augmentation (CPDA),
which fine-tune prompts via contrastive learning to generate high-
quality synthetic data and, thus, enhance the performance of the NER
task. CPDA leverages prior information available in each sentence to
guide the DA toward those sentences that better align with it. By us-
ing prior information (i.e., entity category) in the form of a prompt
for each sentence, we fine-tune the LLM using contrastive learning.
This allows the model to bring entities close to their prompt in the
embedding space. This allows the model to generate diverse entities
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belonging to the same entity category, thereby, reducing the prob-
ability of sampling from different entity categories. CPDA follows
a three-step process, first, it extracts the entity category (label) from
the training data and prepends a prompt to each sentence. Secondly, it
fine-tunes the LLM using a contrastive approach to adapt prompts to
the label space, optimizing the Masked Language Modeling (MLM)
objective. Lastly, the model generates new training instances, taking
into account both label and contextual information.

Our main contributions are summarized in the following:

1. we introduce a Contrastive Prompt Data Augmentation (CPDA)1 ,
a novel framework that fine-tunes prompts using contrastive learn-
ing for generating augmented training data;

2. the proposed approach uses a prompt-based label-guided augmen-
tation approach that leverages entity category information;

3. we employ a contrastive learning objective to fine-tune prompts;
to the best of our knowledge, this is the first attempt that utilizes
contrastive learning to fine-tune prompts for Data Augmentation;

4. comprehensive experiments conducted on three token-
classifications datasets show that the proposed method achieves
state-of-the-art performance under lack of annotated data.

2 Related Work

Recently, there have been many efforts to explore LLMs for DA
while preserving the token-label misalignment problem. Dai et al. [5]
proposed to randomly substitute entities with others entities of the
same category in the dataset. They avoided the token-label misalign-
ment issue but the entity diversity did not increase. Moreover, the
substituted entity might not be suitable for the original context. Ding
et al. [8] proposed using DA as a conditional generation task, gen-
erating new sentences while preserving the original targets and la-
bels. Their approach relies upon linearized labelled sequences. Dur-
ing linearization, the entity labels are explicitly inserted in the se-
quence. This approach is controllable and allows for more diversified
sentence generation. Zhou et al. [37] suggested the use of Masked
Entity Language Modelling (MELM) as a DA framework for low-
resource NER, which addresses the token-label misalignment issue
by injecting NER labels explicitly into a sentence. This enables the
fine-tuned MELM to predict masked entity tokens while explicitly
conditioning their label. Such technique solves the token-label mis-
alignment problem by injecting the label information explicitly into
the model. These methods require post-processing to remove noisy
samples from the augmented data.

Most recently, motivated by the GPT-4 [26], prompt-based fine-
tuning is becoming a popular approach to improve the performance
of LLMs for various tasks, such as text classification [10], question
answering [25], and language generation [19], etc. The prompt-based
learning has shown promising performances, especially when the
annotated data is scarce [21]. Chen et al. [1] proposed the use of
prompt-based DA for low-resource Natural Language Understand-
ing (NLU) tasks. The authors show promising results, however, their
approach is only limited to sentence-level tasks, such as text clas-
sification. Even though prompt-based approaches are quite recent,
selecting an appropriate prompt for each task includes manual effort.
Additionally, most recent works exploit soft prompt templates which
add to model complexity and additional computational power [21].

Contrastive learning has shown promising results in Computer
Vision (CV) [2, 16, 29, 28, 27], graph representations [18], and
NLP [11, 15]. Contrastive representation learning aims to project

1 Source code available at https://github.com/UzairUlhaq/cpda.git

similar samples closer in the embedding space while pushing apart
the dissimilar samples. The same idea has been extensively applied
for solving the NER Task [6]. Das et al. [6] proposed the use of
contrastive learning to improve the performance of the NER task
in a Few-shot setting, optimizing the inter-token distribution dis-
tance. They optimize a generalized objective of differentiating be-
tween token categories based on their Gaussian-distributed embed-
dings. Huang et al. [13] used contrastive learning in conjunction with
prompt guiding to solve the Few-shot NER problem. The author pro-
posed to use a prompt composed of category-specific tokens, which
provides supervision signals for conducting contrastive learning to
optimize token representations.

3 Method

This section defines the task addressed in this work, as well as our
proposed approach. The following mathematical notation is adopted:
(i) lower case symbols for scalars, indexes, and assignment to ran-
dom variables, e.g., n and x; (ii) italics upper case symbols for sen-
tences, sets, and random variables, e.g., A and X; (iii) bold lower
case symbols for vectors, e.g., a; (iv) bold upper case symbols for
matrices and tensors, e.g., A; (v) the position within a tensor or vec-
tor is denoted by numeric subscripts in square brackets, e.g., A[i,h,k];
(vi) calligraphic symbols for domains, e.g., Q.

3.1 Problem Definition

Our proposed approach performs data augmentation on the input sen-
tences. In practice, given a sentence in input, it aims to generate a
different version of it where the same semantic information remains
unaltered. Formally, let D = {(Si, GTi)}di=1 be the dataset com-
posed of d examples, where each sentence Si is associated to its gold
label annotation GTi. The sentences are defined as Si = {wi

j}φ(Si)
j=1 ,

where wi
j ∈ V is the j-th word appearing in the i-th sentence and

belonging to vocabulary V . The function φ(Si) returns the number
of words in sentence Si. The gold label annotations are defined as
GTi = {cij}φ(Si)

j=1 , where cij ∈ C is the gold label for the word wi
j ,

among the pre-defined categories in C.
The NER task can be seen as the task of learning the function

f̃θ , that approximates the real function f : SV × V → C, which,
given a sentence S ∈ SV on the vocabulary V , associates each word
w ∈ S to its category c ∈ C. In this context, given a sentence Si

in input, our proposed DA approach aims to generate one (or more)
new sentence(s) Ŝi = {ŵi

j}φ(Si)
j=1 , where:

Ŝi �= Si s.t. f(Ŝi, ŵ
i
j) = cij , ∀j ∈ [1, . . . , φ(Si)].

3.2 Our Approach: Contrastive Prompt Data
Augmentation

This section presents our Contrastive Prompt Data Augmentation ap-
proach, whose aim is to condition the DA task with prior informa-
tion. This information is extracted from a given sentence S, subject
to DA, and it is represented as a prompt that guides the DA task to-
wards those sentences that better align with the prior information.
The prompt can direct the generation to only some type of entities,
or it can introduce more information about the kind of entities’ in-
stances to generate. For example, the prompt can be represented by
the entity that needs to be augmented, such as person for the name
of a person or location for a location. In some cases, such as in
the case of soft skills, the prompt may specify available information
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(a) Using the prompt to adapt the target label space. (b) Data generation conditioned by prompt and context.

Figure 1: Example of application of the proposed CPDA approach in the case in which the prompt corresponds to one of the entities of interest
(Anchor). (a) Training of MLM module using contrastive learning: LLM is fine-tuned to maximize the cosine similarity (minimizing the θ)
between prompt tokens (highlighted in purple) and positive tokens (highlighted in green) while minimizing the similarity (maximizing the θ)
with negative tokens (highlighted in red). (b) Data generation module. The masked training instances are given as input to LLM along with a
prompt to generate new sentences: the model predicts the masked token while conditioning on the prompt.

at sentence level on the kind of soft skill to generate, such as “tech-
nical” or “problem-solving” soft skills. This approach ensures that
the augmented outputs maintain coherence with the original context
while augmenting it with desired characteristics, thereby enhancing
the overall effectiveness of the data augmentation process.

An example of our model workflow, in the case where the prompt
corresponds to a specific entity, is given in Figure 1, where CPDA
exploits contrastive learning and prompt guiding to adapt the target
label space. Figure 1(a) represents the training of MLM module using
contrastive learning, while Figure 1(b) refers to the data generation
module.

To train a LLM for a masked language modeling task, initially,
each word in a sentence must be tokenized [33]. Then, some to-
kens are masked and the LLM model is asked to predict the correct
masked word given the context of the sentence, i.e., the unmasked
words. The aim of the approach is to generate a different word/token,
in correspondence of masked tokens, so to preserve the correspond-
ing original categories. We do this by using a prompt that should help
the generation process to exploit information coming either from a
specific category or from general information about the input sen-
tence. For example, in the first case, given an instance (Si, GTi) and
a category c ∈ C, our approach masks the words wi

j where the corre-
sponding label cij is equal to c. Then it adds the token corresponding
to c as a prompt to the model (Figure 1.(a)), aiming to predict new
words ŵi

j for each masked word wi
j .

The category c may represent the entity of the words (like person
of location) or, in the case of the soft-skill dataset, it may repre-
sent the kind of soft-skill (like general or technical) at sen-
tence level.

Therefore, starting from a pre-trained LLM [22], and given an in-
stance (Si, GTi) in input, with k masked tokens M = {mi

z}kz=1,
and a prompt π(Si) (defined as a function of Si and accordingly to
the above description), the model learns to maximize the probability
of M conditioned on π(Si) and Si, i.e., the masked sentence of Si.
This can be expressed using the following equation:

argmax
θ

∑
Si∈D,π(Si)

log Pθ

(
M |π(Si), Si

)
, (1)

where θ represents the parameters of the pre-trained LLM being fine-
tuned, and Pθ

(
M |π(Si), Si

)
represents the probability of predicting

the masked tokens M given the prompt π and LLM parameters θ.
The primary objective of the fine-tuning MLM process is to train

the LLM to maximize the likelihood of predicting the correct tokens
at the masked positions, conditioned on the provided prompt place-
holders. This involves adjusting the LLM’s parameters to effectively
capture the contextual information and dependencies within the se-
quence, enabling accurate predictions.

To avoid the catastrophic forgetting of LLM [23], we fine-tune
the MLM using two objective functions: cross-entropy loss and con-
trastive loss, where cross-entropy loss is given as:

LCE = − log

|E|∑
i=1

yi log(ŷi), (2)

where yi and ŷi represent the correct and the predicted labels regard-
ing the category index i in the domain of categories E , respectively.
While contrastive loss from [2] is adapted as:

LS = − log
esim(ti,t

+
i )

∑
i+∈B(i) e

sim(ti,t
+
i ) + esim(ti,t

−
i )

2 . (3)

where i corresponds to a single example in batch B, t+i and t−i repre-
sents the embedding of positive and negative tokens, ti represents the
embedding of anchor (prompt), and sim represent the cosine func-
tion. The square value forces the anchor and the negative term to be
orthogonal, i.e., independent.

Given small instances of training data for a low-resource task, we
argue that using only a contrastive objective leads to catastrophic for-
getting of LLM objective thereby affecting the latent space adversely.
To avoid such a phenomenon, we fine-tune the parameters of LLM
by total loss, which is given by:

LT = λLS + (1− λ)LCE (4)
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Figure 2: Proposed masking scheme. The input sequence consists of
entity tokens (highlighted in blue) and context tokens (highlighted
in black). We mask the tokens corresponding to entities iteratively
and insert the category placeholder as a prompt at the start of the se-
quence. In the first iteration, we mask the tokens belonging to “misc“
category, whereas in the second iteration, we mask the tokens belong-
ing to “organization“ category.

where λ is a hyper-parameter which is tuned during model selection.
We explain our proposal for LS in Section 3.2.1.

3.2.1 Prompt Tuning

Prompt tuning is widely applied to improve the performance of NER
models during fine-tuning [17, 6]. Prompt-based fine-tuning can be
broadly classified into two main categories, as soft-prompt tuning
and hard-prompt tuning. Finding an appropriate prompt template is
a challenging task for hard prompt tuning [4]. As a change in the
prompt results in a different output [12]. On the other hand, soft
prompt-based approaches rely on training additional model param-
eters [17] thereby increasing model complexity.

In this paper, without any loss of generality, we propose to use hard
prompt-based approach. Given the problem definition in Section 1
and exploiting the label information from training data, we explic-
itly extract the category information from the training data and insert
the category placeholder as prompt for each sequence. The proposed
approach relieves us of any manual prompt crafting [21].

During the training process for the masked language modeling
task, we begin by transforming all input examples in the training
batch B using the prompt placeholder π. The placeholder π acts as
a category indicator within the dataset D. For each example i in B,
we then identify positive examples—those with labels similar to that
specified in π—and negative examples, which have labels different
from those in π. Let ti denote the embedding of the predicted la-
bel for the masked token in example i, while t+i and t−i represent
the embeddings of the positive and negative examples, respectively.
To guide the model in distinguishing between similar and dissimilar
labels, we employ a contrastive loss as defined in Equation (3). For
each example i, the contrastive learning loss aims to learn the embed-
ding of π by pulling semantically close examples with the same label
together and making examples with a different label independent.

3.2.2 Data Generation

To generate the augmented instances of training samples, we use
the fine-tuned LLM to generate new DA versions of them. Given
a single training instance (Si, GTi) in input, with k masked tokens
M = {mi

z}kz=1 and prompt placeholders as π, the model predicts
the most K > k probable words for each masked token in M us-
ing Equation (1). To generate diverse entities, we randomly sample
k words from the top K predictions returned by the model. After ob-
taining the generated sequence, we remove the prompt tokens and use
the remaining parts as the augmented training data. For each sentence
in the original training set, we repeat the above generation procedure
N rounds to produce augmented examples.

4 Datasets and Experimental Setup

In the following section, we describe our experimental assessment
of the CPDA approach. We used three NER datasets. For all the
datasets used in this work, we compared our proposed CPDA ap-
proach versus the baselines obtained by using RoBERTa [22] base
model, EDA [32], WordNet [24] and MELM [37].

4.1 Datasets

In the proposed study, we used three different token-
classification datasets: two NER datasets CoNLL2003 [30]
and WNUT-17 [7], along with SKILLSPAN [36] dataset.
The CoNLL2003 dataset consists of four different entities:
(i) PERSON ; (ii) ORGANIZATION ; (iii) LOCATION ; and
(iv) MISCELLANEOUS. The WNUT-17 [7] dataset consists
of six different entities: (i) PERSON ; (ii) CORPORATION ;
(iii) LOCATION ; (iv) CREATIV E −WORK; (v) GROUP ;
and (vi) PRODUCT . This dataset consists of rare entities which
are difficult to extract, and therefore, it is well suited to evaluate the
proposed approach. Moreover, we made use of SKILLSPAN [36],
a dataset containing soft skills, where only two types of entities are
included to denote the presence or absence of a soft skill.

To simulate the low-resource scenario in our experiments, we
adopted subsets of data from the original datasets. Given a train-
ing set size dtr ∈ {100, 200, 300, 400, 500}, we sampled a
training set Dtrain = {(Si, GTi)}dtri=1 and a validation set
Dvalid = {(Si, GTi)}dval

i=1 from the original splits of data. In our
experiments, dval = dtr . The results reported on the validation set,
for each size dtr , are obtained by averaging the model’s performance
across three runs in which both Dtrain and Dvalid are resampled.
For a fair evaluation, the test set adopted in our experiments is the full
test set Dtest = {(Si, GTi)}dtei=1 (i.e., no sampling is performed),
and the results reported in Table 2 are obtained by averaging the
model’s performance across three independent runs on the test set.

4.2 Experimental Setup

All the experiments are conducted in the Python environment. We
used the [14] transformers repository for the model implementation.
All the experiments are conducted on NVIDIA RTX A5000 GPU.

MLM-MODEL For training MLM, we used the method de-
scribed in Section 3. The proposed approach relies on extracting cate-
gory information from sentence to use as a prompt. Since, the model
is trained in a contrastive fashion therefore, sampling positive and
negative instances is a crucial task. For multi-category datasets such
as CoNLL-2003 and WNUT-17, we followed the approach explained
in Section 3, which can also be visualized in Figure 1. However, for
datasets consisting of a single category, such as SKILLSPAN [36],
we do not possess any information on negative tokens. Therefore, for
each sentence, we randomly sample span of tokens in the range 1
to 13 (the proposed numbers correspond to the minimum and max-
imum length of soft skill in the dataset) and treat them as negative
examples. This modification allowed us to adapt CPDA to single cat-
egory datasets. We used the RoBERTa [22] base model and utilized
the Language Modeling Head (LMH) implementation from the Hug-
gingFace [14] library to adapt the model for the MLM task.

NER-MODEL For fine-tuning, we used the approach described
in the original work by Vaswani et al. [31]. As mentioned in Sec-
tion 3.1, we formulated the problem as a NER task. To solve these
tasks, an encoder-based model such as RoBERTa [22], is required.
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Table 1: Number of generated augmented sentences N and F1 score on the validation set for each dataset and each considered
model/augmentation technique. The baseline value is for N = 0, i.e. no augmentation. The best performance for each model/data aug-
mentation is in bold.

Dataset Dataset Size
N

0 1 2 3 4 5

CoNLL-2003

100 80.24 87.34 86.02 85.97 85.15 84.24
200 87.17 87.78 86.46 85.89 85.16 84.6
300 87.37 88.16 86.78 86.41 85.85 85.61
400 88.68 88.95 87.91 87.56 86.58 86.43
500 88.61 89.50 88.41 86.99 86.69 86.24

WNUT-17

100 28.06 42.07 41.18 41.53 40.62 39.81
200 45.57 51.16 50.91 50.01 49.78 49.17
300 54.14 54.91 55.61 54.46 54.07 53.47
400 54.80 58.52 55.89 56.88 56.00 54.94
500 57.06 59.00 58.33 57.64 56.74 56.02

SKILLSPAN

100 19.32 19.73 22.61 20.00 20.63 20.37
200 21.38 30.48 30.77 28.52 28.68 30.46
300 25.80 31.82 37.94 34.90 33.81 33.46
400 30.27 41.62 42.13 40.84 42.01 39.02
500 32.98 45.53 47.39 44.92 44.66 44.66

In fact, decoder-based generative models, such as Llama [12], GPT-
4 [26], etc., are more suitable for sequence-to-sequence tasks such as
machine translation and text generation2. We utilized the RoBERTa
base [22] model for our experiments with a linear classifier for the
final classification of tokens.

Hyperparameter Tuning and Model Selection To determine the
optimal setting for augmentation rate N , we conducted a grid search
in {1, 2, 3, 4, 5}. We used the RoBERTa base model [22] and gener-
ated the augmented data starting from the baseline dataset, following
the procedure described in Section 3. The augmented data was then
used to fine-tune the NER model, and its performance on the valida-
tion set was recorded. The best model was chosen based on the best
F1 score on the validation set. The selected number of augmentations
for each dataset and dataset size is presented in Table 1.

5 Results and Analysis

Table 2 presents the performance metrics of our proposed methodol-
ogy on the test sets of the datasets used in the experimental evalua-
tion. Notably, our approach outperforms all the baselines used in the
experimentation across different dataset sizes.

For CoNLL-2003 dataset, CPDA achieves an 1.69%, 0.6%,
0.45%, 0.52% and 0.58% gain in absolute F1 scores for dataset
size of 100, 200, 300, 400 and 500, respectively, when compared
against the best performing baseline. Also, CPDA achieves an aver-
age performance gain of 10.32%, 1.24%, 1.05% and 1.4% across all
five dataset sizes when compared against the baseline model, EDA,
WordNet, and MELM respectively. We see a similar trend in Ta-
ble 2 for WNUT-17 dataset, as well. Compared to the best perform-
ing baselines, the CPDA approach obtains 16.13%, 4.03%, 2.26%,
2.07%, and 1.26% absolute F1 gains on dataset sizes of 100, 200,
300, 400, and 500, respectively. The CPDA approach shows an av-
erage performance gain of 6.92%, 5.73%, 6.37% and 6.08% over
the baseline, EDA, WordNet, and MELM respectively. Additionally,
the CPDA approach shows promising results on the SKILLSPAN
dataset.Comparing against MELM [37], which is currently regarded
as the best-performing baseline on SKILLSPAN, we gain absolute
F1 improvement of 3.33%, 0.58% and 3.75% for dataset sizes of
100, 300 and 400, respectively. However, for dataset sizes of 200

2 It is not straightforward to train/fine-tune these models for NER tasks.

and 500 we perform 1.08% and 0.69% less than the MELM [37]
in absolute F1. These results underline the effectiveness of our pro-
posed methodology in enhancing NER performance across diverse
datasets, highlighting its potential for real-world applications.

Analyzing the results in more depth, we observe that CPDA out-
performs baselines like EDA, WordNet, and MELM for the CoNLL-
2003 and WNUT-17 datasets where the average performance gain
is 2.82% and 5.15% (combining the F1 scores of all five dataset
sizes) in absolute F1 score, respectively. Since, these datasets con-
sist of general entities such as the name of a person, organization, lo-
cation, group, etc... these entities are simpler to generalize since they
follow simple semantic rules. For example, the name of a person,
organization, and location are all nouns and appear in place of the
subject in most sentences. Whereas, the SKILLSPAN dataset con-
sists of soft skills that are made of multiple tokens and even phrases.
These entities do not possess any clear definition, thereby, making the
learning task more difficult. Despite the complexity of soft skills, the
proposed approach shows promising performance over the baseline
models also in this dataset. In SKILLSPAN dataset, CPDA demon-
strates superior performance compared to the baselines for three out
of five dataset sizes, with a slight degradation in performance for the
remaining two sizes.

6 Error Analysis

This section aims to highlight the differences in predictions between
our approach CPDA and MELM on the SKILLSPAN dataset, where
MELM achieves a higher F1 score in two out of five cases. Specif-
ically, the comparison aims to determine how often MELM and our
approach agree or disagree in predicting soft skills, thereby seeking
new insights which are not evident from the metrics of Precision and
Recall reported in Table 2. To achieve this, we counted the number
of entities correctly classified as soft skills by each model for each
gold label in the dataset, in order to assess how often the two models
agreed or disagreed. Results are reported in Table 4.

In order to highlight the main differences in classification capabil-
ities of the models adopted in this work, in Table 5 we have reported
qualitative examples obtained from the test set of SKILLSPAN
dataset. The table compares the predictions of the RoBERTa model
fine-tuned on the baseline dataset, the MELM augmented dataset,
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Table 2: The F1, precision and recall along with standard deviation are reported on the test set. The values are averaged over three different
random initializations. N represents the size of the dataset subset.

N Dataset
CoNLL2003 WNUT-17 SKILLSPAN

P R F1 P R F1 P R F1

100

Baseline 61.26±2.41 65.65±1.34 63.37±1.79 28.43±9.03 9.92±9.14 13.57±10.89 17.91±1.89 18.17±3.75 17.89±2.64

EDA 75.00±1.81 76.55±2.37 74.72±1.74 24.38±17.33 12.17±10.75 14.37±14.41 19.78±3.04 20.25±4.59 19.79±3.10

WordNet 73.62±2.63 77.53±3.13 75.04±2.73 27.13±22.20 13.22±10.41 16.91±14.77 19.91±2.30 21.76±3.30 20.72±2.48

MELM 72.42±2.06 77.10±0.73 74.67±1.26 33.28±4.75 12.69±9.65 17.08±10.97 17.61±1.97 19.85±6.88 18.28±4.20

CPDA 75.09±1.68 78.49±2.17 76.73±1.22 44.02±6.57 27.01±7.38 33.21±7.52 20.27±1.99 23.67±3.44 21.61±1.18

200

Baseline 65.33±3.59 70.38±1.93 67.74±2.79 43.75±5.06 28.04±8.15 33.80±7.37 21.96±4.72 21.26±6.86 21.41±5.42

EDA 80.24±1.63 83.95±2.57 81.56±1.92 46.83±5.36 28.99±10.46 35.08±4.88 25.79±6.65 28.79±11.13 26.91±8.71

WordNet 81.60±1.16 84.24±1.33 81.89±1.13 45.62±6.08 28.07±7.54 34.35±6.97 26.10±3.64 29.99±6.94 27.75±4.72

MELM 78.66±2.12 81.73±1.89 80.17±1.95 43.05±4.10 29.60±7.86 34.77±6.60 26.54±3.58 36.55±2.87 30.53±2.30

CPDA 81.15±0.74 83.86±1.33 82.49±0.93 46.54±3.41 33.77±3.04 39.11±3.02 29.03±3.47 30.12±3.38 29.45±2.90

300

Baseline 67.12±3.88 71.42±3.17 69.20±3.50 47.35±5.92 33.89±8.07 39.12±7.12 25.53±4.60 27.23±2.59 26.21±3.46

EDA 80.58±1.74 86.64±0.96 82.56±1.33 51.54±6.53 33.77±5.77 40.60±5.47 31.13±4.58 34.90±7.21 32.56±4.56

WordNet 83.00±1.38 85.93±1.26 83.44±1.18 49.44±8.86 29.34±10.23 36.33±2.71 29.82±2.25 36.51±4.33 32.75±2.64

MELM 80.97±0.92 84.00±1.13 82.45±0.90 45.54±6.47 34.28±9.26 38.70±8.24 32.04±3.39 40.18±4.09 35.46±2.51

CPDA 82.62±1.41 85.23±0.82 83.89±0.67 49.63±3.26 38.19±5.41 42.86±2.98 36.55±1.78 35.89±4.65 36.04±2.34

400

Baseline 76.92±0.08 80.29±0.54 78.57±0.29 52.84±2.16 34.88±3.85 41.88±2.74 26.70±4.44 31.77±6.70 28.82±4.92

EDA 83.71±0.77 86.19±0.67 83.89±0.61 53.42±6.76 37.56±5.26 43.03±3.57 34.73±4.86 41.10±5.61 37.43±4.28

WordNet 83.87±1.23 85.89±0.71 83.83±0.90 55.44±1.85 33.86±3.94 41.91±3.23 35.83±2.75 41.27±4.98 38.31±3.52

MELM 82.60±0.93 86.24±0.80 84.38±0.78 52.52±2.03 33.94±3.99 41.11±2.98 33.46±3.47 39.74±7.37 35.83±3.84

CPDA 83.55±0.84 86.30±0.70 84.90±0.71 54.22±5.14 38.87±4.34 45.10±3.61 39.17±1.30 40.31±4.31 39.58±1.82

500

Baseline 82.70±2.28 84.55±3.03 83.62±2.65 54.48±3.57 35.82±4.72 43.06±4.08 29.06±1.80 34.06±9.74 30.79±5.02

EDA 83.50±0.77 88.17±0.76 85.29±0.60 55.18±5.08 40.01±2.43 44.28±2.61 36.17±6.58 39.17±9.23 37.02±6.43

WordNet 84.87±1.23 88.26±0.61 85.53±0.82 57.75±2.51 37.62±2.20 44.50±1.56 33.72±6.12 39.02±11.14 35.28±6.54

MELM 83.82±1.35 87.12±0.54 85.43±0.83 53.67±3.25 37.20±3.68 43.86±3.17 41.05±3.68 45.30±5.52 42.65±1.36

CPDA 84.70±0.40 87.56±0.94 86.11±0.47 53.87±3.74 39.97±3.03 45.76±1.97 41.21±2.27 42.92±2.95 41.96±1.66

Table 3: Inference of best performing CPDA model. Texts in orange colour stand for ground truth, whereas the predictions are reported in red.
For each dataset considered in this work, we report the output of the best-performing model in generating the predictions. We choose top 4
predictions returned by the model.

Dataset Method Text

CoNLL-2003

Ground Truth It said the KDP was responsible for breaking the previous ceasefire by refusing to endorse it publicly.
It said the UN was responsible for breaking the previous ceasefire by refusing to endorse it publicly.

CPDA It said the UNHCR was responsible for breaking the previous ceasefire by refusing to endorse it publicly.
It said the government was responsible for breaking the previous ceasefire by refusing to endorse it publicly.
It said the Taliban was responsible for breaking the previous ceasefire by refusing to endorse it publicly.

WNUT-17

Ground Truth Cowboy fans remember when Da Bears demolished you guys 44-0 in your own home ...
Cowboy fans remember when da Pats demolished you guys 44-0 in your own home in 1985

CPDA Cowboy fans remember when The Lions demolished you guys 44-0 in your own home in 1985
Cowboy fans remember when the Eagles demolished you guys 44-0 in your own home in 1985.
Cowboy fans remember when Ohio Spartans demolished you guys 44-0 in your own home in 1985.

SKILLSPAN

Ground Truth You’ll also define and promote code standardization and automation processes for the organization to help us scale ...
You’ll also build & manage promote automated and code tools for the organization to help us scale ...

CPDA You’ll also design and execute deploy new data engineering practices for the organization to help us scale ...
You’ll also code the deploy define automation product and services for the organization to help us scale ...
You’ll also develop / train about internal Data processing skills for the organization to help us scale ..

Table 4: Quantitative error analysis of soft skills in the SKILLSPAN
dataset. Ground truth corresponds to the total number of entities
present in the test set. The reported number in the table corresponds
to the intersection of entities. Bear in mind that the table is symmet-
ric.

Method Ground Truth CPDA MELM

Ground Truth 795 295 234
CPDA - 953 279
MELM - - 571

and the CPDA augmented dataset against the gold labels. From ex-
ample 1, we observe that all three models fail to predict the “moti-
vated” token as a soft skill, although the baseline and CPDA models
predict more tokens than those in the gold label. Likewise, in ex-
ample 2 and example 3, CPDA accurately predicts all the soft skill
tokens correctly, whereas MELM fails. Example 4 provides an inter-
esting insight into our model and the dataset. According to the gold
labels, “develop solution” is not annotated as a soft skill, an issue
that we attribute to human error. However, CPDA correctly predicts
“develop solution” as a soft skill, although this prediction is then con-
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Table 5: Qualitative error analysis of soft skills predictions on randomly sampled instances from the test set. We report the output of the
best-performing model from Table 2. The Baseline column shows the predictions of the RoBERTa model fine-tuned with the baseline dataset,
MELM column shows the predictions of RoBERTa model fine-tuned on the dataset augmented with MELM approach. The CPDA column
shows the results of the RoBERTa model fine-tuned with the dataset augmented by CPDA. Highlighted texts stand for gold labels in the first
column, and the corresponding predictions by the models in each column.

№ Gold Labels Baseline MELM CPDA

1. This opportunity requires a highly
motivated candidate to work in a
small and talented software de-
velopment team in order to de-
liver of a next-generation analytics
products for our institutional client
base

This opportunity requires a highly
motivated candidate to work in a
small and talented software de-
velopment team in order to de-
liver of a next-generation analytics
products for our institutional client
base

This opportunity requires a highly
motivated candidate to work in a
small and talented software de-
velopment team in order to de-
liver of a next-generation analytics
products for our institutional client
base

This opportunity requires a highly
motivated candidate to work in a
small and talented software de-
velopment team in order to de-
liver of a next-generation analytics
products for our institutional client
base

2. You’ll be required to apply your
depth of knowledge and expertise
to all aspects of the software devel-
opment lifecycle as well as part-
ner continuously with your many
stakeholders on a daily basis to
stay focused on common goals

You’ll be required to apply your
depth of knowledge and expertise
to all aspects of the software devel-
opment lifecycle as well as part-
ner continuously with your many
stakeholders on a daily basis to
stay focused on common goals

You’ll be required to apply your
depth of knowledge and expertise
to all aspects of the software devel-
opment lifecycle as well as part-
ner continuously with your many
stakeholders on a daily basis to
stay focused on common goals

You’ll be required to apply your
depth of knowledge and expertise
to all aspects of the software devel-
opment lifecycle as well as part-
ner continuously with your many
stakeholders on a daily basis to
stay focused on common goals

3. Open for continuous change with
passion for automation and proven
experience with Azure PaaS mi-
croservices

Open for continuous change with
passion for automation and proven
experience with Azure PaaS mi-
croservices

Open for continuous change with
passion for automation and proven
experience with Azure PaaS mi-
croservices

Open for continuous change with
passion for automation and proven
experience with Azure PaaS mi-
croservices

4. You’ll develop solutions for a bank
entrusted with holding 18 trillion
of assets and 393 billion in de-
posits

You’ll develop solutions for a bank
entrusted with holding 18 trillion
of assets and 393 billion in de-
posits

You’ll develop solutions for a bank
entrusted with holding 18 trillion
of assets and 393 billion in de-
posits

You’ll develop solutions for a bank
entrusted with holding 18 trillion
of assets and 393 billion in de-
posits

5. Company provides strategic ad-
vice raises capital manages risk
and extends liquidity in mar-
kets spanning over 100 countries
around the world

Company provides strategic ad-
vice raises capital manages risk
and extends liquidity in mar-
kets spanning over 100 countries
around the world

Company provides strategic ad-
vice raises capital manages risk
and extends liquidity in mar-
kets spanning over 100 countries
around the world

Company provides strategic ad-
vice raises capital manages risk
and extends liquidity in mar-
kets spanning over 100 countries
around the world

sidered a false positive in the overall evaluation. A similar pattern is
observed in Example 5.

7 Conclusion

This paper proposes CPDA (Contextual Prompt Data Augmenta-
tion), a novel DA framework for Named Entity Recognition (NER)
tasks using contrastive learning and prompt tuning. We use the cate-
gory labels as a prompt and enable the CPDA to explicitly condition
the prompt when predicting the masked entity tokens. The proposed
method is able to solve the token-label misalignment problem mean-
while generating diverse entities. When leveraging RoBERTa [22]
as the base model, our approach significantly outperforms four es-
tablished baselines: the baseline RoBERTa model without augmen-
tation, EDA, WordNet, and MELM, across various scenarios when
the annotated dataset is scarce.

These findings highlight the robustness of our proposed CPDA
methodology in improving NER performance, particularly in scenar-
ios with limited training data. By leveraging prompts and data aug-
mentation techniques, CPDA effectively addresses challenges posed
by diverse datasets and complex entity types. Moreover, our anal-
ysis reveals insights into the performance disparities among base-
line approaches across different datasets. While simpler datasets like
CoNLL-2003 favor baseline approaches, more complex datasets like
WNUT-17 and SKILLSPAN showcase the superiority of CPDA.
This suggests that CPDA excels in scenarios where entities exhibit
diverse semantic characteristics and may pose challenges for tradi-
tional approaches.

8 Limitations and Future Work

The proposed study shows promising results under lack of annotated
data, especially when the annotated samples are extremely limited
such as 100, 200 or 300. However, from Table 2 we see that, as we
train CPDA on a higher number of training examples such as 400
and 500, the performance gain over the baseline starts to saturate.

In the future, we will improve the model performance further for
a higher number of dataset sizes. Moreover, we plan to expand the
proposed approach for different NLP tasks such as text classification,
machine translation and question answering.
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