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Abstract

Neutrino oscillations are a well-established quantum phenomenon and have been
experimentally verified by many different experiments in the last decades. There
are still open questions on the topic; one of them is the determination of the neu-
trino mass ordering (NMO). To address this question, the Jiangmen Underground
Neutrino Observatory (JUNO) has been proposed and is currently under con-
struction in China. Furthermore, JUNO is expected to reach an unprecedented
sub-percent precision in the measurement of three of the oscillation parameters
that are used to model neutrino oscillations. In this work, we focus on some
experimental issues relevant to the neutrino oscillation analysis and provide the
expected JUNO precision in the measurement of the solar oscillation parameters,
∆m2

21 and sin2 θ12.
JUNO will detect electron antineutrinos (νe) produced inside nuclear reactors

as a by-product of the fission processes happening inside the cores. A good
understanding and modelling of the source are of paramount importance, even
though it constitutes a great challenge. In this work, we present a model of
the reactor spectrum and flux which accounts for all recent measurements from
short-baseline reactor experiments, which show discrepancies with respect to the
various models available in the literature.

The neutrino oscillation analysis relies on the calorimetric measurement of
the energy of the electron antineutrinos. The interaction of an νe with the liquid
scintillator target mass is followed by the emission of scintillation and Cherenkov
light; the light is detected by a system of PMTs generating a signal which is finally
processed by the front-end and readout electronics. Any non-linear behavior in
this chain of processes could distort the spectrum and lead to a wrong determina-
tion of the NMO and to biases in the measurement of the oscillation parameters.
A known source of non-linearity is the intrinsic non-linearity in the emission of
light by the liquid scintillator, which is mainly due to the quenching effect. In this
work, we propose a model, based on Geant4, to describe the non-linear relation
between the energy deposited in the detector by the antineutrino and the emitted
light. Another known source of non-linearity is the instrumental non-linearity of
the PMT system and of the readout electronics, thus a thorough characterization
of the two hardware systems is of paramount importance. A test protocol was de-
veloped and used to thoroughly characterize the readout electronics during mass
production; the test protocol is presented in detail.

Finally, we provide JUNO expected sensitivity to the measurement of ∆m2
21

and sin2 θ12 after the first year of data-taking; the impact of the main sources of
systematic uncertainties is also investigated.
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Introduction

Neutrino oscillations are a well-established quantum phenomenon and have been
experimentally verified by many different experiments in the last decades, as
briefly presented in the first part of chapter 1. Furthermore, the 2015 Nobel
Prize in Physics was awarded "for the discovery of neutrino oscillations, which
shows that neutrinos have mass". The phenomenon of neutrino oscillations is
based on the difference between the flavor eigenstates, να, which are produced and
detected through weak interactions, and the mass eigenstates, νi, which propagate
in the vacuum or in matter according to the Schroedinger equation. A neutrino
produced with flavor α can thus be detected as a neutrino with flavor β with
the probability P (να → νβ), derived in the second part of chapter 1, which
depends on the neutrino energy and the distance between the source and the
detector and displays an oscillatory behavior. The oscillation probability depends
on three mixing angles, θij, which parametrize the mixing between the flavor and
mass eigenstates, and three mass-squared differences, ∆m2

ij = m2
i −m2

j , with mi

being the mass of the mass eigenstate νi, which determine the frequencies of the
oscillatory pattern.

The Jiangmen Underground Neutrino Observatory (JUNO) is a multi-purpose
experiment, currently under construction in China, that will detect electron an-
tineutrinos from reactors with the main goal of improving our knowledge of neu-
trino oscillations. Indeed, JUNO is expected to measure three of the oscillation
parameters (∆m2

21, ∆m2
31, and sin2 θ12) with an unprecedented sub-percent pre-

cision and to determine the neutrino mass ordering, i.e., the order of the masses
of the three mass eigenstates, with a 3σ significance in about six years of data-
taking. The JUNO experiment is introduced in chapter 2.

This work aims to estimate the expected precision that the JUNO experi-
ment can reach in the measurement of the solar oscillation parameters, ∆m2

21

and sin2 θ12, after one year of data-taking. To this end, I focused on some exper-
imental issues relevant to the analysis that could possibly spoil JUNO results if
not properly addressed.

In the analysis of the reactor electron antineutrino spectrum, a good un-
derstanding and modelling of the source is of paramount importance. Reactor
electron antineutrinos are produced inside nuclear cores from the β decays of
neutron-rich fission products from the fission of four main isotopes: 235U, 239Pu,
238U, and 241Pu. The proper modelling of the antineutrino flux and spectrum from
reactors constitutes a great challenge, because we have only partial knowledge of
all the processes happening inside a nuclear reactor, and the nuclear databases
used to evaluate a prediction are incomplete. Furthermore, recent measurements

1



2 Introduction

from short-baseline reactor experiments show discrepancies with respect to the
various models available in literature. I worked on the evaluation of a model of
the reactor spectrum and flux which accounts for all recent measurements and
is needed to achieve JUNO ambitious physics goals; this work is presented in
chapter 3. I also propose a treatment of the uncertainties based on covariance
matrices, even though further studies should be carried out.

The neutrino oscillation analysis relies on the measurement of the energy of
antineutrinos coming from nuclear reactors; in fact, JUNO can be considered as a
calorimeter. The interaction of an electron antineutrino with the liquid scintillator
target mass is followed by the emission of scintillation and Cherenkov light; the
light propagates and is detected by a system of PMTs generating a signal which
is finally processed by the front-end and readout electronics, before being stored.
Any non-linear behaviour in this chain of processes could distort the oscillatory
pattern of the spectrum and lead to a wrong determination of the neutrino mass
ordering and in biases in the measurement of the oscillation parameters.

The quenching effect of the liquid scintillator is responsible for a non-linear
relation between the antineutrino energy and the amount of emitted light. I
developed a model based on Geant4 which describes the non-linearity due to
quenching of electrons, gammas, and positrons; the model is presented in chap-
ter 4. The model has only one free parameter, which is also a parameter used
in the JUNO Monte Carlo simulation software. By means of the calibration
data from γ sources, the model could also be used to fine tune the value of this
parameter in the simulation framework.

An additional source of non-linearity is given by the instrumentation used to
detect the light and process the signal: the PMTs and the readout electronics; in
this work, I focus only on the latter. To estimate the possible non-linearity of the
electronics, a thorough characterization of all boards was carried out in parallel
to mass production. The test protocol which I developed for the mass testing is
described in chapter 5.

Finally, in chapter 6 I present the analysis of the reactor antineutrino spec-
trum and provide JUNO expected sensitivity after one year of data-taking for
the measurement of the solar oscillation parameters, ∆m2

21 and sin2 θ12. I also
investigated in detail the impact of the background uncertainties and of the un-
certainty on the reactor flux. After one year of data-taking, JUNO is expected
to reach a sub-percent precision on the measurement of ∆m2

21, and significantly
improve the current precision on sin2 θ12.



Chapter 1

History and theory of neutrino
oscillations

The phenomenon of neutrino oscillations is a quantum effect that has been exper-
imentally confirmed and studied in the last few decades. In fact, the Nobel Prize
in Physics 2015 was awarded to Takaaki Kajita, from the Super-Kamiokande ex-
periment in Japan, and to Arthur B.McDonald, from the SNO experiment in
Canada, "for the discovery of neutrino oscillations, which shows that neutrinos
have mass" [1].

In section 1.1, we present the historical developments and the most important
experimental results that led to the discovery and verification of neutrino oscilla-
tions. Then, in section 1.2, we discuss the theoretical 3-ν oscillation framework
and provide the evaluation of the oscillation probability in vacuum and in matter.
Finally, in section 1.2.3, we present some open questions concerning neutrino os-
cillations and massive neutrinos, which will be addressed with the new generation
of experiments, such as the JUNO experiment.

For further reference about both the theoretical treatment and the historical
background, see M. Tanabashi et al., Review of Particle Physics [2, Chap. 14].

1.1 A bit of history

We now propose a brief historical description of the most important achieve-
ments in the field of neutrino oscillations. We start by presenting the solar neu-
trino problem (SNP) and the atmospheric neutrino anomaly which arose from the
first experiments detecting solar and atmospheric neutrinos, respectively. Then,
we point out how both problems could be solved with neutrino oscillations and
present some experimental verification for these solutions. Then, we briefly in-
troduce neutrino experiments at accelerators, which constitute a complementary
approach to experiments at nuclear reactors, to which the JUNO experiment
belongs.

3
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1.1.1 The solar neutrino problem and its solution

Solar neutrinos are produced by thermonuclear reactions that take place inside
the sun. The reactions are part of the pp chain and CNO cycle, which fuse four
protons to produce an helium atom with the emission of two positrons and two
electron neutrinos: 4p → 4He+2e+ +2νe. The fluxes of neutrinos emitted in the
various reactions of the chain are displayed in Fig. 1.1, where the fluxes are predic-
tion from the Standard Solar Model (SSM), initially developed by J. Bahcall [3].
The model describes the structure and evolution of the sun and, before the first
solar neutrino experiment, was strongly supported by data from helioseismology.

The first experiment that tried to detect solar neutrinos was Homestake by
R. Davis, Jr., in the late 1960s [4]. Homestake employed a radiochemical technique
and was able to measure the rate of solar neutrinos integrated over time. The
detector was filled with C2Cl4 and neutrinos were detected through the following
reaction: νe +

37Cl → e− + 37Ar. The produced argon was then chemically
extracted, and the Auger electrons emitted from electron capture of 37Ar were
counted in a low-background proportional chamber. Since the threshold of the
neutrino capture by 37Cl is 814 keV, Homestake was mainly sensitive to the 7Be
and 8B neutrinos (see Fig. 1.1). The final measured rate was 2.56 SNU, about a
third of the SSM prediction of 8.46 SNU, where 1 SNU = 10−36 captures/s/atom.
The discrepancy between the measured and predicted values was known as the
solar neutrino problem (SNP).

Figure 1.1. Spectrum of solar neutrino fluxes predicted by recent Standard Solar Model
calculation [5].

A lower energy threshold could be reached in radiochemical experiments that
employed gallium and detected neutrinos through the following reaction: νe +
71Ga → e−+ 71Ge. The threshold of this reaction is 233 keV, so experiments with
gallium allowed for the detection of pp neutrinos, which have the most abundant
flux according to the SSM (see Fig. 1.1). Two experiments employed gallium: the
SAGE experiment [6] in Baksan, Russia, used about 50 t of liquid metallic gallium
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as a target; the GALLEX experiment [7] at Laboratori Nazionali del Gran Sasso
(LNGS), Italy, used 101 t of GaCl3, containing a total of 30.3 t of gallium. Both
experiments observed almost half of the expected capture rate of solar neutrinos,
with a measured value of 65.4 SNU for SAGE and 69.3 SNU for GALLEX, against
a predicted value of 127.9 SNU.

The deficit measured by the radiochemical experiments with gallium sup-
ported the SNP. Therefore, either the SSM was wrong, although supported by
helioseismology, or something was happening to the neutrinos while traveling
from the production point inside the sun to the Earth. Combined with the re-
sults of the Homestake experiment with chlorine, SAGE and GALLEX results
pointed out that the deficit of the measurements with respect to the prediction is
energy-dependent. Radiochemical experiments are limited by the fact that they
measure a rate integrated in time and cannot provide any directional information.

Kamiokande and Super-Kamiokande

The Kamiokande experiment [8], in Japan, was the first experiment to realize real-
time measurements of solar neutrinos and consisted of a 3000-t water Cherenkov
detector, with a 6.5MeV energy threshold, thus being sensitive only to 8B neutri-
nos. Solar neutrinos were detected through elastic scattering (ES) on the electrons
of the detector: νx + e− → νx + e−. With respect to radiochemical experiments,
Kamiokande could detect all neutrino flavors since the ES reaction occurs via both
charged and neutral current weak interactions. The successor of Kamiokande, the
Super-Kamiokande (Super-K) [9] experiment, consists of a water Cherenkov de-
tector with 50 kt of pure water and is characterized by an energy threshold of
3.5MeV, thus it is sensitive only to 8B neutrinos. Super-K is still taking data
and its latest results (2016 [10]) show a measured flux of 2.345 ·106 cm−2 s−1, com-
pared to a SSM prediction of 5.46 · 106 cm−2 s−1, thus providing a confirmation of
the results from the radiochemical experiments. Furthermore, since Kamiokande
and Super-K are able to reconstruct the trajectory of the recoil electron and,
thus, provide directional information on the incoming neutrino, they showed for
the first time that the detected neutrinos were indeed coming from the sun.

SNO

The Sudbury Neutrino Observatory (SNO) was an experiment in Canada and
consisted of 1000 t of heavy water (D2O). Thanks to the presence of the deu-
terium, SNO was able to detect solar neutrinos via three interactions:

• Elastic scattering (ES) with an electron, νx + e− → νx + e−, via both
charged and neutral current interactions, as in Kamiokande. Since the
electron neutrino is the only one interacting through charged current, νe
has a total cross section about six times greater than that of νµ and ντ , so a
combined flux of all flavors is measured: ϕES = ϕ(νe)+0.15 (ϕ(νµ) + ϕ(ντ )).

• Charged current (CC) interaction with the deuteron: νe + d → p + p +
e−. Only electron neutrinos can be detected through this channel, thus
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providing a measurement of the electronic component of the flux: ϕCC =
ϕ(νe).

• Neutral current (NC) interaction with the deuteron: νx + d → p + n + νx.
The energy required to break apart the deuteron is about 2MeV and the
reaction is sensitive to all neutrino flavors with equal cross section, thus
providing a measurement of the total flux: ϕNC = ϕ(νe) + ϕ(νµ) + ϕ(ντ ).

Due to the threshold of about 2MeV, SNO was sensitive only to 8B neutrinos.
The total flux of the 8B neutrinos measured by SNO, ϕNC = 5.25·106 cm−2 s−1,

was finally in agreement with the SSM prediction, thus suggesting that something
was happening to the neutrinos before reaching the Earth. The NC results of
2002 [11] established the existence of a non-νe component in the solar neutrino
flux and provided an explanation for the low measured rate in the previous exper-
iments: some of the νe’s produced inside the sun oscillate into νµ’s or ντ ’s before
reaching the Earth. The solution to the solar neutrino problem is thus neutrino
oscillations in matter. The flavor transition νe → νµ, ντ is indeed favored by the
high electron density in the inner part of the sun, and can be described with a
mass-squared difference ∆m2 ∼ 7.5 · 10−5 eV2 and a mixing angle sin2 θ ∼ 0.3.

Borexino

The Borexino experiment at LNGS, Italy, provided further confirmation of the
solution to the solar neutrino problem. The detector consisted of 300 t of ultra-
pure liquid scintillator with an energy resolution of 5% at 1MeV and an energy
threshold of 0.19MeV. It detected solar neutrinos via the elastic ν-e scattering in
real time. Thanks to the very low energy threshold, the experiment reported the
first real-time detection of 7Be neutrinos. Borexino also measured for the first time
the fluxes of pp and pep neutrinos, with measured fluxes of ϕpp = 6.1·1010 cm−2 s−1

and ϕpep = 1.27·108 cm−2 s−1 [12], respectively, and neutrinos from the CNO cycle,
with a measured flux of ϕCNO = 6.7 · 108 cm−2 s−1 [13].

Together with the data from other solar experiments, Borexino’s data are
important to study the matter effect in neutrino oscillations, and its measure-
ment [14, 15] of the various solar neutrino fluxes have been proven consistent
with the solution to the solar neutrino problem.

1.1.2 The atmospheric neutrino anomaly and its solution

Atmospheric neutrinos are produced by the decay of hadrons generated in the
interactions of the cosmic rays with the Earth’s atmosphere. The decay of pions
constitute the dominant decay chain:

π+ → µ+ + νµ µ+ → e+ + νe + νµ,

π− → µ− + νµ µ− → e− + νe + νµ.

From these decay chain, the ratio of the number of neutrinos of muonic flavor
over the number of neutrinos of electronic flavor, R = (νµ + νµ)/(νe + νe), is
expected to be equal to 2 at low energies (∼ 1GeV).
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Detectors for atmospheric neutrinos are located on or just below the Earth’s
surface. Since atmospheric neutrinos are produced everywhere in the atmosphere,
their flight distance can vary from 15 km for neutrinos produced above the detec-
tor (downward-going), to about 13 000 km for those produced on the other side of
the planet and traveling through the Earth (upward-going). One can expect that
the zenith angle distributions (the path length distribution) between downward-
going and upward-going neutrinos are symmetric for energy above 1GeV.

In order to reduce the uncertainty, early experiments reported a double ratio,
i.e., the ratio between the observed and expected value of the ratio R: R̃ =
Robs/Rexp, which is anticipated to be equal to 1. Early atmospheric neutrino
experiments reported a significantly lower value of R̃, which suggested either a
deficit in the number of νµ’s, or an excess in the number of νe’s, or both; this is
the so-called atmospheric neutrino anomaly.

Kamiokande [16] was among these experiments and also provided a first in-
dication of the zenith angle dependence of the muon disappearance probability,
but the results were not conclusive.

Super-Kamiokande

Super-Kamiokande provided a solution to the atmospheric neutrino anomaly. In
1998, it reported evidence for neutrino oscillations in atmospheric neutrinos [17]
by measuring the zenith angle distribution.

The observed events were divided into e-like and µ-like events, based on the
flavor identification of the final-state charged lepton following a neutrino interac-
tion; each category was further divided into different energy ranges. The results
showed that the observed zenith angle distributions for the e-like events were
in agreement with the expectation at all energies, thus excluding the idea of an
excess of νe’s as an explanation for the atmospheric ν anomaly. On the other
hand, the distribution for the µ-like events deviated significantly from the expec-
tation. The results pointed out a deficit of upward-going events, which was also
energy-dependent.

The atmospheric neutrino anomaly can be explained with the flavor transition
νµ → ντ as the dominant oscillation mode in atmospheric neutrinos; since Super-
K cannot detect ντ ’s, it cannot provide direct evidence for this. The asymmetry
in the zenith angle distribution can be explained by the fact that the baseline for
downward-going neutrinos is too short for the oscillation to occur, while upward-
going neutrinos have a long enough baseline. The corresponding oscillation pa-
rameters were found to be ∆m2 ∼ 2.5 · 10−3 eV2 and θ ∼ 45◦. Super-K’s results
were confirmed by other atmospheric neutrino observations.

The fact that νµ → ντ is the dominant oscillation mode for atmospheric
neutrinos has been verified only recently by the OPERA experiment through the
detection of accelerator neutrinos, as explained in the next section.

1.1.3 Neutrino experiments at accelerators

For experiments at accelerators, the neutrino beam is obtained by accelerating
protons and by colliding them onto a target, thus producing pions and kaons
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which then decay into neutrinos. Given that pions are the most abundant prod-
uct, the neutrino beam is mainly composed of either muon neutrinos or antineu-
trinos, depending on whether positive or negative pions are selected. In fact, it is
possible to select the dominant composition of the beam by inverting the direction
of current in the magnetic horns, which are also used to focus the pion and kaon
beam. Experiments can thus study the disappearance of muon (anti-)neutrinos
and the appearance of electron (anti-)neutrinos. The neutrino beam is produced
with an energy of the order of 1GeV to 10GeV. Given that the first oscillation
maximum driven by the atmospheric mass splitting is at L/E ≈ 500 km/GeV, the
baseline of experiments at accelerators ranges from a few hundreds to thousand
of kilometer.

The first generation of experiments, like K2K, MINOS, and OPERA, was
mainly meant to confirm the existence of neutrino oscillations and study the
physics of atmospheric neutrino oscillations; as an example, we briefly mention
the OPERA experiment, since it was the first one observing ντ appearing in a
νµ beam. A second generation of experiments, comprising T2K and Noνa, has
been built with the main goal to search for CP violation in neutrino oscillations.
DUNE and Hyper-Kamiokande, which are currently under construction, consti-
tute the third generation of experiments at accelerators, and besides the further
investigation of long-baseline neutrino oscillations, they will have a rich physics
program.

Experiments at accelerators also have the sensitivity to determine the neu-
trino mass ordering by exploiting the matter effect, providing a complementary
approach to the determination in the vacuum which can be achieved with a re-
actor experiment like JUNO (see next section).

OPERA

The OPERA experiment was a long-baseline experiment installed at LNGS and
used the CERN Neutrinos to Gran Sasso (CNGS) beamline to study the appear-
ance of ντ ’s in a beam of νµ’s. The CNGS neutrino beamline provided a neutrino
beam with energy of the order of 10GeV from CERN to LNGS for a baseline of
about 732 km. The latest results from 2018 [18] reported the observation of ντ
events, thus confirming that the oscillation mode νµ → ντ is the dominant one
for atmospheric neutrinos. OPERA’s results also suggests a ∆m2 ∼ 2.7 ·10−3 eV2

for the atmospheric sector, consistent with other oscillation experiments.

1.1.4 Oscillation experiments at nuclear reactors

Nuclear reactors are very intense sources of electron antineutrinos produced inside
the cores by β decay of fission fragments, with a flux of 2 · 1020 νe per second
per GW of thermal power. Oscillation experiments at nuclear reactors employ
a liquid scintillator contained in a spherical or cylindrical vessel as the primary
antineutrino target, and exploit the inverse beta decay as the detection process:
νe + p → e+ + n (more details on the interaction mechanism are provided in the
next chapters). Experiments at nuclear reactors are disappearance experiments
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and are used to investigate the survival probability P (νe → νe), that will be
derived in section 1.2.2.

A list of past, current, and future reactor experiments with a baseline greater
than 1 km is reported in Table 1.1; the reactor thermal power, the baseline, and
the detector target mass are also listed. Among experiments at reactors, Kam-
LAND can be considered as a long-baseline experiment, with an average baseline
of L = 180 km. Since the neutrino flux from reactors is isotropic and decreases
with the baseline as L−2, experiments with baseline longer than a few hundred
kilometers suffer from low statistics; if longer baselines are needed, oscillation
experiments with accelerator neutrinos should be employed (see section 1.1.3).
Double Chooz (France), RENO (Korea), and Daya Bay (China) are short-baseline
experiments with L ∼ O(1 km) and provided the first measurement of θ13 in 2012;
we briefly present Daya Bay only, since we will use its latest results in chapter 3.
JUNO, with a mean baseline of about L ∼ 50 km, can be considered as a medium-
baseline experiment.

There are also several experiments with a very short baseline, ∼ 10m, built
with the main goal to investigate oscillations at a scale of δm2 ∼ 1 eV2), involving
a fourth neutrino beyond the 3-ν oscillation framework presented in section 1.2.
In the context of the study presented in this manuscript, we are not interested in
physics beyond the 3-ν oscillation framework; nonetheless it is worth mentioning
very short baseline experiments at reactors because, as a secondary results, they
can provide a precise measurement of the reactor antineutrino spectrum, as it
will be mentioned in chapter 3.

Table 1.1. List of experiments which study neutrino oscillations with reactor antineu-
trinos, with a baseline greater than 1 km [2].

Name Reactor Baseline Detector Year
power [GW] L [km] mass [t]

KamLAND various 180 (avg.) 1000 2001 –

Double Chooz 4.25× 2 1.05 8.3 2011 – 2018
RENO 2.9× 6 1.65 20× 4 2011 – 2020
Daya Bay 2.8× 6 1.38 16 2011 –

JUNO 26.6 (tot.) 53 (avg.) 20 000 2024 (exp.) –

KamLAND

The KamLAND experiment is located in the Kamioka mine in Japan and can
detect electron antineutrinos from more than 50 nuclear power stations with a
flux-weighted average baseline L0 = 180 km. The detector consists of 1000 t of
ultra-pure liquid scintillator contained in a 13-m diameter spherical balloon [19].
The detector is instrumented with an array of 1879 PMTs, with a total photo-
cathode coverage of 34% and an energy resolution of ∼ 7.5%/

√
E[MeV].

In 2002 [19], KamLAND provided evidence for reactor νe disappearance at
99.95% confidence level and provided a measurement of the solar oscillation pa-
rameters, ∆m2

21 and sin2 θ12, complementary to the measurement by solar exper-
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iments. It was also the first experiment to provide a first "picture" of neutrino
oscillations, thanks to the wide range of baselines, as shown in Fig. 1.2 [20]. The
figure shows the ratio of the observed νe spectrum to the expectation spectrum in
the hypothesis of no-oscillation as a function of L0/E: a clear oscillatory signature
can be seen.
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Figure 1.2. Ratio of the observed νe spectrum to the expectation in the hypothesis of
no oscillation as a function of L0/E for the KamLAND data. L0 = 180 km
is the flux-weighted average reactor baseline [20].

Daya Bay

The Daya Bay (DYB) experiment is located in China and consists of several
antineutrino detectors (ADs) positioned in a near and a far sites [21]. The use
of a near and a far site allows for the cancellation of reactor-related systematic
uncertainties and part of the detection-related ones. At the near site, the ADs
are not sensitive to neutrino oscillations, while at the far site, the ADs are able to
see a deficit in the neutrino spectrum due to neutrino oscillations. As the far site
is concerned, DYB consists of four detectors, containing 20 t of gadolinium-doped
LS each, at a baseline of 1.65 km. Light generated by the IBD interactions inside
the liquid scintillator target are detected by about 200 PMTs and with an energy
resolution of (7.5/

√
E[MeV] + 0.9)%.

Due to the short baseline L ∼ O(1 km), the survival probability depends only
on one mixing angle and one mass splitting, which are parameters used to describe
neutrino oscillations, as it will be explained in section 1.2. Short-baseline reactor
experiments, like Daya Bay, are thus sensitive only to the atmospheric component
of the oscillations and are suitable for a precise measurement of θ13.

In 2012, DYB [21], together with the Double Chooz [22] and RENO [23] ex-
periments, reported an indication of reactor electron antineutrinos disappearance
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and established a non-zero value of θ13. They reported the ratio of observed val-
ues over the prediction with no oscillation; the ratio from DYB [24] is shown in
Fig. 1.3, together with the detected spectrum.

•

•

Figure 1.3. The background-subtracted spectrum at the far site (black points) and the
expectation derived from near-site measurements excluding (red line) or
including (blue line) the best-fit oscillation. The bottom panel shows the
ratios of data over predictions with no oscillation. The inset shows the
background components on a logarithmic scale [24].

JUNO

The JUNO experiment, with a mean baseline of 52.5 km and an expected reso-
lution of 3% at 1MeV, has a significant sensitivity to the determination of the
neutrino mass ordering and has been mainly proposed to achieve this physics
goal. Chapter 2 is devoted to a thorough description of the experiment and its
physics prospects beyond the reactor electron antineutrino analysis.

1.2 3-ν oscillation framework

In the Standard Model (SM) of particle physics, neutrinos are fermions and in-
teract only through weak interactions. Neutrinos and antineutrinos are described
as spin-1/2 left-handed and right-handed leptons, respectively, and are massless.

With respect to the symmetry group SU(2)L which describes the weak in-
teractions, neutrinos are spin-1/2 left-handed leptons and are part of a doublet
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together with the respective left-handed charged lepton; there are three families
of left-handed leptons: (

νe
e

)
L
,

(
νµ
µ

)
L
,

(
ντ
τ

)
L
.

Neutrinos are produced in weak interactions with a definite flavor, that is,
they are flavor eigenstates and are always produced with, or absorbed to give, a
charged lepton of the same flavor; flavor eigenstates are labeled νe, νµ, and ντ .
Since the mass eigenstates differ from the flavor eigenstates, a neutrino can be
produced at the source with a flavor and be detected with a different one after
traveling a distance L: this phenomenon is known as neutrino oscillations. Mass
eigenstates are usually labeled ν1, ν2, and ν3 and have mass m1, m2, and m3,
respectively.

Neutrino oscillations have been observed by various experiments in the last
decades and solved both the solar neutrino problem and the atmospheric neutrino
anomaly, as described in section 1.1. For the oscillations to occur, neutrinos must
be massive, so every attempt to introduce massive neutrinos leads to an extension
of the SM.

In the rest of this manuscript, we work in natural units, thus c = ℏ = 1.

1.2.1 The mixing matrix

The minimal model that can explain the experimental observations of neutrino
oscillations requires the mixing between the three ν flavors of the SM and the
three distinct mass eigenstates:νe

νµ
ντ

 = UPMNS

ν1
ν2
ν3

 , (1.1)

where U is the 3× 3 complex mixing matrix, whose general expression is:

UPMNS =

Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 . (1.2)

The neutrino mixing matrix U is analogous to the CKM matrix that describes
the mixing between quarks: the matrix can be written following a standard pa-
rameterization as a sequence of three rotation matrices and a complex phase with
a total of four independent parameters. Since the Dirac or Majorana nature of
the neutrino is yet to be established, a matrix with two complex phases is added
to the parameterization. Thus, the final form is:

U =

1 0 0
0 c23 s23
0 −s23 c23

 ·

 c13 0 s13 e
−iδCP

0 1 0
−s13 e

iδCP 0 c13

 ·

 c12 s12 0
−s12 c12 0
0 0 1

 ·

·

eiη1 0 0
0 eiη2 0
0 0 1

 , (1.3)
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where cij = cos θij and sij = sin θij. The matrix U has a total of six independent
parameters: θ12, θ13, and θ23 are the three mixing angles; δCP is the CP-violation
phase which accounts for a possible violation of the CP symmetry by the weak
interaction in the lepton sector; η1 and η2 are the two Majorana phases which
have physical meaning only if the neutrino is a Majorana particle and play no
role in neutrino oscillations, so they are neglected in the rest of this work.

After multiplying the matrices, the matrix U for ν oscillations can be written
as:

U =

 c12c13 s12c13 s13 e
−iδCP

−s12c23 − c12s23s13 e
iδCP c12c23 − s12s23s13 e

iδCP s23c13
s12s23 − c12c23s13 e

iδCP −c12s23 − s12c23s13 e
iδCP c23s13

 . (1.4)

This matrix is also referred to as the Pontecorvo-Maki-Nakagawa-Sakata (PMNS)
mixing matrix.

In the case of three Dirac neutrinos, the matrix U is unitary, hence satisfies
the following requirement:

U †U = I, or U † = U−1 = (U∗)T .

This is not true in the case of three Majorana neutrinos. However, since the
deviation from unitarity is small, for all practical purposes, U is unitary inde-
pendently of whether neutrinos are Dirac or Majorana particles [2, Chap. 14,
p. 8].

1.2.2 Calculation of the oscillation probability

To compute the expression of the oscillation probability [25], we first calculate
the most general survival probability in the vacuum; then, the equation for the
case of the JUNO experiment, which we are interested in, is given; finally, we
include the matter effect.

A neutrino produced at the source (at space-time point x = 0 = (0, 0)) with
flavor α is a linear coherent superposition of the mass eigenstates:

|να(0)⟩ =
∑
k

Uαk |νk(0)⟩ , (1.5)

where U is the unitary mixing matrix of Eq. (1.4). In what follows, a Greek index
is used to identify flavor eigenstates, να ≡ νe, νµ, ντ , while a Latin index is used
for mass eigenstates, νk ≡ ν1, ν2, ν3.

The mass eigenstates propagate according to the Schroedinger equation:

i
∂

∂t
|νk(x)⟩ = − 1

2mk

∂2

∂x2
|νk(x)⟩ , for k = 1, 2, 3. (1.6)

No potential is considered in the equation since, for now, we are interested in
neutrino oscillations in the vacuum. Solutions to this equation are plane waves:

|νk(x)⟩ = e−i(Ekt−pk·x) |νk(0)⟩ = e−iϕk |νk(0)⟩ , for k = 1, 2, 3, (1.7)
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where we defined the phase ϕk = pkx, with pk = (Ek,pk) the 4-momentum of the
neutrino mass state νk and x = (t,x) the space-time vector.

The evolution of the initial state with flavor α is thus:

|να(x)⟩ =
∑
k

Uαk |νk(x)⟩ =
∑
k

Uαk e
−iϕk |νk(0)⟩ . (1.8)

By inverting Eq. (1.5), we can express the mass eigenstates as a linear com-
bination of the flavor eigenstates:

|νk(0)⟩ =
∑
γ

U∗
γk |νγ(0)⟩ . (1.9)

By using Eq. (1.9), we can rewrite Eq. (1.8) by expressing the flavor state α
at a space-time point x = (t,x) in terms of the flavor eigenstates at the source:

|να(x)⟩ =
∑
γ

∑
k

Uαk e
−iϕkU∗

γk |νγ(0)⟩ . (1.10)

Finally, we can write the transition amplitude for the detection of a neutrino
of flavor β at a distance L from the source, where a neutrino of flavor α was
originally produced:

A(να(0) → νβ(L)) = ⟨νβ(L) | να(0)⟩
=
∑
γ

∑
k

U∗
βk e

+iϕkUγk ⟨νγ(0) | να(0)⟩

=
∑
k

U∗
βk e

+iϕkUαk.

(1.11)

where we used the orthogonality of the flavor states, ⟨νγ(0) | να(0)⟩ = δγα, and
the fact that neutrinos are very relativistic particles, so t ≃ L.

The oscillation probability is given by:

P (να → νβ) =|A(να(0) → νβ(L))|2

=

∣∣∣∣∣∑
k

U∗
βk e

+iϕkUαk

∣∣∣∣∣
2

=
∣∣U∗

β1Uα1 e
+iϕ1 + U∗

β2Uα2 e
+iϕ2 + U∗

β3Uα3 e
+iϕ3

∣∣2.
(1.12)

Since neutrinos are relativistic particles, Ek, pk ≫ mk, we can rewrite the
energy as:

Ek =
√

p2k +m2
k = pk

√
1 +

m2
k

p2k
≈ pk

(
1 +

m2
k

2p2k

)
≈ pk +

m2
k

2Ek

. (1.13)

By using t ≈ x ≈ L, where L is the distance between the source and the detection
point, and Eq. (1.13), the phase can be written as:

ϕk = Ekt− pkx ≈ pkL+
m2

k

2Ek

L− pkL =
m2

k

2Ek

L. (1.14)
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Using the complex relation |z1 + z2 + z2|2 = |z1|2 + |z2|2 + |z3|2 + 2ℜ(z1z∗2 +
z1z

∗
3 + z2z

∗
3) and Eq. (1.14), we can now expand Eq. (1.12) to obtain the general

expression of the oscillation probability for a neutrino of flavor α to be detected
as a neutrino of flavor β after traveling a distance L:

P (να → νβ) = δαβ − 4
∑
k>j

ℜ(U∗
αkUβkUαjU

∗
βj) sin

2 (∆kj)+

+ 2
∑
k>j

ℑ(U∗
αkUβkUαjU

∗
βj) sin (2∆kj) , (1.15)

where the argument of the trigonometric functions is:

∆kj = ∆m2
kj

L

4E
= 1.27∆m2

kj

L[m]

E[MeV]
, for k > j. (1.16)

The mass-squared differences ∆m2
kj = m2

k−m2
j with k > j are important parame-

ters for neutrino oscillations and drive the oscillatory terms in the probability. On
the other hand, the mixing angles θjk, which are hidden in the matrix elements,
are responsible for the amplitude of the oscillations.

Survival probability for electron antineutrinos from reactors

Experiments that study neutrino oscillations can be divided into two categories:
appearance and disappearance experiments. The former study the appearance of
neutrinos of flavor β in an original flux or beam of neutrinos of flavor α, thus
measuring the probability in Eq. (1.15) for β ̸= α. On the contrary, the latter
start with a pure flux or beam of neutrinos of flavor α and look at how many of
them have disappeared at a distance L. Disappearance experiments measure the
probability in Eq. (1.15) with β = α; the probability P (να → να) is also known
as survival probability.

We are particularly interested in the expression of P (να → να) since the JUNO
experiment is a disappearance experiment, which detects electron antineutrinos
produced in nuclear reactors. For β = α, the imaginary part of Eq. (1.15) is null
and the probability reduces to:

P (να → να) =1− 4
∑
k>j

ℜ(U∗
αkUαkUαjU

∗
αj) sin

2

(
1.27∆m2

kj

L

E

)
=1− 4

∑
k>j

|Uαk|2|Uαj|2 sin2

(
1.27∆m2

kj

L

E

) (1.17)

Since there is no imaginary part, the survival probability is independent of the
CP-violation phase δCP; as a consequence, disappearance experiments are not
suited to directly study CP-violation in the lepton sector. The expanded form of
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the survival probability is:

P (να → να) = 1− 4 |Uα2|2|Uα1|2 sin2

(
1.27∆m2

21

L

E

)
− 4 |Uα3|2|Uα1|2 sin2

(
1.27∆m2

31

L

E

)
− 4 |Uα3|2|Uα2|2 sin2

(
1.27∆m2

32

L

E

)
.

(1.18)

Since we are interested in neutrinos of electronic flavor, α = e, we can use the
matrix U of Eq. (1.4) to evaluate the survival probability for electron antineutrino.
Finally, by using the trigonometric relation 2 sin θ cos θ = sin(2θ), we can write:

P (νe → νe) = 1− cos4(θ13) sin
2(2θ12) sin

2(∆21)

− cos2(θ12) sin
2(2θ13) sin

2(∆31)

− sin2(θ12) sin
2(2θ13) sin

2(∆32),

(1.19)

where ∆kj = 1.27∆m2
kj

L
E

and ∆m2
kj = m2

k −m2
j , with k > j.

Under the CPT theorem, we have P (νe → νe) = P (νe → νe), so Eq. (1.19) is
the survival probability for an electron antineutrino to be detected as an electron
antineutrino at a distance L from the source. This equation is thus valid for
disappearance experiments at reactors, like the JUNO experiment.

The electron antineutrino survival probability P (νe → νe) as a function of
L/Eν for the normal (NO) and inverted (IO) orderings, introduced in the next
section, is shown in Fig. 1.4. Given an intermediate baseline of about 52.5 km
and that reactor electron antineutrino energy ranges between 1 and 10MeV,
JUNO will cover the region around the first minimum of the slow oscillation,
driven by ∆m2

21. As it can be seen in the figure, the fast oscillations driven by
the atmospheric term, ∆m2

32, have a smaller amplitude compared to the slow
oscillation driven by the solar term, ∆m2

21. In order to resolve the fine structure
of the oscillation pattern, an energy resolution better than ∆m2

21/|∆m2
32| ≈ 3%

is necessary and is one of the main requirements of the JUNO experiment.
For short baselines, L ∼ O(1 km), Eq. (1.19) reduces to [21]:

P (νe → νe) ≃ 1− sin2(2θ13) sin
2

(
1.27∆m2

31

L

E

)
, (1.20)

thus depending only on one mixing angle, θ13, and one mass splitting, ∆m2
31.

For this reason, short-baseline reactor experiments, like Daya Bay introduced
earlier, are well suited for a precise measurement of θ13. On the other hand, a
medium-baseline reactor experiment like JUNO will not be able to improve the
state-of-the-art measurement of θ13.

Observations on the survival probability and the oscillation
parameters

The survival probability of Eq. (1.19) has a total of four independent parameters:
two mixing angles, θ12 and θ13, and two mass-squared differences ∆m2

kj. In fact,
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Figure 1.4. Survival probability for electron antineutrinos as a function of L/Eν for
the normal (blue) and inverted (red) orderings. Oscillation parameters
from NuFIT 5.2 (2022) [26, 27] are used.

only two out of the three ∆m2
kj are independent since they have to satisfy the

following relation:
∆m2

21 +∆m2
32 +∆m2

13 = 0. (1.21)

From experiments studying neutrino oscillations, we know that ∆m2
21 > 0,

while the sign of ∆m2
32/31 is still unknown. There are thus two possible orderings

for the spectrum of neutrino masses: normal ordering (NO), where m1 < m2 <
m3, and inverted ordering (IO), where m3 < m1 < m2. The true mass ordering
is one of the current open issues about massive neutrinos (see section 1.2.3).

Table 1.2. Oscillation parameters from NuFIT 5.2 (2022) [26, 27].

Parameter Value

∆m2
21 7.41 · 10−5 eV2

sin2 θ12 0.303
∆m2

31 (NO) 2.511 · 10−3 eV2

∆m2
32 (IO) −2.498 · 10−3 eV2

sin2 θ13 (NO) 0.02203
sin2 θ13 (IO) 0.02219

The values of the oscillation parameters from a recent global fit [26, 27] are
listed in Table 1.2. Throughout this work, we use the notation by I. Esteban
et al. [26, 27], where the two independent mass splittings are the smallest and
the largest ones for each mass ordering. The smallest mass splitting is ∆m2

21 ∼
7 ·10−5 eV2 for both normal (NO) and inverted (IO) orderings. This parameter is
responsible for the slow or solar component of the oscillation pattern. The largest
mass splitting depends on the mass ordering and is labeled as ∆m2

3ℓ, where:

• ℓ = 1 (∆m2
3ℓ = ∆m2

31 > 0) for NO;

• ℓ = 2 (∆m2
3ℓ = ∆m2

32 < 0) for IO.
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∆m2
3ℓ ∼ 3 · 10−3 eV2 drives the fast or atmospheric component of the oscilla-

tion pattern. A schematic representation of the mass splitting for the two mass
orderings is shown in Fig. 1.5.

Normal

6

?

∆m2
3` = ∆m2

31 > 0

Inverted

6

?

∆m2
3` = ∆m2

32 < 0

m2
1

m2
2

m2
3

m2
1

m2
2

m2
3

νe νµ ντ

Figure 1.5. Schematic of the mass splittings for the two orderings, accordingly to the
notation by I. Esteban et al. [26, 27]. The colored bars represent how much
the flavor eigenstates are mixed to obtain the mass eigenstates; the matrix
U of Eq. (1.4) has been considered.

Sometimes in the literature, the determination of the neutrino mass ordering
is referred to as the determination of the neutrino mass hierarchy (MH). In fact,
depending on the values of the lightest neutrino, the mass spectrum can be further
classified in: normal hierarchical spectrum (NH), m1 ≪ m2 < m3; inverted
hierarchical spectrum (IH), m3 ≪ m1 < m2; quasidegenerate spectrum (QD),
m1 ≃ m2 ≃ m3. The neutrino spectrum may or may not be hierarchical with
what we know so far about the neutrino absolute mass scale. Therefore, it is
more precise to address this problem as the determination of the neutrino mass
ordering.

The matter effect

Until now, we have considered neutrino oscillations in the vacuum. The oscillation
probability may change if neutrinos travel through matter and thus move in a
potential a, which acts differently on the different flavor eigenstates. This is
known as matter effect or neutrino oscillations in matter. The phenomenon
depends on the energy of the traveling neutrino and the electron density of the
traversed matter. Indeed, electron neutrinos can interact in matter via neutral
and charged current, while the other two neutrino flavors, νµ and ντ , interact only
via neutral current; hence, neutrino flavors interact differently in the matter and
experience different potentials aα. The matter effect plays a critical role in the
study of the solar sector of neutrino oscillations since the electron neutrinos are
produced inside the sun, where the matter density is high. In fact, as already seen
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in section 1.1.1, the solar neutrino problem could be explained by the transition
νe → νµ, ντ which is enhanced by the matter effect in the sun.

For a reactor experiment with a medium baseline of about 50 km, the matter
effect has a small impact, nonetheless, it cannot be neglected given JUNO chal-
lenging physics goals. In fact, neglecting the matter effect could introduce a bias
in the measurement of the solar oscillation parameters, sin2 θ12 and ∆m2

21 [28].
One possible to way to get the survival probability in matter is to use the same
analytical form as the survival probability in the vacuum, Eq. (1.19), and use the
oscillation parameters in matter, which are obtained by a perturbative expansion
of the oscillation parameters in terms of the matter potential [28]. In the end,
the survival probability in matter can be written as:

Pmatter(νe → νe) = 1− cos4(θ̃13) sin
2(2θ̃12) sin

2(∆̃21)

− cos2(θ̃12) sin
2(2θ̃13) sin

2(∆̃31)

− sin2(θ̃12) sin
2(2θ̃13) sin

2(∆̃32),

(1.22)

where ∆̃kj = 1.27∆m̃2
kj

L
E

, and the tilde on top identifies the perturbative expan-
sion of the oscillation parameters.

The potential which is introduced in the Schroedinger equation of Eq. (1.6)
and which is affecting only νe during propagation can be written as:

a = −2
√
2GFNeEν (1.23)

where GF is the Fermi constant, Ne is the electron density, and Eν is the anti-
neutrino energy in units of MeV. The potential can also be approximated as a
function of the matter density:

a ≈ 1.52 · 10−4

(
Ye ρ

g/cm3

)(
Eν

GeV

)
eV2, (1.24)

where ρ = 2.45 g/cm3 is the matter density for the JUNO experiment [29], and
Ye ≈ 0.5 is the number of electrons per nucleon.

It is found that for the JUNO analysis it is enough to expand the oscillation
parameters up to the second order in the matter potential [28]. The expansion of
the solar oscillation parameters is given in the following equations:

sin2 θ̃12 ≃ sin2 θ12 ·
[
1 + 2c212

(
c213 a

∆m2
21

)
+ 3c212 cos 2θ12

(
c213 a

∆m2
21

)2
]
, (1.25)

and

∆m̃2
21 ≃ ∆m2

21

[
1− cos 2θ12

(
c213 a

∆m2
21

)
+ 2s212c

2
12

(
c213 a

∆m2
21

)2
]
. (1.26)

As far as the mixing angle θ13 is concerned, it can be rewritten as:

sin2 θ̃13 ≃ sin2 θ13 ·
[
1 + 2c13

(
a

∆m2
ee

)]
, (1.27)
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where:
∆m2

ee = c212∆m2
31 + s212∆m2

32. (1.28)

Finally, the two largest mass splittings can be expanded as:

∆m̃2
31 ≃ ∆m2

31 ·
[
1−

(
a

∆m2
31

)(
c212c

2
13 − s213 − s212c

2
12c

2
13

(
c213 a

∆m2
21

))]
, (1.29)

and

∆m̃2
32 ≃ ∆m2

32 ·
[
1−

(
a

∆m2
32

)(
s212c

2
13 − s213 + s212c

2
12c

2
13

(
c213 a

∆m2
21

))]
. (1.30)

Figure 1.6 shows the fractional difference between the probability in matter
and in the vacuum. As already mentioned, the difference in the probability is
small, up to about 4%, nonetheless the matter effect cannot be neglected since
it introduces a shift in the measurement of the oscillation parameter values.

Figure 1.6. Fractional difference of the electron antineutrino survival probability in
matter and in the vacuum versus the antineutrino energy. The matter
effect is up to 4% at about 3MeV. The dotted vertical line refers to the
IBD threshold. Oscillation parameters from NuFIT 5.2 (2022) [26, 27] are
used.

1.2.3 Open questions on massive neutrinos

Here, we present some of the open issues related to the physics of massive neu-
trinos, which will be addressed in the next generation of experiments. When
possible, we point out whether the issue can be directly or indirectly addressed
by the JUNO experiment [30].

Determination of the mass ordering
We know that ∆m2

21 > 0, while the sign of the atmospheric splitting ∆m2
31/32

is still unknown. There are thus two possible orderings for the masses of
the mass eigentstates: normal ordering, with m1 < m2 < m3, and inverted
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ordering, with m3 < m1 < m2; a graphical representation of the two mass
orderings is shown in Fig. 1.5. It is fundamental to determine the MO since
the sign of ∆m2

31/32 can have an impact in different fields, from particle
physics to astrophysics and cosmology. For example, the MO is crucial in
the understanding of the origin of the neutrino masses and mixing, in the
prediction of the supernova nucleosynthesis, or in the cosmological probe of
the neutrino mass scale.

The JUNO experiment has been designed to measure the MO using pre-
cision spectral measurements of reactor antineutrino oscillations. With
respect to long-baseline accelerator experiments and atmospheric experi-
ments, which could also resolve the MO, JUNO will study oscillations in
the vacuum, thus being independent of the matter effect.

Precision measurements of the oscillation parameters
From the latest global analysis by I. Esteban et al. [26, 27], the current
precision of all mixing angles and mass-squared differences lies between
1.3% and 5%. JUNO, as a standalone experiment, has the potential to
obtain unprecedented sub-percent precision for three oscillation parameters,
namely ∆m2

21, sin
2 θ12, and the atmospheric splitting ∆m2

31/32.

CP-violation phase
The CP-violation phase δCP of the mixing matrix U models the violation
of the CP-symmetry in weak interactions in the lepton sector. We have
already observed in Eq. (1.17) that δCP does not appear in the survival
probability of a disappearance experiment; thus, it can only be studied in
appearance experiments.

Since JUNO is a disappearance experiment, it cannot directly measure the
value of the CP-violation phase. However, JUNO results on the MO deter-
mination could help resolve the degeneracy between the MO and the CP
phase measurements, which emerges in long- or medium-baseline acceler-
ator experiments. A determination of the MO independent of δCP is thus
necessary for the future of neutrino physics.

Dirac or Majorana particle?
By definition, a Dirac particle is distinguishable from its antiparticle since
they have opposite lepton numbers, while a Majorana particle is its own
antiparticle. Whether massive neutrinos are Dirac or Majorana particles is
still unknown. A way to determine the nature of neutrinos is to study the
reaction called double-beta decay (ββ decay), where a nucleus undergoes
two beta decays with the emission of a neutrino and an antineutrino. If
neutrinos were Majorana particles, it would be possible to observe neutri-
noless double-beta decay (0νββ decay); so far, no convincing evidence for
an occurrence of the 0νββ decay has been established.

By determining the MO, JUNO could help determine the goals of the search
for neutrinoless double-beta decay. In fact, the chance to observe the reac-
tion with the next generation of 0νββ experiments is greatly enhanced if
the MO is inverted.
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Absolute mass of the neutrino
The neutrino absolute mass scale is currently unknown. Since oscillation
experiments are sensitive to the neutrino mass-squared differences, they can-
not measure the absolute mass of neutrinos, that can, however, be measured
by experiments studying the end-point of the electron spectrum emitted in
a beta decay. In synergy with neutrinoless double-beta decay experiments,
JUNO could help constrain the value of the lightest neutrino mass.

The information on the lightest neutrino mass could also determine whether
the neutrino mass spectrum is hierarchical or not, that is, if it is the case
of a normal hierarchical spectrum (NH), m1 ≪ m2 < m3; an inverted
hierarchical spectrum (IH), m3 ≪ m1 < m2; or a quasi-degenerate spectrum
(QD), m1 ≃ m2 ≃ m3.

Unitarity of the mixing matrix
JUNO precision measurements of the oscillation parameters could be used
to test the unitarity of the mixing matrix U . By the combination of the
precision results of JUNO, Daya Bay, and SNO, it could be possible to test
the unitarity relation

|Ue1|2 + |Ue2|2 + |Ue3|2 = 1

with a precision of 2.5% [30, p. 43].

The test of the unitarity of the 3× 3 PMNS matrix is important in probing
or constraining possible new physics associated with the mixing between
the three active SM neutrinos and sterile neutrinos.

Octant of θ23
From the current measurements of the oscillation parameters, the value of
θ23 = 45◦ is allowed within the experimental uncertainties, thus suggesting
a maximal mixing in the µ-τ sector. Since many mass models depend on
the value of θ23, the determination of the octant of this mixing angle could
serve as a model discriminator. The JUNO experiment is not sensitive to
this parameter, so it cannot address this issue. At the same time, the large
uncertainty characterizing θ23 is not going to affect JUNO physics goals.

The determination of the MO and the precision measurements of the oscilla-
tion parameters are themselves significant goals that can be achieved with JUNO
as a standalone experiment. Furthermore, JUNO results could be used in com-
bination with results from other experiments to help addressing other questions,
such as the measurement of the CP-violation phase δCP, the determination of the
Dirac or Majorana nature and the absolute mass scale of neutrinos, and the test
of the unitarity of the mixing matrix U .
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The JUNO experiment

JUNO (Jiangmen Underground Neutrino Observatory) is a multipurpose experi-
ment located in Southern China. The experiment will detect electron antineutri-
nos (νe) produced from the β decay of fission products inside the cores of nuclear
reactors, with the main aim to study neutrino oscillations and answer to some
open questions about the physics of massive neutrinos, e.g., the neutrino mass
ordering (MO).

Section 2.1 is dedicated to the description of the JUNO experiment, with a
focus on the different hardware systems composing the detector; while section 2.2
provides an overview of the physics prospects of the JUNO experiment beyond the
analysis of reactor antineutrinos. More detailed information about the experiment
and the physics goals can be found in several available publications [30–32].

At the moment of writing, the experiment is still under construction, and the
first data-taking is expected to begin in 2024; the status of the construction for
each JUNO system is given throughout the chapter. The JUNO collaboration is
composed of 74 institutions from 17 different countries worldwide.

2.1 The detector

JUNO is a 20 kt liquid scintillator detector with a shell structure as shown in the
schematic of Fig. 2.1. JUNO design is based on the experience of previous liquid
scintillator neutrino detectors, like the ones introduced in section 1.1, although
JUNO will be the biggest among them. Organic liquid scintillators for large de-
tectors are usually chosen for various characteristics, such as high light yield, high
attenuation length, good stability, low toxicity, and availability in huge amounts
at relatively low cost. The different components of the JUNO experiment are
presented in the following sections.

2.1.1 The central detector

A key component of JUNO central detector (CD) is the stainless steel struc-
ture which provides the mechanical support for many other components, like the
acrylic vessel, the PMTs, and the electronics. The steel structure has a spherical
shape with a diameter of 40.1m, and was the first part of JUNO to be installed

23
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Figure 2.1. Schematic view of the JUNO detector [29].

in the experimental hall. Figure 2.2a shows a picture of the supporting structure
at the end of the installation, which was completed in June 2022.

The 20 kt of liquid scintillator are contained in a spherical acrylic vessel, with
a thickness of 12.4 cm and an inner diameter of 35.4m. The acrylic material
has to be transparent to the optical photons produced by particle interactions
inside the liquid scintillator: a light transparency greater than 96% is expected.
Figure 2.2b was taken in January 2023 at the beginning of the acrylic vessel
installation, and shows the first top acrylic panels connected to the stainless steel
structure through steel connecting rods.

Both the stainless steel support structure and acrylic vessel has to meet strin-
gent requirements in term of radiopurity, especially the vessel since it will be
directly in contact with the liquid scintillator. The radiopurity requirement for
the acrylic is a contaminant concentration of less than 10−12 g/g for 238U, 232Th,
and 40K.

A system of inward-facing PMTs is installed on the stainless steel structure
and is better described in section 2.1.4. The acrylic sphere and the supporting
structure are immersed in a cylindrical water pool, which shields against the
environmental radioactivity and is part of the veto system (see section 2.1.3). In
this configuration, the water is allowed to pass through the supporting structure
and reach the acrylic sphere, surrounding the system of PMTs. As a result,
water serves as a buffer liquid to protect the LS from the radioactivity of the
PMT glass. Furthermore, a layer of Tyvek reflection foils is installed to optically
separate the central detector from the water pool and increase the light collection
efficiency [33].
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(a) Stainless steel structure. (b) Acrylic vessel installation.

Figure 2.2. (a) Picture of the stainless steel structure of JUNO central detector, whose
installation was completed in June 2022. (b) Picture taken during the
installation of the first top layers of the acrylic vessel. The rods connecting
the acrylic panels to the stainless steel structure are clearly visible. The
presence of workers gives an idea of JUNO dimensions.

2.1.2 The liquid scintillator

The scintillator used in JUNO is an organic liquid scintillator (LS). Linear alkyl-
benzene (LAB) is used as the solvent due to a good light yield (∼ 104 γ/MeV)
and its excellent transparency. The latter is related to the attenuation length
of the scintillator, and JUNO’s LAB is characterized by a measured attenuation
length of 25m to 30m at a wavelength of 430 nm, comparable with the diameter
of the detector [34]. A molecule of LAB is a straight alkyl chain of 10 to 13
carbons attached to a benzene ring 10, so the chemical formula is C6 H5 Cn H2n+1

with n ranging from 10 to 13. Two hydrogen atoms are attached to each carbon
in the chain and can be regarded to as free protons and constitute the main target
for reactor electron antineutrinos. Since 20 kt of LS are contained in the inner
vessel, and the mass fraction of hydrogen and carbon atoms is 12% and 88%,
respectively, the number of free proton targets in JUNO is Np ≃ 1.44 · 1033.

The solvent is doped with 2.5 g/L of 2,5-diphenyloxazole (PPO), acting as
the primary fluor, and 3mg/L of p-bis-(o-methylstyryl)-benzene (bis-MSB), a
wavelength shifter, to obtain the final mixture [31, 35], characterized by a density
of 0.859 g/mL [30]. The light emission following the deposition of energy by a
charged particle in the LS comes from a chain of radiative processes transferring
energy from the excited molecules of the solvent to the fluor and finally to the
wavelength shifter, which emits optical photons with a distribution peaked at
430 nm in a characteristic time of about 4.4 ns.

The liquid scintillator is required to have as low an intrinsic background as
possible. The target radiopurity differs for different analysis goals, for example,
the analysis of reactor antineutrinos relies on the coincidence between a prompt
signal and a delayed signal so the residual background can be suppressed by the
application of selection cuts (see section 6.2.2); on the other hand, the analysis
of solar neutrinos is characterized by a single signal coming from the elastic
scattering of neutrinos on electrons of the medium, thus in this case a lower
contaminant concentration is required. The requirements for the two physics
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analyses are summarized in Table 2.1.

Table 2.1. The table summarizes the radiopurity target for JUNO liquid scintillator for
two different analyses: the analysis of reactor antineutrinos and the analysis
of solar neutrinos. All contaminant concentrations are given in units of g/g.

[g/g] 238U/232Th 40K 210Pb

Reactor νe < 10−15 < 10−16 < 10−22

Solar νe < 10−17 < 10−18 < 10−24

To meet the radiopurity requirements, a purification process comprising sev-
eral steps was developed: (1) the alumina filtration step is meant to improve
the optical properties of the LAB; (2) the distillation process is meant to remove
heavy metals and improve the transparency; (3) the water extraction is meant
to remove heavy elements like U, Th, and K; (4) the gas stripping is meant to
remove volatile impurities such as Ar, Kr, and Rn. The first two step are per-
formed only on the LAB, while the last two steps are performed underground
after the LS mixing to obtain the final mixture.

Finally, before filling JUNO central detector with the LS, an Online Scintilla-
tor Internal Radioactivity Investigation System (OSIRIS) [36] has been developed
to check and monitor the radiopurity requirements. OSIRIS is equipped with 64
20-inch PMTs with a photocoverage of about 9% facing a tank with 20 t of JUNO
liquid scintillator. With a photoelectron yield of 280PE/MeV, it is expected to
reach an energy resolution of 6% at 1MeV. OSIRIS is expected to reach the U/Th
sensitivity for the reactor analysis in a few days, while 2-3 weeks are needed for
the solar neutrino analysis.

2.1.3 The veto system

The JUNO veto system comprises two systems: the Cherenkov water pool and
the Top Tracker.

The acrylic sphere and the stainless steel structure are immersed in a cylin-
drical water pool, which serves as a Cherenkov detector and shields against the
environmental radioactivity, which constitutes a background. The water pool
is 44m high and has a diameter of 43.5m and is filled with 35 kt of ultrapure
water. 2400 20-inch veto PMTs are installed on the supporting structure facing
outwards to detect the Cherenkov light produced by passing muons; even though
the detector is located about 650m (1800m.w.e.) underground, a residual rate of
cosmogenic muons of 0.004Hz/m2 is expected. The water pool is also meant to
keep the temperature uniform and stable at (21± 1) ◦C.

Cosmic muons are produced in the atmosphere by cosmic rays and constitute
one of the primary forms of background. For this reason, a Top Tracker has
been designed [37] to precisely track muons and study cosmogenic backgrounds,
as will be explained in chapter 6. The Top Tracker is located above the water
pool, event though it will cover only about 50% of the surface. It is composed of
existing strips of plastic scintillator from the OPERA experiment [38] which will
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be placed in three horizontal layers. A schematic drawing of JUNO Top Tracker
is shown in Fig. 2.3.













Figure 2.3. Schematic view of JUNO Top Tracker [37].

2.1.4 The PMT system

The PMT system comprises a total of 20 012 20-inch PMTs to be installed on
the stainless steel supporting structure [39]: 17 612 of them face inwards to de-
tect the scintillation light emitted in the liquid scintillator, while the remaining
2400 face outwards to detect the Cherenkov light emitted in the veto water pool.
Among them, 15 012 PMTs are micro-channel plate PMTs produced by Northern
Night Vision Technology (NNVT), while 5000 are dynode PMTs by Hamamatsu
Photonics K. K. (HPK). The 20-inch PMTs of the central detector provide a pho-
tocoverage of 75.2%. The waveform coming from the 20-inch PMTs are acquired
and digitized by the readout electronics, which will be described in detail in chap-
ter 5. Given the large size of the 20-inch PMTs, with a diameter of about 50 cm,
the photoelectron produced by a photon at the PMT photocathode can be af-
fected in its flight to the the anode by the Earth’s magnetic field; for this reason,
a set of 32 circular coils are installed on the supporting structure to compen-
sate for the Earth’s magnetic field and minimize the impact on the PMT photon
detection efficiency (PDE).

All 20-inch PMTs have been produced, potted and thoroughly characterized
in an extensive testing campaign; all details and results can be found in [40].
NNVT PMTs are characterized by a very high quantum efficiency (QE) of 30.1%
and a good transit time spread (TTS) of 7.0 ns, while HPK PMTs are much
faster, with a TTS of 1.3 ns, and also have a high QE of 28.5%. From the testing
campaign, the measured PDE, which is given by the product between the QE and
the collection efficiency, is greater than 28% and meets JUNO requirement of a
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PDE of at least 27%. The distributions of the PDE for all PMTs, NNVT PMTs,
and HPK PMTs are shown in Fig. 2.4a in black, red, and blue, respectively; the
mean values and the standard deviations are also given. The multiplication step
of the 20-inch PMTs is characterized by a gain of 107.

(a) Measured PDE distribution. (b) Measured DCR distribution.

Figure 2.4. Distributions of the (a) PDE and (b) DCR for all PMTs, NNVT PMTs,
and HPK PMTs in black, red, and blue, respectively. The mean values
and the standard deviations are also given. For the PDE, the values were
corrected after a re-calibration of the testing setup, which showed a degra-
dation of the performance due to aging [40].

The photocoverage and the PDE enter in the evaluation of the number of
detected photoelectrons (PE) which constitutes JUNO final observable, so they
contribute to the stochastic term a of the energy resolution, Eq. (4.17) in sec-
tion 4.2. Furthermore, the dark count rate (DCR), which was measured to be
49.3 kHz and 15.3 kHz for NNVT and HPK PMTs, respectively, contributes to
the noise term c. The distribution of the DCR for all PMTs, NNVT PMTs, and
HPK PMTs are shown in Fig. 2.4b in black, red, and blue, respectively; the mean
values and the standard deviations are also given.

In addition to the 20-inch PMTs, the PMT system comprises 26 000 3-inch
PMTs [41] facing inwards, so that the total photocoverage of the central detector
increases to 77.9%. The 3-inch PMT system is meant to be used as a linear
reference to calibrate the channel-wise non-linearity of the 20-inch PMTs, as
explained in section 2.1.5. The 3-inch PMTs are placed in the spaces between the
20-inch PMTs, in the configuration shown in Fig. 2.5a; Figure 2.5b shows the first
layers of the 20-inch and 3-inch PMTs installed on the stainless steel structure
facing the acrylic vessel.

2.1.5 The calibration system

To achieve the goal of determining the neutrino mass ordering and measure three
of the oscillation parameters with unprecedented precision, JUNO needs to meet
very stringent requirements and an excellent understanding of the energy detector
response is needed. In particular, to resolve the oscillation pattern in the reactor
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(a) PMT configuration. (b) PMT installation.

Figure 2.5. (a) Configuration of the 20-inch and 3-inch PMTs. (b) Picture taken
during the installation of the first top layers of PMT system. Both 20-inch
and 3-inch PMTs installed on the stainless steel structure and facing the
acrylic vessel are clearly visible.

νe energy spectrum, JUNO is required to reach an energy resolution of 3% at
1MeV and to keep systematic uncertainties on the energy scale below 1% [42].

A more detailed discussion on the energy resolution and the physics non-
linearity can be found in chapter 4; here, we focus on the hardware used for the
calibration of the JUNO experiment.

As shown in the schematic of Fig. 2.6a, the calibration system of the JUNO
experiment consists of four main subsystems:

Automatic Calibration Unit (ACU)
The ACU [43] is designed to deploy the calibration sources inside the liquid
scintillator along the vertical axis z, with an expected positioning precision
of 1 cm. The ACU will be used to regularly deploy a neutron source, mul-
tiple gamma sources, and a pulsed UV laser source [44], with the aim of
monitoring the stability of the energy scale and the position non-uniformity
of the detector response over time.

Cable Loop System (CLS)
The CLS [45] is designed to deploy sources off-axis by means of two cables
with adjustable length attached to the source, with one of them passing
through an anchoring point on the internal surface of the sphere. In JUNO,
we plan to install two CLSs in two opposite half-planes. Sources will be
deployed with an expected positioning precision of 3 cm. This system is
meant to calibrate the position non-uniformity of the detector response.

Guide Tube system (GT)
The GT [46] will be used to deploy sources along a longitudinal circle
through a tube looped outside of the acrylic sphere, with an expected posi-
tioning precision of 3 cm. This subsystem will be mainly used to calibrate
the non-uniformity of the detector response at the CD boundary.
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(a) Schematic of the calibration hard-
ware for JUNO.

(b) Schematic of the source assembly.

Figure 2.6. Hardware for the calibration of the JUNO experiment [42]: (a) schematic
showing the position and the functioning of the calibration house and of the
four subsystems of the calibration hardware; (b) design of the mechanical
structure that will contain the calibration sources.

Remotely Operated Vehicle (ROV)
The ROV [47] is designed to deploy sources in the whole liquid scintilla-
tor volume with an expected positioning precision of 3 cm. It is intended
as a supplemental system in case of significant local effects that cannot
be calibrated by the other systems, or in case of a significant azimuthal
dependence identified during data-taking.

In Fig. 2.6a, the AURORA system is also shown, even though it is not part
of the calibration hardware. It is a laser diode system with the main goal of
monitoring the properties of the liquid scintillator, such as the attenuation and
scattering lengths.

Figure 2.6b shows the design of the mechanical structure used to deploy the
calibration sources. The source is contained in a cylindrical stainless steel shell,
which is attached at the top to a connector through a 160mm long wire, while
at the bottom a weight of about 100 g is attached to maintain the tension of the
wire. All components of the assembly are covered in a highly reflective Poly-
tetrafluoroethylene (PTFE) layer, to reduce the absorption of optical photons
by the assembly itself and thus reducing the impact of the shadowing effect on
the source energy spectrum. The effect of the source assembly on the energy
spectrum is studied in detail in section 4.3.
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Dual Calorimetry Calibration (DCC)

Other than the physics non-linearity that will be covered in detail in chapter 4,
there is also the contribution of the instrumental non-linearity, which includes
the non-linear response of the readout system, comprising the PMT system and
the electronics; more details on the study of the electronics linearity are given in
chapter 5.

The instrumental non-linearity manifests itself in each single channel, so that
channel-level non-linearities convolve into an event-level instrumental non-linearity,
which is also position dependent. To calibrate the channel-level non-linearity, a
novel technique that exploits the presence of the two independent photosensor
systems has been developed: the Dual Calorimetry Calibration (DCC) [42, 48].
As seen in section 2.1.4, the different sizes of the PMTs translate into different
working regimes. As far as reactor events are concerned, 20-inch PMTs are char-
acterized by a dynamic range up to 100PE, displaying a non-linear response over
this range; the full waveform is acquired and digitized, and then the charge is ex-
tracted by charge reconstruction algorithms. On the other hand, 3-inch PMTs are
small enough and almost work in the single-PE regime, with a dynamic range up
to 2PE; their response is linear in the working range and the charge is evaluated
through PE counting.

In this way, the 3-inch PMT system can be used as a linear reference to
calibrate the channel-level non-linearity for each 20-inch PMT channel. In the
current calibration strategy, the DCC is performed by means of a tunable UV
laser placed at the detector center, so that the position non-uniformity can be
neglected. It is demonstrated that, in an extreme hypothetical scenario with a
channel-level non-linearity of 50% at 100PE, the event-level non-linearity can be
improved from 2% to less then 0.3%.

2.1.6 JUNO location

The JUNO experiment is located in Jinji town, Kaiping city, Jiangmen city,
Guangdong province, in China, as shown in Fig. 2.7. The experiment will be
installed about 650m (1800m.w.e.) underground to reduce the cosmogenic back-
ground produced by cosmic rays impacting on the terrestrial atmosphere.

Two Nuclear Power Plants (NPPs) will provide most of the electron antineu-
trino flux to be detected in JUNO: the Yangjian (YJ) NPP and the Taishan (TS)
NPP, which consist of 6 and 2 reactor cores, respectively. The 6 reactor cores
of the Yangjian NPP have a thermal power of 2.9GW each, while the 2 of the
Taishan NPP have a thermal power of 4.6GW each, for a total of 26.6GW.

The JUNO site is located about 53 km away from the two NPPs since this
is the optimal baseline for the determination of the neutrino mass ordering, ac-
cording to preliminary studies [30, 49]. In fact, the baseline has been chosen to
maximize the electron antineutrino disappearance in JUNO and hence minimize
the survival probability for νe of equation (1.17).

For an accurate analysis of the reactor νe spectrum for the determination of
the neutrino mass ordering, the actual baseline distribution of the reactor cores
should be taken into account. The baselines and the thermal powers of the 8 near
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Figure 2.7. Location of the JUNO experiment in Jiangmen city, Guangdong province,
in China. The nuclear power plants which provide JUNO with the electron
antineutrino flux are also shown.

reactor cores of the Yangjian and Taishan nuclear power plants are summarized
in Table 2.2.

Table 2.2. The table summarizes the thermal powers and the baselines from the JUNO
detector for the 8 nuclear reactor cores of the Yangjian (YJ) and Taishan
(TS) NPPs, which contribute to the JUNO electron antineutrino flux. The
contribution from DYB is also considered [29, 31].

Core YJ-C1 YJ-C2 YJ-C3 YJ-C4 YJ-C5 YJ-C6 TS-C1 TS-C2 DYB

Power [GW] 2.9 2.9 2.9 2.9 2.9 2.9 4.6 4.6 17.4
Baseline [km] 52.74 52.82 52.41 52.49 52.11 52.19 52.77 52.64 215

As can be seen in Fig. 2.7, there is another distant NPP in the region around
JUNO: the Daya Bay (DYB) NPP, which contributes to the antineutrino flux
with a thermal power of about 17.4GW and is located 215 km from the JUNO
site, as listed in Table 2.2. Due to the long baseline, JUNO is not able to resolve
the fast oscillation pattern, hence the Daya Bay NPP does not contribute to the
NMO determination; nonetheless, the DYB flux affects the spectral shape, so it
must be included in the analysis.

Nuclear power plants with a baseline greater than 300 km do not contribute to
the oscillation analysis and are considered as a background, contributing about
one signal event per day (see section 6.1.2 for more on backgrounds).

2.1.7 Taishan Antineutrino Observatory (TAO)

For the analysis of the reactor electron antineutrino spectrum, it is important
to have a good reference for the unoscillated spectrum. Current models are in
disagreement with recent data (see chapter 3 and [50–54] for more details), so a
data-driven input would boost JUNO sensitivity. For these reasons, a satellite
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experiment has been designed and is currently under construction: the Taishan
Antineutrino Observatory (TAO).

TAO is placed about 44m from one of the two cores of the Taishan nuclear
power plant, and given the very short baseline and high flux from reactors, it
is characterize by a very high statistics, with about 4000 expected reactor elec-
tron antineutrino signals per day. TAO is a Gadolinium-doped liquid scintillator
detector with a target mass of 2.8 t. The inner surface of the acrylic vessel con-
taining the liquid scintillator is covered by about 10m2 of Silicon Photomultiplier
(SiPM) with a PDE of about 50% to detect the scintillation light produced after
a neutrino interaction, for a total photocoverage of 94%. The detector is oper-
ated at −50 ◦C to reduce the dark noise of the SiPM and the energy resolution is
expected to be better than 2% at 1MeV. A schematic drawing of TAO is shown
in Fig. 2.8 and more details can be found in [55].

A prototype of TAO is currently under construction at the Institute of High
Energy Physics (IHEP), Beijing, China, and will be transported and installed at
the Taishan nuclear power plant in 2024. Given the very high statistics, TAO
is expected to provide a model-independent reference spectrum for JUNO after
about one year of data-taking.

Figure 2.8. Schematic of the Taishan Antineutrino Observatory [31], JUNO satellite
experiment located close to one of the Taishan reactor core.



34 Chapter 2. The JUNO experiment

2.2 Physics prospects beyond reactor electron an-
tineutrinos

Although the JUNO experiment was mainly proposed to determine the neutrino
mass ordering [56] and measure the values of some of the oscillation parameters
with an unprecedented sub-percent precision [29], the physics program that can
be addressed with JUNO is extensive. A brief summary of the physics prospects
beyond the reactor analysis is now given; for a more detailed overview see [31],
while for specific information see the references cited for each topic.

Geo-neutrinos
Geo-neutrinos are electron antineutrinos from the β decay of nuclides which
are part of the decay chains of 238U and 232Th, which are stored inside the
Earth. Given the fact that they have the same signature, they constitute an
irreducible background to reactor electron antineutrinos (see section 6.1.2).
Nonetheless, geo-neutrinos may themselves bring fundamental insights into
the composition and internal structure of the Earth. By detecting geo-
neutrinos, it would be possible to address questions such as the composition
of the Earth, the chemical layering in the mantle, the nature of mantle
convection, and the radiogenic contribution to the terrestrial heat flow.
About 400 events per year are expected; JUNO will reach a precision on
the flux of about 5% in 10 years, with the current precision being greater
than 15%. A paper on this analysis is under preparation.

Solar neutrinos
Electron neutrinos are emitted in the fusion processes occurring inside the
Sun through the pp and CNO chains. They may be used to test the MSW
matter effect and improve the knowledge of solar physics, such as the metal-
licity problem, the fundamental physics of the sun, and will help to com-
pare solar models with the data from helioseismology. JUNO is expected to
detect solar neutrinos in the intermediate and high-energy ranges. In the
former case, JUNO could improve Borexino results in a few years for neutri-
nos from 7Be, pep, and CNO, depending on the radiopurity scenario [57]; in
the latter case, JUNO is expected to reach a 5% precision on the flux from
8B in about 10 years of data-taking, and could also provide an independent
measurement of the solar oscillation parameters, ∆m2

21 and sin2 θ12 [58, 59].

Atmospheric neutrinos
JUNO can perform the first measurement of atmospheric neutrinos with
a liquid scintillator detector, and could provide significant insights on the
flux in the 100MeV to 10GeV energy range. JUNO is able to discriminate
the neutrino flavor, thus is expected to provide the νe and νµ spectra with
a precision of 10% to 25% in 5 years of data-taking [60]. The detection
of atmospheric neutrinos may also provide an independent determination
of the mass ordering through matter effect in the Earth, and may help to
determine the octant of the atmospheric mixing angle θ23.
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Core-Collapse Supernova
A galactic Core-Collapse Supernova (CCSN) emits 99% of its energy in
the form of neutrinos and antineutrinos of any flavors. The rate of galactic
CCSN is about 3 per century, so during its lifetime, JUNO has the potential
to detect neutrinos from one SN explosions and determine the flavor content
of the flux, the energy spectrum, and the time evolution of the signal,
bringing insights into the mechanism of stellar core collapse [61].

Diffuse Supernova Neutrino Background
The JUNO experiment has also the potential to detect νe from Supernovae
explosions and observe for the first time the Diffuse Supernova Neutrino
Background (DSNB). The measurement of the DSNB, i.e., the integrated
neutrino flux from all past core-collapse events in the visible universe, will
provide information on the cosmic star-formation rate, the average core-
collapse neutrino spectrum, and the rate of failed supernovae. JUNO is
expected to see a few DSNB events per year in the energy range from
10MeV to about 30MeV, which is not dominated by reactor or atmospheric
νe. JUNO has a discovery potential of 3σ in about 3 years of data-taking,
considering the nominal model; in case of no observation of the DSNB, it
will provide more stringent limits and exclude some of the models [62]

Exotic physics
JUNO has also the potential to provide insights in more exotic physics, like
the detection of dark matter at the MeV scale [63], the observation of the
proton decay through the channel p → ν + K+ [64], or look for damping
signatures [65].





Chapter 3

Antineutrino production at nuclear
reactors

A nuclear reactor core yields on average 6 electron antineutrinos per fission, i.e.,
about 2·1020 antineutrinos per second per GW of thermal power. More than 99%
of the neutrinos are produced from β decay of neutron-rich fission products from
the fission of four isotopes: 235U, 239Pu, 238U, and 241Pu. The neutrino flux and
spectrum for each isotope are obtained by the superposition of thousands of β
spectra from all possible β-decay branches of the fission fragments. The resulting
isotopic spectra are the main ingredients for the prediction of the unoscillated
spectrum at the source for an experiment at reactors, like JUNO; deformations
due to neutrino oscillations are then applied to the unoscillated spectrum for the
neutrino oscillation analysis.

The model used so far in reactor experiments to evaluate the unoscillated
reactor flux and spectrum is the so-called Huber-Mueller (HM) model, which is
introduced later in this chapter. However, some discrepancies between this model
and data from recent short-baseline reactor experiments have been observed, thus
indicating that the HM model is not able to properly reproduce the expected
reactor spectrum. In particular, data displays a deficit of about 5% in the flux
normalization with respect to the prediction [50]; furthermore, a distortion in the
spectral shape at about 5MeV has been observed by several experiments in the
last decade [51–54]. Given the ambitious physics goals in the analysis of neutrino
oscillations, JUNO needs a very precise and accurate modelling of the reactor
antineutrino flux and spectrum. For this reason, a satellite detector, TAO (see
section 2.1.7), is currently under construction very close to one of the Taishan
nuclear cores to measure the reactor antineutrino flux and spectrum and provide
a reference for JUNO. TAO will start data-taking at the same time as JUNO and
will provide the reference flux and spectrum only after a few years. So, we need
to investigate a new approach to evaluate the spectrum prediction for the first
years of data-taking when TAO reference will not be available; this topic is the
focus of this chapter.

The chapter is divided as the following: in section 3.1, we introduce the equa-
tion to evaluate the prediction of JUNO oscillated spectrum, where the reactor
unoscillated spectrum is one of the ingredients; section 3.2 is dedicated to a re-
view of the reactor isotopic spectra available in literature; then, the receipt to

37
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evaluate JUNO spectrum is provided in section 3.3; in section 3.4, the time evo-
lution of the spectrum is investigated; section 3.5 is dedicated to the uncertainty
treatment; finally, we conclude in section 3.6.

3.1 Prediction of the reactor antineutrino flux and
spectrum

The prediction for the expected reactor spectrum in JUNO is given by the fol-
lowing equation:

Sν(Eν) = Np · σIBD(Eν) · ϵ ·
∫ T

0

dt
∑
r

Sν
r (Eν , t) · Pee(Eν , Lr)

4πL2
r

, (3.1)

where Sν(Eν) is the total oscillated spectrum, expressed in units of number of
antineutrinos per unit of energy [Nν/MeV], and is obtained by summing the
unoscillated antineutrino spectrum at each reactor r, Sν

r (Eν , t). Each reactor
spectrum is multiplied by the survival probability Pee(Eν , Lr), Eq. (1.19), and
by a suppression factor due to the fact that the flux scales as the inverse of the
squared of the distance, Lr; the baselines Lr are summarized in Table 2.2.

The quantity σIBD is the cross section of the interaction of an electron anti-
neutrino with a proton through the inverse beta decay (IBD) process, introduced
at the end of this section, and Np = 1.44 · 1033 is the number of free protons
in the liquid scintillator, while ϵ = 82.2% is the IBD selection efficiency [29], as
obtained by applying the selection cuts explained in section 6.2.2.

In Eq. (3.1), we operate an integration in time over the data-taking period
T to take into account the time evolution of the unoscillated reactor spectrum,
which will be the focus of section 3.4. The unoscillated reactor spectrum for
reactor r is defined as:

Sν
r (Eν , t) =

Wr(t)∑
i fir⟨ei⟩

∑
i

firS
ν
i (Eν), (3.2)

and is expressed in units of number of antineutrinos per unit of energy per unit
of time [Nν/(MeV s)]. The reactor thermal power Wr(t) is listed in Table 2.2 for
the main reactor cores contributing to the total flux and may vary with time.

In a reactor core, there are four main isotopes undergoing fission and con-
tributing to the antineutrino flux: 235U, 239Pu, 238U, and 241Pu. The fission
fraction fir of isotope i for reactor r is defined as the number of fissions of isotope
i over the total number of occurring fissions; 235U is the dominant isotope, with
the largest fission fraction. Fission fractions may differ for different cores depend-
ing on the fuel composition and, in general, are time-dependent: f235 decreases
during a burn-up cycle while f239 and f241 increase with an almost fixed ratio;
f238 is almost constant (see section 3.4 for more details). The quantity ⟨ei⟩ is the
mean energy released per fission for isotope i. Table 3.1 lists the values of the
expected mean fission fractions for the JUNO experiment [29, 31] and the mean
energies per fission [66].
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Finally, Sν
i (Eν) is the isotopic spectrum, i.e., the electron antineutrino energy

distribution per fission for each isotope i, expressed in units of number of an-
tineutrinos per unit of energy per fission [Nν/(MeV fission)]; sections 3.2 and 3.3
are dedicated to a thorough analysis of the spectra available in literature and the
construction of the model for JUNO, respectively.

Table 3.1. List of the expected mean fission fractions for JUNO [29, 31], the effective
fission fractions for Daya Bay [67], and the mean fission energies for the four
main isotopes undergoing fission [66].

Isotope JUNO fi Daya Bay fi ⟨ei⟩ [MeV]
235U 0.58 0.564 202.36
239Pu 0.30 0.304 211.12
238U 0.07 0.076 205.99
241Pu 0.05 0.056 214.26

IBD cross section

An electron antineutrino enters the detector and interacts mostly with a free
proton of the liquid scintillator (see section 2.1.2) through inverse beta decay
(IBD), thus producing a positron and a neutron:

νe + p −→ e+ + n. (3.3)

This process has a threshold on the incoming antineutrino energy of Eth
ν ≈ mn −

mp + me ≈ 1.806MeV, where mn, mp, and me are the masses of the neutron,
proton, and positron, respectively. An approximated equation for the IBD cross
section is given by Strumia and Vissani in [68]:

σIBD(Eν) ≈ 10−43 pe Ee E
a+b lnEν+c ln3 Eν
ν [cm2] (3.4)

where pe and Ee = Eν −∆ are the positron momentum and energy, respectively,
with ∆ = mn −mp ≈ 1.293MeV being the mass difference between the neutron
and proton, Eν is the incoming antineutrino energy, and a = −0.07056, b =
0.02018, and c = −0.001953. The approximation of Eq. (3.4) is valid for Eν ≲
300MeV, so it is valid for antineutrinos from reactors since they have typical
energies of a few MeV. The IBD cross section increases as a function of the
antineutrino energy, as shown in Fig. 3.1.

3.2 Isotopic spectra

In this section, we review the available isotopic spectra, Sν
i (Eν), which can be

used in Eq. (3.2) to evaluate the unoscillated reactor spectrum.
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Figure 3.1. Cross section of the IBD process as a function of the electron antineutrino
energy Eν . The process has a threshold of Eν > 1.806MeV.

3.2.1 Conversion method

The conversion method is based on the measurements of β spectra done at the
Institut Laue–Langevin (ILL), France, in the 1980’s by means of a high resolution
magnetic spectrometer [69–72]. Thermal neutrons were used to induce fission on
235U, 239Pu, and 241Pu, and the energy of the electrons emitted by the β decay of
the fission products was measured to obtain the total β spectrum for each isotope.
Then, each β spectrum is converted into a νe spectrum by solving an inversion
or unfolding problem; refer to [73] for more details. The most recent conversion
of the ILL β spectra to νe spectra was done by Huber in 2011 [73]. The spectra
are tabulated in the energy range from 1.875MeV to 8.125MeV with a bin width
of 250 keV, and are shown in Fig. 3.2. These spectra are used in the standard
Huber-Mueller (HM) model, which will be introduced later in section 3.3.

There are several sources of uncertainties in the conversion method, which are
also tabulated in [73] and, as an example, are listed in the appendix in Table A.1
for 241Pu. The sources of uncertainties strictly related to the inversion procedure
are fully uncorrelated between bins (thus translating into a diagonal covariance
matrix), while the uncertainties coming from the data normalization and from
theory are fully correlated between bins (thus translating into a covariance ma-
trix with non-null off-diagonal elements). The dominating uncertainties are the
one from the normalization of the data and the statistical uncertainty from the
conversion procedure, as it can also be seen in Table A.1.

At ILL, it was not possible to measure the β spectrum for 238U because the
cross section for fission induced by thermal neutrons is several orders of magnitude
lower than for the other isotopes, as shown in Fig. 3.3. Nonetheless, fission on
238U can be induced with fast neutrons, as it has been done in more recent time,
as described in the next section.
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Figure 3.2. Available tabulated data obtained by conversion method of the ILL mea-
sured β spectra for 235U, 239Pu, and 241Pu by Huber [73]. Data are tabu-
lated with a bin width of 250 keV in the energy range from 1.875MeV to
8.125MeV. The vertical dotted line corresponds to the IBD threshold at
1.806MeV.

Figure 3.3. Fission cross section for 232Th, 233U, 235U, 238U, 239Pu, and 241Pu as a
function of the neutron energy [74]. The vertical gray band corresponds to
the energy range of thermal neutrons, used to induce fission of 235U, 239Pu,
and 241Pu at ILL. Fission of 238U can be induced by using fast neutrons,
with an energy above 1MeV.
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Non-equilibrium contribution to the antineutrino flux

It is important to note that the ILL data were taken with a rather short irradiation
time, 12 h for 235U, and 36 h for 239Pu and 241Pu. After this time, equilibrium was
not reached, since there are several fission products with lifetime of a few days,
which will continue to accumulate and provide an additional contribution to the
neutrino flux. The non-equilibrium contribution has been evaluated by Mueller
et al. [75] and is provided in tabulated data as relative corrections to the reference
spectrum for several irradiation time. The correction due to the non-equilibrium
effect is of the order of a few percent and is relevant below 3.5MeV.

3.2.2 Recent measurement of the 238U spectrum

In 2014, the first measurement of the β spectra for 238U was performed by Haag
et al. [76] at Garching, Germany, thus the first isotopic spectrum for 238U from
the conversion method was evaluated.

In this experiment, two target foils of natural uranium (0.7% 235U, 99.3%
238U) were irradiated, one with thermal neutrons to induce fission of 235U and
the other one with fast neutrons to induce fission of 238U. The β spectrum for
235U was measured and was normalized bin-wise to the measurement of the 235U
β spectrum done at ILL. Then, the same normalization was applied to the 238U
spectrum to reduce systematic uncertainties; in this way, the Garching 238U β
spectrum is fully correlated to the 235U ILL measurement. The 238U β spectrum
is finally converted to an antineutrino spectrum and tabulated, and an estimation
of the uncertainties is also provided.

The antineutrino isotopic spectrum for 238U from the conversion method is
shown in Fig. 3.4 in the energy range from 2.875MeV to 7.625MeV with a bin
width of 250 keV. The spectrum starts almost 1MeV above the IBD threshold
due to the irreducible and indeterminable background of 2.2MeV γ-rays from the
neutron capture by the detector itself.

Furthermore, to minimize the non-equilibrium effect, the first 11 h of irradi-
ation were not considered, and only the subsequent 42 h were used to determine
the 238U spectrum.

3.2.3 New normalization of 235U and 238U spectra

Recently, the ratio of the cumulative β spectra stemming from the fission of 235U
and 239Pu has been measured at the Kurchatov Institute (KI), Russia [77]. The
measured ratio, R = S235/S239, is shown in Fig. 3.5a in red, as a function of the
total electron energy. The ratio is systematically lower than the one from the ILL
data, shown in blue in the same figure.

By comparing the result obtained by this experiment and the measurement
performed by the Daya Bay and RENO experiments, the difference in the ratio
can be explained as an overestimation of the normalization of the ILL data for
the 235U β spectrum [78]. So, the 235U β spectrum is renormalized by using the
KI ratio of Fig. 3.5a. The new estimation of the 235U antineutrino spectrum from
the conversion of the renormalized ILL data is provided by Kopeikin et al. in [78]
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Figure 3.4. Tabulated data of the isotopic spectrum for 238U obtained by conversion of
the measured β spectrum by Haag et al. [76]. The data are given with a bin
width of 250 keV in the energy range from 2.875MeV to 7.625MeV. The
vertical dotted line corresponds to the IBD threshold at 1.806MeV. The
first point is above the IBD threshold due to background at low energy.

and shown in blue in Fig. 3.5b, in the energy range from 1.875MeV to 8.125MeV
with a bin width of 250 keV.

(a) 235U/239Pu ratio from [77]. (b) Re-normalized tabulated data for 235U and
238U.

Figure 3.5. (a) Ratio of the cumulative β spectra of 235U and 239Pu from ILL [69–72]
(in blue) and recent KI [77] (in red) data. (b) Re-normalized tabulated
data for 235U and 238U from Kopeikin et al. [78]. Data are provided with
a bin width of 250 keV in the energy range from 1.875MeV to 8.125MeV.
The vertical dotted line corresponds to the IBD threshold at 1.806MeV.

As explained in section 3.2.2, the antineutrino spectrum of 238U measured by
Haag et al.was obtained by fixing the normalization of the experimental data to
the ILL 235U data. Thus, the 238U β spectrum presented in the previous section
has to be re-normalized as well, and then converted to provide a new estimation
for the 238U antineutrino spectrum. The tabulated data are given in [78] and
shown in red in Fig. 3.5b. Below 3MeV, where the experiment at Garching
could not provide a measurement of the spectrum, the spectrum is extended with
previous data from [79].
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3.2.4 Summation method

The summation, or ab initio, method calculates the neutrino flux from first prin-
ciples and can provide a spectrum for all four main isotopes undergoing fission:
235U, 239Pu, 238U, and 241Pu. The method evaluates the νe spectrum by summing
together all beta decay branches from all fission products, and heavily relies on
nuclear tabulated data (branching ratios, fission yields), which are sometimes in-
complete or inaccurate. Furthermore, it’s difficult to provide uncertainties to the
spectra evaluated with this method.

The 238U isotopic spectrum by Mueller et al. [75] is tabulated in Table A.2
in the appendix and shown in Fig. 3.6a in the energy range from 1.875MeV
to 8.125MeV with a bin width of 250 keV. Several sources of uncertainties are
also provided and listed in Table A.2; these uncertainties can be fully correlated,
partially correlated, or fully uncorrelated between bins. The major source of
uncertainty is given by the missing information of nuclear databases, with the
uncertainty ranging from 10% at low energies up to more than 20% in the high
energy part of the spectrum.

A more recent ab initio evaluation for the reactor νe spectrum was provided
by Estienne et al. in 2019 [80], and will be referred to as the "Estienne-Fallot"
(EF) method in the rest of the manuscript; the spectra are shown in Fig. 3.6b in
the energy range from 0MeV to 10.1MeV with a bin width of 100 keV. In this
case, an updated uncertainty budget is not provided.

(a) Tabulated data from Mueller et al. [75]. (b) Tabulated data from Estienne et al. [80].

Figure 3.6. (a) Tabulated data from Mueller et al. [75] in the energy range from
1.875MeV to 8.125MeV with a bin width of 250 keV. (b) Most recent
tabulated data obtained by the summation method for all isotopes by Esti-
enne et al. [80] in the energy range from 0MeV to 10.1MeV with a bin
width of 100 keV. The vertical dotted line corresponds to the IBD thresh-
old at 1.806MeV.

3.2.5 Direct measurement of the antineutrino spectrum

In recent years, isotopic spectra have become available from the direct detection
of reactor electron antineutrinos by detectors at short distance from reactors, e.g.,
the Daya Bay experiment (introduced in section 1.1.4). The Daya Bay experiment
is able to separate the contributions from the various isotopes thanks to the time
evolution of the fission fractions during a burn-up cycle; the time evolution will
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be presented in detail in section 3.4. The Daya Bay experiment provided the
first 235U and 239Pu spectra in prompt energy1 in 2019 [81], and then applied an
unfolding procedure to bring the spectra to antineutrino energy [67], so that other
experiments could use them to build their prediction. The unfolding procedure
is needed to remove the contribution of the detector response which is different
for each experiment.

Since 241Pu is the isotope with the lowest fission fraction, and does not change
much during one burn-up cycle, it is difficult to separate its contribution from the
other isotopes. For this reason, and to reduce the uncertainties, a combination
of the two plutonium spectra is extracted, referred to as Pu_combo: Spu_combo =
S239+0.183 ·S241, where the factor 0.183 is the average ratio of the fission fraction
of 241Pu to 239Pu, based on Daya Bay data. Due to the fact that the Pu_combo
spectrum is extracted with a fixed factor, it can only be used in the prediction
for other experiments which are characterized by a similar fission fraction ratio
of 241Pu to 239Pu, which is the case for the JUNO experiment.

Figure 3.7a shows the tabulated data provided by the Daya Bay experiment
for the isotropic antineutrino spectra: the total spectrum in black, 235U in blue,
and Pu_combo in red; the spectra are provided in the supplemental material
of [67]. In Fig. 3.7b, the spectra are weighted by the IBD cross section, Eq. (3.4).
Data are provided with a bin width of 250 keV from 1.8MeV to 7.8MeV, while
the last bin is from 7.8MeV to 9.5MeV, with the bin center at 8.65MeV. The
total spectrum corresponds to the Daya Bay effective fission fractions listed in
Table 3.1, which were obtained by taking into account the distance between
the reactor cores and the detectors, and the time-dependent thermal power of
each core. Uncertainties are also provided in the form of a covariance matrix
which includes the correlation between the three spectra and can be found in the
supplemental material of [67].

In the extraction of Daya Bay spectra, the non-equilibrium effect (see sec-
tion 3.2.1 and the contribution of the spent nuclear fuel (see paragraph below)
are considered as additional contributions, thus they are not included in the tab-
ulated spectra [81].

There are other experiments close to research reactors like PROSPECT [82]
and STEREO [83]. Given that research reactors are characterized by a fuel with
highly enriched uranium, these experiments can mainly extract the spectrum
for 235U. Since Daya Bay is providing the uncertainties as a covariance matrix
between the three unfolded spectra, introducing a spectrum from another experi-
ment will highly complicate the treatment of uncertainties, so input spectra from
other experiments are not considered in this work.

Spent nuclear fuel Every few months, part of the core is re-fuelled with fresh
fuel, and the spent fuel is placed in water pools close to the reactor cores. Even
though fission is no more induced, there are still long-lived isotopes that accumu-

1The prompt energy is defined as the reconstructed energy of the prompt signal, i.e., the
energy deposited by the final-state positron produced by the IBD interaction of an electron
antineutrino with a proton of the liquid scintillator. More details about the reconstructed
energy and the prompt signal can be found in sections 4.2 and 6.1.1, respectively.
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(a) Daya Bay isotopic spectra. (b) Daya Bay weighted isotopic spectra.

Figure 3.7. Available (a) isotopic spectra and (b) isotopic spectra weighted by the IBD
cross section from the direct measurement of reactor electron antineutrinos
by the Daya Bay experiment [67]. Data are provided with a bin width of
250 keV in the energy range from 1.8MeV to 7.8MeV, while the last bin is
from 7.8MeV to 9.5MeV, with the bin center at 8.65MeV. The spectrum
of 238U is not shown since it is not directly measured by the Daya Bay
experiment.

lated during the operation of the core and can contribute to the antineutrino flux.
The contribution of the spent nuclear fuel (SNF) was estimated by the Daya Bay
experiment [81] and contribute a few percent in the energy region below 4MeV.

3.3 Prediction for JUNO antineutrino spectrum
at the source

Interpolation and extrapolation of the tabulated data

JUNO will use a much finer binning than the one of the tabulated data available in
literature, in fact the bin width will be of the order of 10 keV rather than 100 keV.
For this reason, it is important to properly interpolate the tabulated data with a
function that doesn’t add non-physical features. Furthermore, JUNO spectrum
covers a broader energy range, adding bins at low energy below the first available
data point, as well as at higher energies; for this reason, a proper extrapolation
function must be used.

It was found that a good way to interpolate and extrapolate tabulated data
is through an exponential inter-/extrapolation, which consists of a linear inter-
/extrapolation of the logarithm of the data. The exponential inter-/extrapolation
is used throughout the rest of the chapter. Furthermore, for better visualization,
the isotopic spectra are multiplied by the IBD cross section of Eq. (3.4) before
being plotted.

Building the model

There are two main models that can be used to evaluate the prediction for the
total antineutrino reactor spectrum.



3.3. Prediction for JUNO antineutrino spectrum at the source 47

The first model, also referred to as "vanilla model", consists of a weighted
sum of the single isotopic spectra, where the weight is given by the respective
fission fraction:

SJUNO = f235S235 + f239S239 + f238S238 + f241S241, (3.5)

where fi are JUNO fission fractions averaged over one burn-up cycle and are
listed in Table 3.1. The model can be evaluated by using different inputs for
the isotopic spectra. If the spectra for 235U, 239Pu, and 241Pu are taken from
Huber and the 238U spectrum from Mueller et al., we refer to this model as the
conversion summation mixed model, or Huber-Mueller (HM) model, which is also
the standard reactor model used so far by reactor experiments. If we use all
spectra from Estienne et al., we obtain a pure summation model, also referred to
as Estienne-Fallot (EF) model.

The second model relies on the total spectrum measured by another reactor
experiment, for example the Daya Bay experiment, and corrections are applied
to take into account the differences in the fission fractions between JUNO and
Daya Bay:

SJUNO = Stotal+∆f235S235+∆f239Spu_combo+∆f238S238+(∆f241−0.183∆f239)S241,
(3.6)

where Stotal, S235, and Spu_combo are the unfolded spectra from Daya Bay, while
S238 and S241 are taken from Mueller and Huber, respectively; ∆fi = fJUNO

i −
fDY B
i are the differences in the average fission fractions between JUNO and Daya

Bay, where fDY B
i are Daya Bay effective fission fractions (averaged over time and

over the distance between the reactor cores and the detectors) and are listed in
Table 3.1. This model will be referred to as the antineutrino-driven model, and,
for brevity, as the Daya Bay (DYB) model since the spectra are taken from the
Daya Bay experiment.

The antineutrino-driven model can also be expressed in matrix notation, which
will be useful in the uncertainty treatment, as:

SJUNO = R ·


Stotal

S235

Spu_combo

S238

S241

 , (3.7)

where R is the transformation matrix defined as:

R =
(
I25 ∆f235I25 ∆f239I25 ∆f238I25 (∆f241 − 0.183×∆f239) I25

)
=

(
1 ∆f235 ∆f239 ∆f238 · · ·

. . .
. . .

. . .
. . .

. . .
1 ∆f235 ∆f239 ∆f238 · · ·

)
,

(3.8)

where Ia is the a × a identity matrix, and ∆fi are the difference in the fission
fractions as defined above. The vertical vector on the right of Eq. (3.7) is a
vector collecting, in the given order, the input spectra of the model; since all
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inputs spectra are given in 25 tabulated bins, the vector has dimension 125× 1.
Following the same reasoning, R is a 25× 125 matrix, and the final spectrum is
a 25× 1 vector.

The comparison between different models is shown in Fig. 3.8. The spectrum
from the EF model, thus based on the summation method, is shown as a dashed
red line, while the standard HM model is shown in dashed-dotted blue. The
prediction obtained with the antineutrino-driven model is shown in black, and,
as expected, it shows a deficit in the absolute normalization, and a bump in the
spectral shape at about 5MeV, if compared to the HM model. For comparison,
the HM model with corrections from the Daya Bay experiment is also shown in
green; the corrections are computed as the ratio between the measurement and
the prediction in Daya Bay [84], thus this model is corrected for the normalization
deficit and the spectral bump. A good agreement between the antineutrino-driven
prediction and the prediction based on the corrected HM model can be seen.

Figure 3.8. Comparison between different prediction of the JUNO spectrum based on
the vanilla (red and blue) and antineutrino-driven (black) models. The HM
model with corrections from the Daya Bay experiment taking into account
the observed deficit in the normalization and spectral distortion is also
shown in green.

Final receipt for JUNO reactor spectrum prediction

The model selected to be used in the oscillation analysis described in chapter 6
is the antineutrino-driven prediction of Eq. (3.6) since it naturally includes the
deficit in the normalization and the spectral distortion at about 5MeV, without
the need of further corrections. For the analysis of the reactor spectrum in the
first year of data-taking, the total, 235U, and Pu_combo spectra are taken from
the Daya Bay experiment; for 241Pu, the spectrum from the conversion method
by Huber is used, while for 238U the ab initio spectrum by Estienne et al. is used.
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The choice of the ab initio spectrum for 238U instead of a recent one from the
conversion method is driven by the fact that the Garching spectrum displays the
wrong normalization and the spectrum at low energies is missing; the spectrum
from Kopeikin is excluded because it combines different measurements and it
would be extremely difficult to get a consistent uncertainty budget. For the same
reason, spectra provided by other reactor experiments, such as PROSPECT and
STEREO, are excluded.

The choice of the antineutrino-driven model is also driven by the fact that
TAO, JUNO satellite experiment introduced in section 2.1.7, is under construction
close to one reactor core at the Taishan nuclear power plant. In fact, TAO is
expected to provide a reference spectrum after about one year of data-taking,
which can be used for the prediction of the JUNO spectrum, replacing the total
spectrum from the Daya Bay experiment.

3.3.1 Mean cross section per fission

The cross section per fission, or IBD yield, for isotope i is defined as the integral
of the isotopic spectrum Sν

i (Eν) multiplied by the IBD cross section σIBD:

σi =

∫ Emax

Eth

dEν S
ν
i (Eν) · σIBD(Eν), (3.9)

where Eth = 1.806MeV is the threshold of the IBD cross section, and Emax is the
upper extreme of the integration, so the value of the IBD yield depends on the
integration interval. The quantity to be integrated, Sν

i ·σIBD, is shown in Fig. 3.9
for the four isotopes, where the isotopic spectra are taken from the HM model;
the values of the IBD yield for the four isotopes are listed in Table 3.2. As it can
be seen in the plot and by the values in the table, 238U has the largest IBD yield,
i.e., it produces the largest number of neutrino interactions per fission compared
to the other isotopes. Despite this, the number of fission processes from 238U
is low since fission of 238U is mostly induced by fast neutrons, as explained in
section 3.2.1, while neutrons inside nuclear reactors are mainly thermal neutrons.
For this reason, its contribution to the antineutrino flux is less than 10%.

Table 3.2. IBD yields of the four isotopes undergoing fission; the isotopic spectra from
the HM model are used.

Isotope σi

10−43 [cm2/fission]
235U 6.64
239Pu 4.36
238U 10.12
241Pu 6.04

The mean cross section per fission is obtained by weighing the IBD yield of
each isotope with the respective fission fraction fi:

⟨σ⟩f =
∑
i

fi σi. (3.10)
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Figure 3.9. Product of the isotopic spectra Sν
i (Eν), taken from the HM model, and the

IBD cross section σIBD. The integration of this quantity provides the cross
section per fission of each isotope.

Both the IBD yield and the mean cross section per fission are expressed in units
of area per fission [cm2/fission].

The mean cross section per fission is usually introduced to fix the absolute
normalization of the reactor neutrino flux and to allow comparison between dif-
ferent models and experimental results. Given that the fission fractions change
with time, ⟨σ⟩f also varies with time, while the IBD yields of Eq. (3.9) are fixed
in time.

For the JUNO experiment, the following values were evaluated for the mean
cross section per fission for the two models: 6.15 · 10−43 cm2/fission for the HM
model, and 5.83 · 10−43 cm2/fission for the antineutrino-driven model, where the
fission fractions in Table 3.1. These values can be compared to the ones measured
by short-baseline reactor experiments: ⟨σ⟩f = (5.89± 0.07) · 10−43 cm2/fission for
Daya Bay [85], and ⟨σ⟩f = (5.71± 0.06) · 10−43 cm2/fission for Double Chooz [54].
As expected, the value obtained with the antineutrino-driven model is consistent
with the measured values.

It is worth to note that the ratio of the antineutrino-driven value to the
vanilla value is 0.948, which is consistent with the observed 5% deficit in the
normalization of the flux based on recent reactor data compared to the standard
HM model.

3.4 Time evolution

Fresh fuel is made up of Low Enriched Uranium (LEU), with different enrichment
for the two nuclear power plants closest to JUNO: 95.55% of 238U and 4.45% of
235U for the Yangjian cores, while 97.02% of 238U and 2.98% of 235U for the Tais-
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han cores; these values are taken from [86]. During the operation of the reactor
core, 235U undergoes fission induced by thermal neutrons, thus its concentration
and contribution to the neutrino flux decrease with time. As already seen, 238U
mainly undergoes fission with fast neutrons; anyway, thermal neutrons can be
captured producing 239Pu and 241Pu, so the concentration of these two isotopes
increases with time as well as their contribution to the neutrino flux.

Usually, we are not interested in the changes of the composition of the fuel,
rather in the changes of the fission fractions, which are not directly proportional
to the changes of the isotope concentration. Indeed, the neutron flux slightly
varies in time, contributing to the changes of the fission fractions.

Every 12-18 months, depending on the nuclear power plant, the core is re-
fuelled with fresh fuel and a new burn-up cycle starts. The burn-up is the mea-
sure of how much energy is extracted from a primary nuclear fuel source, and
is expressed in units of [MWd/tU] (energy per tonnes of initial Uranium in the
fuel). The evolution of the fission fractions during one burn-up cycle for the Daya
Bay experiment is shown in Fig. 3.10a [84]. Actually, only from 1/4 to 1/3 of
the fuel is replaced with fresh fuel, and this explains why the fission fraction of
239Pu is not zero at the beginning of the cycle. Since the contribution of 239Pu
increases during one cycle, the fission fraction of 239Pu, f239, is sometimes used
as a unit of burn-up, hence of time, as in Fig. 3.10b.

(a) Fission fraction evolution as a function of
burn-up.

(b) Fission fraction evolution as a function of
f239.

Figure 3.10. (a) Evolution of the fission fractions during one burn-up cycle for one
reactor core [84]. (b) Evolution of the fission fractions during one burn-
up cycle as a function of f239 for a single core.

The spectrum at different times during one burn-up cycle, thus corresponding
to different values of 239Pu fission fraction f239, are shown in Figs. 3.11a and 3.11b
for the HM model and the antineutrino-driven model, respectively. The top panels
show the spectral shape, while the bottom panels show the relative difference
with respect to the spectrum at the beginning of the burn-up cycle, with f239 =
0.1542. From Fig. 3.11, it is clear that the changes in the fission fractions have
an impact both on the rate and shape of the spectrum, as will be further discuss
in sections 3.4.1 and 3.4.2, respectively.
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(a) Spectral shape evolution for the HM model.

(b) Spectral shape evolution for the antineutrino-driven model.

Figure 3.11. Evolution of the reactor spectrum during one burn-up cycle for (a) the
HM model and (b) the antineutrino-driven model. The top panels show
the spectrum for different values of f239, while bottom panels show the
relative difference with respect to the spectrum at the beginning of the
cycle (f239 = 0.1542). The spectral shapes are shown for a single core.
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3.4.1 Evolution of the antineutrino rate

Now, we estimate the changes in the antineutrino rate due to the time evolution
of the fission fractions.

As seen in section 3.3.1, the number of neutrino interactions induced by the
fission of each isotope is fixed in time, while the mean cross section per fission has a
time dependence as a result of the evolving fission fractions: its evolution in time is
shown in Fig. 3.12a for the HM model (red) and for the antineutrino-driven model
(blue and green). For the latter, two different values of the upper integration limit
were used to show that the value of ⟨σ⟩f depends on the integration interval used
in Eq. (3.9). As expected, the HM model overestimates the value of ⟨σ⟩f by 5%–
6% over the whole burn-up cycle. For comparison, measured values from the
Daya Bay experiment from [87] are also shown in black. Taking the antineutrino-
driven model with the largest integration interval (blue points), the mean cross
section per fission decreases by 6.48% during one burn-up cycle.

Another quantity which varies with time is the fission rate:

Rf =
Wth

⟨E⟩f
, (3.11)

where Wth is the thermal power, which the nuclear power plant tries to keep as
constant as possible during operation, and we assume to be constant in time.
The quantity ⟨E⟩f is the mean energy per fission, which explicitly depends on
the fission fractions:

⟨E⟩f =
∑
i

fi⟨ei⟩, (3.12)

with i running over the four main isotopes undergoing fission, and ⟨ei⟩ being the
mean energies per fission of the four isotopes, as listed in Table 3.1. The time
evolution of the fission rate is shown in Fig. 3.12b, where the thermal power of
a Taishan core, Wth = 4.6GW, is used, and a reactor duty cycle of 100% is
assumed. During one burn-up cycle, the fission rate decreases by about 1.31%.
A similar result is obtained by considering the thermal power of a Yangjian core,
Wth = 2.9GW.

Finally, we can combine the mean cross section per fission of Eq. (3.10) and
the fission rate of Eq. (3.11) to get the antineutrino rate:

Rν =
Npϵ

4πL2
·Rf · ⟨σ⟩f , (3.13)

where Np = 1.44 ·1033 is the number of target protons, ϵ = 82.2% is the detection
efficiency [29], and L is the detector baseline from the reactor. For a Taishan core,
with Wth = 4.6GW and L = 52.77 km, the time evolution of the antineutrino
rate over a burn-up cycle is shown in Fig. 3.12c. At the beginning of the cycle,
the antineutrino rate is 25.10 IBD/d, while at the end of the cycle it goes to
23.16 IBD/d, showing a 7.70% decrease. The values reported here are obtained
without applying neutrino oscillations; in fact, considering neutrino oscillations,
Rν reduces to about 7.5 IBD/d. A similar result is obtained for a Yangjian core.

JUNO results on the reactor spectrum analysis depends on the amount of data
collected, in fact current sensitivities are estimated assuming a statistics of about
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105 IBD events in 6 years of data-taking, so it is important to take into account
the reduction of the antineutrino flux over time to have an accurate estimation
of the statistics.

3.4.2 Evolution of the spectral shape

As shown in Fig. 3.11, the spectral shape is also affected by the time evolution of
the fission fractions, and the spectral change is energy-dependent. The changes
in the spectral shape can be evaluated more quantitatively with the procedure
used by the Daya Bay experiment in [85, 87].

The procedure is the following.

1. We calculate the spectrum at different burn-up times, corresponding to 8
different values of the 239Pu fission fraction, f239: 0.1542, 0.1848, 0.2172,
0.2528, 0.2885, 0.3213, 0.3555, 0.3832.

2. The antineutrino energy range is divided into 6 energy bins: 1.88-3MeV,
3-4MeV, 4-5MeV, 5-6MeV, 6-7MeV, and 7-9MeV.

3. For each energy bin, the mean cross section per fission σj is evaluated for
each spectrum corresponding to a different value of f239, where j identifies
the energy bin. The integration interval in Eq. (3.10) is given by the limits
of the energy bin.

4. For each bin, we evaluate σj as the mean of σj.

5. For each bin, the ratio σj/σj is plotted as a function of f239, as shown in
Fig. 3.13 for the antineutrino-driven (blue) and the HM (red) models; each
panel corresponds to one of the energy bins defined in the first bullet point.

6. A linear fit is performed to get the slope, (σj)
−1dσj/df239, which quantify

the changes of the spectrum over time at different energies. The best fit
lines are also shown as dotted lines in Fig. 3.13.

7. Finally, the values of the slope are plotted as a function of the antineutrino
energy in Fig. 3.14.

The procedure above is performed both for the HM model and the antineutrino-
driven model. Figure 3.14 shows that the changes in the spectral shape are indeed
energy-dependent, and the spectrum is more affected by the time evolution of the
fission fractions at high energies. Furthermore, the HM model, shown in red, dis-
plays a steeper slope over the whole energy range, compared to the antineutrino-
driven model, shown in blue. For each point, the horizontal bar corresponds to
the width of the energy bin, while the vertical bar shows the uncertainty on the
slope.

The uncertainty on the slope is evaluated by means of ToyMC spectra. The
procedure above, from step 1. to step 6., is repeated 10 000 times. Each time, the
spectra at point 1. are sampled from the nominal spectra by including uncertain-
ties in the form of the covariance matrix V JUNO of Eq. (3.14) (introduced in the
next section); the function scipy.stats.multivariate_normal.rvs from the
scipy package is used. The values of the slopes that are found at each repetition
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(a) Time evolution of the mean cross section per fission, ⟨σ⟩f .

(b) Time evolution of the fission rate, Rf .

(c) Time evolution of the antineutrino rate, Rν .

Figure 3.12. (a) Time evolution of the mean cross section per fission, Eq. (3.10), during
one burn-up cycle for different models and integration intervals. (b) Time
evolution of the fission rate, Eq. (3.11), during one burn-up cycle for a
Taishan core. (c) Time evolution of the antineutrino rate, Eq. (3.13), for
a Taishan core. The fission fraction of 239Pu, f239, is used as the unit of
time. See the text for more details.
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Figure 3.13. Change in the spectral shape in the 6 energy bins for the antineutrino-
driven (blue) and HM (red) models. Each panel shows the ratio σj/σj as
a function of f239. The best fit lines from the linear fit are also shown.
In the fifth panel, corresponding to the energy bin from 6MeV to 7MeV,
the two lines are overlapping.
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are used to fill an histogram, one for each energy bin. Finally, the standard de-
viation of the values in the histogram is taken as the slope uncertainty for that
energy bin.

The behavior of the antineutrino-driven model in the last two points in Fig. 3.14
might be explained by the fact that Daya Bay tabulated data present a wider last
bin, thus it may be related to the interpolation and extrapolation procedures.

Figure 3.14. Spectral shape change, (σj)
−1dσj/df239, as a function of the antineutrino

energy, for the antineutrino-driven (blue) and HM (red) models.

3.5 Uncertainty treatment
To use the predicted reactor spectrum to extract the neutrino oscillation param-
eters, it is important to provide a proper uncertainty budget together with the
predicted spectrum. This topic is now detailed. First, we introduce the uncer-
tainty propagation which employs the matrix notation introduced in section 3.3,
equations (3.7) and (3.8); then, the uncertainties on the tabulated spectra are
described; finally, a study on the 2D interpolation of the covariance matrix to
match JUNO finer binning is presented.

3.5.1 Uncertainty propagation

It is convenient to use the matrix notation introduced previously to propagate
the uncertainties on the input spectra to the predicted spectrum. We can use
the fact that the covariance matrix of a random vector Y = R ·X obtained by
applying a transformation matrix R to another random vector X with covariance
V X can be written as V Y = R · V X ·RT . Thus:

V JUNO = R · V inputs ·RT , (3.14)
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where R is the transformation matrix of Eq. (3.8), and V JUNO is the covari-
ance matrix of JUNO prediction from the antineutrino-driven model, Eqs. (3.6)
and (3.7).

The structure of the input covariance matrix V inputs is displayed in Fig. 3.15,
where the big box corresponds to the 75 × 75 bin covariance matrix provided
by the Daya Bay experiment, and the small boxes are all 25 × 25 bin matrices,
with the matrices related to the 238U and 241Pu spectra along the diagonal. The
"off-diagonal" matrices are null matrices; in fact, the correlations between the
Daya Bay spectra, the 238U spectrum and the 241Pu spectrum are null since these
inputs are independent from each other.

Figure 3.15. Structure of the input covariance matrix V inputs to be used in Eq. (3.14).

3.5.2 Covariance matrices of the input spectra

From the several sources discussed in section 3.2, uncertainties are given in differ-
ent formats: tabulated uncorrelated uncertainties between bins; tabulated fully
correlated uncertainties between bins; or already in the form of a covariance ma-
trix with partial correlations.

Bin-uncorrelated uncertainties correspond to a diagonal covariance matrix,
with the diagonal elements equal to the uncertainty squared: σii = σ2

i , where the
index i runs over bins. The covariance matrix for the bin-correlated contributions
presents non-null off-diagonal elements and is obtained by exploiting the definition
of the covariance: σij = ρij ·σi ·σj, where ρij is the correlation coefficient between
the i-th and j-th bin. Since the bins are fully correlated, it implies that ρij =
1 ∀i, j, thus σij = σi · σj.

The uncertainties are provided as relative uncertainties. To obtain an absolute
uncertainty, each matrix element σij is multiplied by the value of the isotopic
spectrum S: Vij = σij · Si · Sj. To have the uncertainty for the reactor spectrum,
the elements of the covariance matrix are further multiplied by the IBD cross
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section2 ξIBD of Eq. (3.4): Vij = σij · Si · Sj · ξIBD
i · ξIBD

j .
In the rest of the chapter, covariance matrices are displayed using a power law

scale instead of a linear scale, so that the structure of the off-diagonal elements,
which are smaller with respect to the diagonal elements, can still be distinguished.

Plutonium-241

The uncertainties for the 241Pu spectrum are taken from Huber [73] and are listed
in Table A.1 in the appendix, with different columns corresponding to different
contributions. Two sources of uncertainties, strictly related to the inversion pro-
cedure, are uncorrelated between bins, while the uncertainties coming from the
data normalization and from theory are fully correlated between bins. The bin-
ning is the same as the one of the spectrum: 25 bins from 1.875MeV to 8.125MeV
with a bin width of 250 keV.

The covariance matrix is evaluated for each uncertainty contribution as ex-
plained above; the total covariance matrix is finally obtained as the sum of the
single covariance matrices, and is shown in Fig. 3.16a. The total correlation ma-
trix, obtained from the total covariance matrix as ρij = σij/σiσj, is also shown
in Fig. 3.16b. The covariance matrix of Fig. 3.16a is used to fill the 25x25 bin
matrix related to 241Pu in the input covariance matrix V inputs of Fig. 3.15.

(a) 241Pu covariance matrix. (b) 241Pu correlation matrix.

Figure 3.16. (a) Covariance matrix and (b) correlation matrix for 241Pu in the original
binning [73].

Uranium-238

In the reactor spectrum prediction, we use the spectrum from Estienne et al. [80]
for 238U. Since Estienne et al. did not provide a new estimation of the uncertainty
budget, and given that their spectrum it’s just an updated version of the one from
Mueller et al. [75], we decided to use the relative uncertainties from the latter.

2Even though the Greek letter σ is used to identify the IBD cross section throughout this
work, here we use the Greek letter ξ to avoid confusion with σ as a symbol for uncertainties.
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The uncertainties for 238U are thus taken from Mueller et al. and are listed in
Table A.2 in the appendix. Analogous to 241Pu, the uncertainties for 238U are also
divided into uncorrelated and fully correlated, even though the contributions have
different origins given that for 238U the summation method is used. The major
source of uncertainty is given by the missing information of nuclear databases.
The binning of the matrix is the same as the one of the spectrum provided in
the reference: 25 bins from 1.875MeV to 8.125MeV with a bin width of 250 keV.
The total covariance matrix is shown in Fig. 3.17a and is used to fill the 25x25 bin
matrix related to 238U in the input covariance matrix V inputs of Fig. 3.15. The
total correlation matrix is also shown in Fig. 3.17b; compared to 241Pu, there is
almost no correlation between bins of the 238U spectrum.

In Fig. 3.17, the uncertainty obtained from the propagation of the uncertain-
ties in the nuclear databases is considered as uncorrelated between bins. Actu-
ally, this source of uncertainty induces partial correlations at low energies, below
3.5MeV. It is found that the effect of the partial correlation induced by this
uncertainty source can be neglected in the following study; see section A.3 in the
appendix for more details.

In this isotope, to obtain the absolute value starting from the relative uncer-
tainty value, the covariances are multiplied by the value of the isotopic spectrum
from Estienne et al., which is the one selected for the reactor spectrum prediction;
since Estienne’s spectrum is provided with a different binning, the spectrum is
first interpolated and then used to get the absolute uncertainty value. The mul-
tiplication with the IBD cross section is also applied.

(a) 238U covariance matrix. (b) 238U correlation matrix.

Figure 3.17. (a) Covariance matrix and (b) correlation matrix for 238U in the original
binning [75].

Daya Bay

The covariance matrix for the spectra from the Daya Bay experiment is directly
provided by the Daya Bay collaboration in the supplemental material of [67]. The
matrix is already in units of (cm2/MeV/fission)2, so no further manipulation is
required. The covariance matrix is shown in Fig. 3.18a, while the corresponding
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correlation matrix is shown in Fig. 3.18b. The matrix of Fig. 3.18a is used to
fill the 75x75 bin matrix related to the Daya Bay spectra in the input covariance
matrix V inputs of Fig. 3.15.

The three 25x25 blocks along the diagonal correspond to the covariance ma-
trices for the total spectrum Stotal, the 235U spectrum S235, and the Pu_combo
spectrum Spu_combo, respectively. The off-diagonal blocks incorporate the corre-
lations among the three spectra.

Daya Bay spectra are provided in 25 bins; the first 24 bin centers range from
1.8MeV to 7.8MeV with a bin width 250 keV, while the last bin is centered at
8.65MeV with a bin width of 1.7MeV, incorporating the high energy part of the
spectrum in one bin.

(a) Daya Bay covariance matrix. (b) Daya Bay correlation matrix.

Figure 3.18. (a) Covariance matrix and (b) correlation matrix for Daya Bay in the
original binning [67]. The diagonal 25x25-bin blocks correspond to the
total spectrum Stotal, the 235U spectrum S235, and the Pu_combo spec-
trum Spu_combo, respectively.

3.5.3 Interpolation of the covariance matrix

As already mentioned in section 3.3, JUNO will use a smaller bin width, thus it
is crucial to find a way to interpolate the covariance matrix to match the desired
binning. This task is not trivial, and several methods are investigated in this
section. As an example and for simplicity, we work on the covariance matrices of
241Pu and 238U, and try to double the bin number, thus going from 25 to 50.

First, we try several multivariate methods which are already available in sev-
eral python packages; then, we try the interpolation of the tabulated uncertain-
ties; finally, we investigate several methods based on ToyMC samples.

Multivariate methods

Several multivariate methods which directly perform a 2D interpolation are tested.
Results for 241Pu and 238U are shown in Figs. 3.19 and 3.20, respectively; as a
reference, the original covariance matrix is shown on panel (a), at the top left.
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The matrices in panels (b) and (c) are obtained by means of the following
scipy function: scipy.interpolate.interp2. The matrix in panel (d) is eval-
uated with the Inverse Distance Weighted (IDW) interpolation, which is usually
used with a known scattered set of points. The value assigned to an unknown
point is calculated with a weighted average of the values available at the known
points, where the weights are the inverse of the distance between the unknown
point and the known points. The matrix in panel (e) is obtained with the Radial
Basis Function (RBF) interpolation, which is based on the weighted sum of radial
basis functions.

It can be seen by eye that the multivariate methods described above introduce
patterns that are not there in the original matrix, especially for 238U, where
negative off-diagonal elements appear. The method with the best performance
seems to be the 2D linear interpolation, but it still introduces an oscillatory
pattern along the main diagonal.

Figure 3.19. Comparison between the covariance matrices obtained by several multi-
variate methods for 241Pu: for (b) and (c), a 2-dimensional interpolation
from the scipy package is used; for (d), the Inverse Distance Weighted
(IDW) interpolation is used; for (e), the Radial Basis Function (RBF) in-
terpolation is used. The matrix in the original binning is shown in panel
(a). See the text for more details.

1D interpolation of the tabulated uncertainties

The 1D uncertainty interpolation method exploits the fact that the uncertainties
from the conversion and summation methods are provided in tables and performs
the desired interpolation directly on the uncertainty vectors. A linear interpola-
tion on the available data is used. This method can be used only on 241Pu and
238U, since the Daya Bay uncertainty is provided in the form of a matrix.
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Figure 3.20. Comparison between the covariance matrices obtained by several multi-
variate methods for 238U: for (b) and (c), a 2-dimensional interpolation
from the scipy package is used; for (d), the Inverse Distance Weighted
(IDW) interpolation is used; for (e), the Radial Basis Function (RBF) in-
terpolation is used. The matrix in the original binning is shown in panel
(a). See the text for more details.

The covariance matrices resulting from this method are shown in panel (b)
of Figs. 3.21 and 3.22 for 241Pu and 238U, respectively. For both isotopes, this
method seems to be able to reproduce the original matrix (in panel (a) of the
same figures), without introducing unwanted correlation features or oscillating
values along the diagonal, as displayed by the other methods.

ToyMC-based methods

Two methods that are based on the simulation of many toy pseudo-experiments
are now presented, where the sampled spectra are obtained from the original
tabulated spectrum and the covariance matrix. In what follows, we refer to the
original tabulated spectrum for 241Pu and 238U as Asimov spectrum, to distinguish
it from the sampled spectra.

A number of samples (about 10k) are generated starting from the Asimov
dataset taking the covariance matrix into consideration by means of a function
from the scipy package: scipy.stats.multivariate_normal.rvs.

Interpolation of ToyMC spectra In the first ToyMC-based method, each
sampled spectrum is interpolated using the exponential interpolation presented
in section 3.3 to match the new binning. Then, the covariance matrix with the
new binning is obtained from the interpolated spectra using the definition of the
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Figure 3.21. Comparison of the MC methods and the 1D-interpolation method for
241Pu. The matrix in the original binning is shown in panel (a). The
matrix from the 1D interpolation of the tabulated data is shown in panel
(b), while the one from the interpolation of ToyMC sampled spectra is
shown in panel (c). The second and third rows show the matrices obtained
by fitting the ToyMC sampled spectra, with the three columns from left
to right corresponding to the fitting modes (1), (2), and (3), respectively.
The Asimov dataset and the mean spectrum are used as the expectation
value in the second (panels (d), (e), and (f)) and third (panels (g), (h),
and (i)) row, respectively.
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Figure 3.22. Comparison of the MC methods and the 1D-interpolation method for
238U. The matrix in the original binning is shown in panel (a). The
matrix from the 1D interpolation of the tabulated data is shown in panel
(b), while the one from the interpolation of ToyMC sampled spectra is
shown in panel (c). The second and third rows show the matrices obtained
by fitting the ToyMC sampled spectra, with the three columns from left
to right corresponding to the fitting modes (1), (2), and (3), respectively.
The Asimov dataset and the mean spectrum are used as the expectation
value in the second (panels (d), (e), and (f)) and third (panels (g), (h),
and (i)) row, respectively.
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covariance matrix:

V ij =
1

N

N∑
n=1

(
xi
n − E[xi]

) (
xj
n − E[xj]

)
, i, j = 1, ..., 25 (3.15)

where i and j run over the number of bins of the new binning configuration, the
sum is over the number of samples N , xi

n is the i-th value of the n-th sampled
spectrum, and E[xi] is the expectation value for the i-th entry. The Asimov
spectrum is also interpolated and used as the expectation value; this also justifies
the N at the denominator instead of (N − 1).

The matrices resulting from this method are shown in panel (c) in Figs. 3.21
and 3.22 for 241Pu and 238U, respectively. The results are similar to the one
obtained with the multivariate methods: an oscillating behavior of the values
along the diagonal is clearly visible for 241Pu, while negative elements appear for
238U.

Fit of ToyMC spectra In the second ToyMC-based method, each sampled
spectrum is fitted using a parametric function already used in literature to para-
metrize the isotopic spectra, i.e., the exponential of a polynomial of fifth order [73,
75]:

f(Eν) = exp

(
5∑

α=0

pα E
α
ν

)
(3.16)

where pα are free parameters of the fit. As an example, Fig. 3.23a shows 10
sampled spectra for 241Pu.

(a) Example sampled spectra. (b) Best-fit curves.

Figure 3.23. (a) Example of 10 spectra sampled from 241Pu with the original binning.
The Asimov spectrum is also shown as black dots. (b) Best fit curves of
the 10 sampled spectra, obtained with fitting mode (3) (see text for more
details), shown with the new binning. The mean of the fit curves from all
samples spectra is shown as red dots.

The sampled spectra are fitted using the scipy.optimize.curve_fit func-
tion. Three different fitting modes are used: (1) a χ2-like function with no uncer-
tainty (equivalently, a χ2 fit with the uncertainty at the denominator fixed to 1);
(2) a standard χ2 fit, where the uncertainties are taken equal to the square root of
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the diagonal values of the covariance matrix; (3) a χ2 fit taking into account the
whole covariance matrix. The same set of sampled spectra is used with the three
fitting modes. As an example, Fig. 3.23b shows the best-fit curves obtained by
fitting the sampled spectra of Fig. 3.23a with the fitting mode (3). The best-fit
functions are then evaluated in the new binning configuration and are finally used
to evaluate the covariance matrix through Eq. (3.15), similarly to what is done
for the interpolation method.

First, the Asimov spectrum, shown in black in Fig. 3.23a, is used as the
expectation value in Eq. (3.15) and the resulting covariance matrices for the
three fitting modes are shown in the middle row of Figs. 3.21 and 3.22 for 241Pu
and 238U, respectively; panels (d), (e), and (f) correspond to fitting modes (1),
(2), and (3), respectively. These matrices show features that are not present in
the original matrix, probably introduced by the difference in smoothness between
the Asimov and the fit function, as further investigated in section A.2 in the
appendix. It is worth noticing that for 238U there is no much difference between
the fitting modes (2), shown in panel (e), and (3), shown in panel (f), since the
covariance matrix is almost diagonal.

Then, the mean spectrum from all best-fit curves is evaluated and is shown in
red in Fig. 3.23b, and is found to be different from the Asimov dataset; nonethe-
less, it seems to be a better representative of the best-fit curves, as further in-
vestigated in section A.2 in the appendix. So, the mean spectrum is used as the
expectation value in Eq. (3.15) and the resulting matrices are shown in the bot-
tom row of Figs. 3.21 and 3.22 for 241Pu and 238U, respectively; panels (g), (h),
and (i) correspond to fitting modes (1), (2), and (3), respectively. For 241Pu, the
matrix in panel (g) is still not matching the original matrix, and this is probably
related to the fact that no uncertainty is used in the fit. On the other hand, the
matrices in panels (h) and (i) show a good resemblance with the original matrix,
as far as the correlation pattern is concerned, but are not able to reproduce the
diagonal. Contrary to 241Pu, for 238U we see no improvement in using the mean
spectrum instead of the Asimov one as the expectation value. This is probably
due to the fact that the original covariance matrix is almost diagonal, and this
method works fine to reproduce the correlation between bins but not the diagonal
contribution, as seen in the case of 241Pu.

From the consideration above, the best fit configuration is number (3), where
the full covariance matrix is used in the χ2, and the mean spectrum is to be pre-
ferred as the expectation value in Eq. (3.15). Nonetheless, we can conclude that
the use of a smooth fit function allows us to reproduce the correlation between
bins, while it gives no information on bin-to-bin uncorrelated uncertainties along
the main diagonal.

Comparison

We can look at the uncertainty bands generated by the re-binned matrices to
check if they can qualitatively reproduce the uncertainty of the original covariance
matrix. In the following, we take into account the methods which showed good
performances: the 1D interpolation of the tabulated uncertainty, the interpolation
of ToyMC samples, and the fit of ToyMC samples with fitting mode (3) and with
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the mean spectrum as expectation value, corresponding to the matrix in panel
(i).

For the original covariance matrix (25 bins) and each of the tree methods listed
above (50 bins), 10k spectra are generated by means of the following function from
the scipy package: scipy.stats.multivariate_normal.rvs. The generated
spectra are then collected in a heat map, as shown in Figs. 3.24 and 3.25 for
241Pu and 238U, respectively; the Asimov spectrum is also shown as black dots.
For 241Pu, all heat maps look quite similar by eye, while for 238U some differences
can be seen: for instance, the ToyMC interpolation method displays an oscillatory
behavior at the edges of the uncertainty bands, while the ToyMC fit method
displays a much narrower distributions of the generated spectra.

Figure 3.24. Heat maps evaluated from the generated spectra for 241Pu with, from
left to right, the original covariance matrix, the matrix from the 1D-
interpolation method, the matrix from the ToyMC interpolation method,
and the matrix from the ToyMC fit method. The Asimov spectrum is also
shown.

To better visualize the differences in the heat maps, we compute the 16-
th, 50-th (or median), and 84-th percentile curves for each energy bin for all
generated datasets. The curves are shown in Figs. 3.26 and 3.27 for 241Pu and
238U, respectively. For 241Pu, the 1D uncertainty interpolation and the ToyMC
interpolation method both reproduce the curves from the original matrix, with
relative differences over most of the energy range within 1% and 2%, respectively,
even though the latter display an oscillatory behavior. On the other hand, the
ToyMC fit method properly reproduces the median but differs for the 16-th and
84-th percentile curves up to 5%.

For 238U, the 1D uncertainty interpolation is performing well, with a relative
difference well within 1% over most of the energy range. On the other hand,
the ToyMC interpolation method displays an oscillatory behavior in the relative
difference, showing that it is not able to reproduce the uncertainty band for the
new energy points. Finally, it can be seen by eye that the ToyMC fit method is
giving a narrower energy band, with a relative difference greater than 2% over
the whole energy range.



3.5. Uncertainty treatment 69

Figure 3.25. Heat maps evaluated from the generated spectra for 238U with, from left to
right, the original covariance matrix, the matrix from the 1D-interpolation
method, the matrix from the ToyMC interpolation method, and the ma-
trix from the ToyMC fit method. The Asimov spectrum is also shown.

Figure 3.26. Comparison of the 16-th (left), 50-th (middle), and 84-th (right) percentile
curves for 241Pu between the original covariance matrix and three re-
binned matrices. Relative differences below 1% are obtained over most
of the energy range by comparing the original matrix with the one from
the 1D uncertainty interpolation; the matrix from the MC interpolation
method displays an oscillatory behavior, with an amplitude within 2%
over most of the energy range. On the other hand, the matrix from the
MC fit method seems to produce the same median, but different 16-th and
84-th percentile curves, with a relative difference increasing with energy
up to ∼ ±5%.
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Figure 3.27. Comparison of the 16-th (left), 50-th (middle), and 84-th (right) percentile
curves for 238U between the original covariance matrix and three re-binned
matrices. Relative differences below 1% are obtained by comparing the
original matrix with the one from the 1D uncertainty interpolation, while
an oscillatory behavior is clearly visible for the matrix from the MC inter-
polation method. On the other hand, the matrix from the MC fit method
seems to produce the same median, but different 16-th and 84-th per-
centile curves, with a relative difference greater than 5% over most of the
energy range.
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3.6 Results and discussion
In this chapter, a method to evaluate the prediction for JUNO reactor spec-
trum based on recent data from the Daya Bay experiment were presented. This
method is to be preferred to the standard HM method since it takes into account
the proper flux normalization and the spectral distortion, without the need of
additional corrections.

The effect of the changes in the fuel composition, and thus in the fission
fractions, during one operational cycle of a reactor core were also investigated,
showing that both the rate and shape of the antineutrino spectrum are affected.

Finally, we focused on the evaluation of the uncertainty budget of the predic-
tion of the reactor spectrum. In particular, great effort was devoted to study the
2D interpolation of the covariance matrix in order to match JUNO finer binning.
We found that the 1D uncertainty interpolation works fine, but only for tabulated
data, so either fully correlated or uncorrelated uncertainties between bins can be
treated in this way, while for the Daya Bay spectra it cannot be used since a full
matrix with non-trivial correlations is provided. As far as the two ToyMC-based
methods are concerned, the one interpolating the samples spectra introduces an
oscillating behavior along the main diagonal, while the one fitting the spectra is
giving narrower uncertainty bands. The study on the uncertainty presented here
does not provide a definite answer yet and further studies are needed.





Chapter 4

Detection of final state particles in
a liquid scintillator detector

One of the main challenges for the JUNO experiment is to get a good under-
standing of the detector response, i.e., all those processes which transform the
antineutrino energy Eν to the final observable, the reconstructed energy Erec. In
particular, the non-linear relation between the energy deposited in the detector
and the light emission by the liquid scintillator, also known as liquid scintillator
non-linearity (LSNL), plays a critical role in the detector response. In fact, it can
distort the spectral shape and the oscillation pattern thus affecting the neutrino
oscillation analysis, in particular the determination of the neutrino mass order-
ing. For this reason, a great effort is devoted in modelling the non-linearity, with
the additional goal of using the model to tune JUNO Monte Carlo simulation
software.

With respect to previous studies [88–90], the model presented in this work is
completely based on Geant4 [91–93], all particles (e−, γ, and e+) are treated with
the same approach, and the only free parameter is the Birks’ constant, used in the
semi-empirical Birks’ law to describe the non-linearity introduced by the scintilla-
tion process: the quenching effect. A model with the Monte Carlo production cut
value as an additional free parameter is also investigated. The value of the free
parameter is tuned by comparing the model to the JUNO calibration data, which
will be obtained by means of gamma sources deployed in the detector [42]; since
JUNO is currently under construction, mock data from Monte Carlo simulations
are used in this work.

In section 4.1, we briefly cover the interaction of radiation with matter, in-
troducing concepts and quantities that will be useful in the rest of the chapter;
in section 4.2, a description of the detector response, connecting the antineutrino
energy Eν to the reconstructed energy Erec, is given, and the role of the liq-
uid scintillator non-linearity is highlighted; section 4.3 focuses on the calibration
sources and the effect on the energy spectrum due to the presence of a mechanical
structure around the source; finally, in section 4.4, we introduce a Geant4-based
model of the detector response which treats all particles (e−, γ, and e+) in the
same way; we conclude in section 4.5.

73
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4.1 Radiation-matter interaction

In this section, we present a brief summary of the interaction of electrons, gam-
mas, and positrons with matter; for a more detailed description see [2, Chap-
ter 34].

All plots shown in this section are specific for JUNO liquid scintillator, whose
composition and properties can be found in Tables B.1 and B.2, respectively.

Interaction of electrons with a medium

At low energy, an electron loses its kinetic energy T e− through collisions with
other electrons in the medium. The mean energy loss per mass per unit area
dE/dx, or mass stopping power, is described by the Møller equation:

〈
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〉
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where x is the mass per unit area1, K = 0.307MeV cm2/mol is a constant obtained
from fundamental constants, Z and A are the atomic number and atomic mass of
the absorber, γ is the Lorentz factor, β is the velocity of the electron with respect
to the speed of light in vacuum, me is the electron mass, I is the mean excitation
energy of the absorber, and δ(E) is the density effect correction which is relevant
at high energies. The mass stopping power is expressed in units of MeV cm2/g
and is almost the same for all materials, with a slow decrease as a function of Z;
the linear stopping power, in units of MeV/cm, can be obtained by multiplying
the mass stopping power by the absorber density ρ in units of g/cm3. The mean
mass stopping power as described by Eq. (4.1) for JUNO liquid scintillator is
shown in blue in Fig. 4.1.

During the energy loss through ionization, it may happen that an electron is
knocked out of an atom of the medium; these electrons are secondary particles
produced during ionization and are known as δ-rays. After production, they lose
energy in the medium through ionization.

Above a critical energy that depends on the medium, electrons start losing
energy through Bremsstrahlung, producing low-energy photons with a continuum
spectrum, thus introducing a term in Eq. (4.1) which increases with the electron
kinetic energy. The radiative contribution to the mean mass stopping power is
shown in red in Fig. 4.1, and as it can be seen, the term is several order of
magnitudes lower at low energies, and it becomes non-negligible above about
10MeV.

1We follow the notation used in the Review of Particle Physics by the Particle Data Group [2].
The quantity x denotes a mass per unit area in g/cm2 and not a length, so that dE/dx is the
mass stopping power in units of MeV cm2/g. The linear stopping power is denoted by ρdE/dx,
in MeV/cm, where ρ is the density in g/cm3.
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The total mean mass stopping power is shown in black in Fig. 4.1. In the
absence of any leakage effect, an electron deposits all its kinetic energy in the
absorber, so that Ee−

dep = T e− .

Figure 4.1. Mean mass stopping power for electrons in JUNO liquid scintillator,
from [94], in the energy range relevant for the reactor spectrum analysis.
The collision and radiative terms are shown in blue and red, respectively,
while the total mean mass stopping power is shown in black. The density
effect, relevant at high energies, is included in the ionization term. The
radiative term becomes significant at high energies, above a few megaelec-
tronvolts.

Interaction of gammas with a medium

Gammas are neutral particles, so they cannot directly ionize a medium, thus they
release their energy by producing secondary charged particles, i.e., electrons and
positrons. Several processes are involved in the production of secondary electrons
and positrons; the relative cross section of each process is shown in Fig. 4.2, while
a brief description is given here:

Photoelectric absorption
The gamma ray is absorbed by an atom or molecule of the medium and an
electron is emitted. The electron has a kinetic energy equal to the energy
of the gamma minus the binding energy of the electron to the atom or
molecule. The photoelectric absorption dominates at low energies, below
about 20 keV for JUNO liquid scintillator, as shown in Fig. 4.2.

Incoherent scattering
The gamma ray scatters on an electron of the medium, losing a fraction of
its energy which is transferred to the electron. The incoherent, or Compton,
scattering dominates at high energies, above about 20 keV for JUNO liquid
scintillator.



76 Chapter 4. Detection of final state particles in a LS detector

Coherent scattering
The gamma photon scatters on an electron of the medium without losing
energy. The coherent, or Rayleigh, scattering is a sub-dominant process
and is not relevant since we are interested in the processes which involve
energy loss by the gamma.

Pair production
A photon produces an electron-positron pair near a nucleus or another
electron, which recoils to satisfy energy and momentum conservation. The
energy threshold of this process is twice the rest mass of the electron, about
1.022MeV, and the respective cross section increases with energy.

Figure 4.2. Gamma cross section in JUNO liquid scintillator, from [95]. The cross
section of each process is normalized to the total cross section. Below
about 20 keV, photons are mainly absorbed through photoelectric absorp-
tion, while at higher energies, they interact through incoherent, or Comp-
ton, scattering; above 2me ∼ 1.022MeV, photons start converting into an
electron-positron pair, with the respective cross section increasing with en-
ergy.

Figure 4.3 shows the distribution of the kinetic energy of the secondary charged
particles, P γ(T e±), produced by the interaction of a γ with JUNO liquid scintil-
lator, based on the interactions just explained. The distributions for three rep-
resentative γ energies are shown. The distributions are usually obtained through
Monte Carlo simulations based on the Geant4 toolkit [91–93], as it is done by
the Daya Bay experiment [88]. Alternatively, a semi-analytical method has been
proposed in [89]; however, it does not include all interactions so it presents issues
in retrieving the right total deposited energy.

Finally, the energy deposited by a γ can be evaluated as the sum of the energies
deposited by all secondary charged particles:

Eγ
dep =

∫ T e±
max

0

P γ(T e±) · T e± dT e± , (4.2)
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Figure 4.3. Distribution of the kinetic energy of the secondary charged particles pro-
duced by the interaction of a γ with JUNO liquid scintillator. The dis-
tributions are shown for three representative γ energies and are obtained
through Geant4 Monte Carlo simulations.

where P γ(T e±) is taken from simulations. In the end, the energy deposited by
a γ is equal to the gamma initial energy, Eγ

dep = Eγ, nonetheless the deposited
energy as defined in Eq. (4.2) will be useful in the definition of the visible energy
later in this chapter.

Interaction of positrons with a medium

Similar to electrons, positrons lose their kinetic energy through collisions with
the electrons of the medium. Given the fact that electrons and positrons are not
identical particles, the energy loss of a positron is different from Eq. (4.1) and is
described by the Bhabha equation:〈
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=
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After releasing its kinetic energy in the medium through collisions, a positron
annihilates with an electron of the medium producing two 511 keV gamma rays.
The energy deposited by the two gamma rays can be treated as discussed above.
Finally, the total energy deposited by a positron can be written as:

Ee+

dep = T e+ + 2 · 0.511MeV. (4.4)

4.2 From particle interaction to light detection
In chapter 3, we focused on the model of the reactor spectrum at the source,
expressed as a function of the electron antineutrino energy, Eν , which is not the
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final observable to be used in JUNO analysis. In fact, the final observable, the
reconstructed energy Erec, is related to the antineutrino energy through a chain
of three main processes:

Eν
IBD kinematics−−−−−−−−→ Edep

Light emission−−−−−−−−→ Evis
Light detection−−−−−−−−→ Erec, (4.5)

which are now briefly described. We refer to the chain of processes in Eq. (4.5)
as the detector response.

In this work, we assume no energy leakage, so that particles deposit their whole
energy in the scintillator. Furthermore, we neglect any positional non-uniformity
in the detector response.

4.2.1 IBD kinematics

As already seen in section 3.1, an incoming antineutrino interacts with a proton
of the liquid scintillator through the IBD process, thus producing a positron and
a neutron. In the analysis of reactor antineutrinos, we are interested in the final-
state positron, since its energy is proportional to the antineutrino energy, Eν . The
positron releases its kinetic energy through ionization and eventually annihilates
with an electron producing two 511 keV gamma rays. If we neglect the recoil of
the neutron in the final state, the whole antineutrino energy Eν is transferred to
the positron, so that we have a univocal relation between Eν and the deposited
energy Edep, which is given by the sum of the positron kinetic energy Te+ and the
two annihilation gammas:

Ee+

dep = T e+ + 2me ≃ Eν − 0.782MeV, (4.6)

where mn −mp −me ≈ 0.782MeV.
What happens in reality is that a small fraction of Eν is transferred to the final-

state neutron which recoils. The neutron recoil introduces a smearing effect, thus
spoiling the univocal relationship between Eν and Edep: a distribution of possible
positron energy, and thus Edep, corresponds to each initial antineutrino energy.
The distribution of the positron energy follows a "top hat" distribution [96], with
a spread increasing with Eν , as shown in Fig. 4.4.

4.2.2 Light emission: Liquid scintillator non-linearity

The second step in the detector response chain connects the deposited energy
Edep to the visible energy Evis, which is defined as the amount of light produced
in a liquid scintillator by the passage of a particle, and is defined differently for
e−, γ, and e+. Evis is usually not linearly proportional to the deposited energy.
In fact, there are two independent effects contributing to the non-linear response
of the liquid scintillator, also called liquid scintillator non-linearity (LSNL): the
quenching effect, which is characteristic of the light produced by the scintillation
process, and the Cherenkov effect.
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Figure 4.4. Smearing introduced by the nucleon recoil in the IBD interaction, from [96].
Here E is the initial antineutrino energy. ∆Ee represents the positron
energy with respect to the median value of each distribution.

Quenching effect

Scintillation light is produced by the de-excitation of the molecules of the liquid
scintillator after the passage of a charged particle, which loses its kinetic energy T
through ionization, as already explained in section 4.1. If the local energy deposit
by the charged particle is high, it might happen that the liquid scintillator reaches
a saturation condition, and less scintillation light is produced. This effect, called
quenching, is characteristic only of the collision term and is most relevant at low
energies, where the mean mass stopping power is higher, as shown in Fig. 4.1.

The quenched energy, i.e., the deposited kinetic energy actually contributing
to the light emission through scintillation, can be evaluated by integrating the
semi-empirical Birks’ law [97]:

Equenched =

∫ T

0

1

1 + kB
dE
dx

∣∣
E′

dE ′, (4.7)

where kB is the Birks’ constant, specific for each material and to be measured ex-
perimentally, and dE/dx is the mean mass stopping power from Møller, Eq. (4.1),
and from Bhabha, Eq. (4.3), for electrons and positrons, respectively. The
quenched energy for a γ as in the equation above is not defined, since a γ does
not directly ionize the medium and a mean mass stopping power is not provided.

Then, we can define the ratio between the quenched energy and the energy
deposited through ionization, i.e., the kinetic energy of the particle T :

Re±(T e± ; kB) =
Ee±

quenched

T e±
, (4.8)
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where Equenched is from Eq. (4.7). This ratio represents the fraction of the energy
deposited through ionization contributing to the light emission through scintilla-
tion, and is different for electrons and positrons. Figure 4.5 shows several curves
of the scintillation non-linearity described by Eq. (4.8) for different values of the
Birks’ constant. As it can be seen, the higher the value of the Birks’ constant,
the more the particle kinetic energy is quenched and the less scintillation light
is emitted. Furthermore, it can be seen that quenching is more effective at low
energies, where the local energy deposition is higher, as explained in section 4.1.

Figure 4.5. Scintillation non-linearity curves due to the quenching effect in JUNO liquid
scintillator for several values of the Birks’ constant, kB.

It is relevant to note that in the integration of the Birks’ law, Eq. (4.7), the
contribution of energetic δ-rays and gammas from Bremsstrahlung produced as
secondary particles is not included. Furthermore, they are usually more quenched
than the primary electron due to their lower energies.

Cherenkov effect

If a charged particle traversing a material has a velocity which is higher than the
group velocity of light in that material, then Cherenkov photons are emitted.

The number of optical photons emitted by the Cherenkov effect follows the
Frank-Tamm formula [98]:

d2NCherenkovOP

dxdλ
=

2παz2

λ2

(
1− 1

β2n2(λ)
,

)
(4.9)

where x is the particle track length, λ is the wavelength of the emitted photon, α
is the fine-structure constant, z is the atomic number of the charged particle, β =
v/c, and n(λ) is the refractive index of the medium. The Cherenkov effect depends
on the particle velocity, hence the particle energy, constituting an additional
source of energy non-linearity. It depends also on the refractive index of the
medium, which is a function of the photon wavelength and is usually not known



4.2. From particle interaction to light detection 81

with precision, thus introducing a large uncertainty in the number of emitted
Cherenkov photons.

The contribution of the Cherenkov effect to the visible energy, described by
an energy-dependent effective factor fC , is usually determined through MC sim-
ulation:

fC(T ) =
Ndetected

CherenkovOP

T
(4.10)

where T is the particle kinetic energy, and Ndetected
CherenkovOP is the number of opti-

cal photons produced by Cherenkov effect, Eq. (4.9), and actually detected. In
fact, Cherenkov light is emitted in the UV spectrum, so many Cherenkov optical
photons are absorbed by the liquid scintillator and then re-emitted in the vis-
ible spectrum so that they can be detected by the PMTs. Since there is great
uncertainty in the absorption and re-emission probabilities, Ndetected

CherenkovOP and the
Cherenkov factor fC depend on the implementation of these processes in the
simulation; with real data, the contribution of Cherenkov light could be deter-
mined through calibration. Figure 4.6 shows several curves of the Cherenkov
effect summed with the quenching effect, for different values of the Cherenkov
factor; for reference, the curve corresponding to the quenching only case is shown
as blue dots. Currently, the default Cherenkov factor is 52% and was obtained
by measurements of JUNO liquid scintillator in one detector of the Daya Bay
experiment [99].

Figure 4.6. Light emission curves for an electron obtained with different values of the
Cherenkov factor used in the simulation. The normalization of the vertical
scale is anchored at the γ line at 2.22MeV from neutron capture on hydro-
gen. The blue dots represent the case in which the Cherenkov factor is set
to zero, thus only the quenching effect is included; the bottom panel shows
the ratio to the 0% Cherenkov factor curve. Plot by R. M.Guizzetti.
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Visible energy of electrons

In the end, for an electron with deposited energy Ee−

dep = T e− , there are two
contributions to the visible energy:

Ee−

vis = Re−(T e− ; kB) · T e− + fC(T
e−) · T e− , (4.11)

where R is the quenching ratio of Eq. (4.8), and fC is the Cherenkov factor of
Eq. (4.10). Quenching and the Cherenkov effect are two physically separate and
independent processes, hence it is possible to sum them together. The ratio of
the total visible energy to the deposited energy for electrons is shown in Fig. 4.6.

In this work, we focus on the non-linear response introduced by the quenching
effect and we don’t take into account the Cherenkov effect, so that we can write
the quenching factor for electrons as:

f e−

q =
Ee−

vis

T e−
= Re−(T e− ; kB), (4.12)

where we used the fact that Evis = Equenched if we neglect Cherenkov light. The
quenching factor above represents the fraction of the electron kinetic energy con-
tributing to the light production through scintillation.

Visible energy of gammas

As far as gammas are concerned, quenching affects the secondary charged particles
produced by the interactions explained in section 4.1; in particular, given the
γ energies of interest in this study (see section 4.3), quenching mainly affects
Compton electrons. The visible energy of a gamma can thus be obtained by
summing over all initial kinetic energies of the secondary particles, with each
energy weighted by the corresponding quenching factor, Re± , from Eq. (4.8):

Eγ
vis =

∫ T e±
max

0

P γ(T e±) · T e± ·Re±(T e± ; kB) dT
e± , (4.13)

where P γ(T e±) is the energy distribution of the secondary charged particles pro-
duced by a gamma, as introduced in section 4.1. Finally, the quenching factor
for a gamma can be defined as the ratio between the γ visible energy and the γ
deposited energy:

fγ
q =

Eγ
vis

Eγ
dep

, (4.14)

where Eγ
vis and Eγ

dep are taken from Eq. (4.13) and (4.2), respectively. The γ
quenching factor represents the fraction of the γ energy contributing to the scin-
tillation light through ionization by the secondary charged particles.

Visible energy of positrons

Following Eq. (4.4), the visible energy for a positron can be obtained by summing
two terms:

Ee+

vis = T e+ ·Re+(T e+ ; kB) + 2 · fγ
q (511 keV) · 511 keV, (4.15)
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where the first one comes from the quenching of the positron deposited kinetic
energy, with the quenching ratio Re+ defined in Eq. (4.8), and the second one is
the visible energy of the two annihilation gammas, with the γ quenching factor
from Eq. (4.14). Finally, we can define the quenching factor for positrons as:

f e+

q =
Ee+

vis

Ee+
dep

, (4.16)

where the visible and deposited energies are defined in Eq. (4.15) and (4.4),
respectively. The quenching factor represents the fraction of the energy deposited
by the positron, as the sum of the kinetic energy and the annihilation gammas,
which contributes to the scintillation light emission.

4.2.3 Light detection: Energy resolution

In the last step of detector response chain, energy resolution relates the visible
energy, Evis, to the reconstructed energy, Erec, which is JUNO final observable.
Erec is evaluated as Erec = YPE · NPE, where NPE is the number of detected
photoelectrons (PE), and YPE = 1665PE/MeV is the PE yield [56, 99], a nor-
malization constant which translates NPE into an energy in units of MeV. The
PE yield is obtained by simulating the neutron capture on hydrogen atoms at the
detector center, so it is anchored to the γ line at 2.22MeV; the most recent and
updated version of JUNO Monte Carlo simulation framework was used to obtain
this value.

The relation between the visible and reconstructed energies is not univocal and
a distribution of Erec corresponds to a given Evis. In particular, the distribution
is usually a Gaussian, with the width given by the standard three-parameter
parametrization:

σE

Evis
=

√√√√( a√
Evis

)2

+ b2 +

(
c

Evis

)2

, (4.17)

where a, b, and c model the stochastic term, the constant term, and the noise
term, respectively, and all energies are expressed in units of MeV.

The stochastic term a is related to the intrinsic fluctuations of the quantum
processes involved in the light generation, like the optical photon emission in the
liquid scintillator, and detection, like the photoelectron production in the PMTs.
The constant term b includes the modeling of any instrumental effects which
produce response variation in the detector, such as the geometry, or temperature
gradients; it is dominated by the position non-uniformity of the detector response.
Finally, noise is introduced by the readout chain, e.g., the dark noise of the PMTs;
once the dark noise of the PMTs is measured, the noise term c can be evaluated
and is fixed.

Since the stochastic term a is fixed by the stochastic processes involved in the
light production and detection, and the noise term c is fixed by the DCR of the
PMTs, one should work to keep b as small as possible. An optimization of the
calibration campaign to keep the energy resolution within the requirement of 3%
at 1MeV is extensively presented in [42]. From a more recent study on JUNO
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energy resolution [99], the expected energy resolution at 1MeV is 2.95%, with
a = 2.614%, b = 0.64%, and c = 1.205%.

Finally, the spectrum in Erec can be obtained from the convolution of the
spectrum in Evis and the energy resolution:

S(Erec) =

∫ ∞

Eth

dEvis S(Evis) ·G(Erec;Evis, σE), (4.18)

where G(Erec;Evis, σE) is the Gaussian distribution evaluated in Erec, centered in
Evis, and with width given by Eq. (4.17). The convolution is evaluated over the
range of visible energy, with the lower threshold of about 1MeV.

4.3 Calibration sources
For the energy calibration of the JUNO experiment, we plan to use several ra-
dioactive γ and neutron sources spanning the energy range from 0.662MeV to
6.13MeV; a complete list is given in Table 4.1. To cover the high energy part of
the spectrum for the reactor antineutrino analysis, we plan to use the continuous
β-decay spectrum of the cosmogenic 12B, which is characterized by a Q-value of
13.4MeV; this calibration source is not considered in this work, and more infor-
mation can be found in [42]. Furthermore, the use of sources at lower energies
for the solar neutrinos analysis is under investigation, but is beyond the scope of
this work so they will not be covered here. The hardware that will be used to
deploy the sources inside JUNO was already described in section 2.1.5.

Table 4.1. List of the calibration sources to be used in the calibration campaign by the
JUNO experiment [42].

Source Source type Energy
137Cs γ 0.662MeV
54Mn γ 0.835MeV
60Co γ 1.173MeV + 1.333MeV
40K γ 1.461MeV
68Ge e+ 0.511MeV + 0.511MeV (from e+ annihilation)
241Am-9Be n, γ n + 4.43MeV (12C*)
241Am-13C n, γ n + 6.13MeV (16O*)
(n,γ)p γ 2.2MeV

(n,γ)12C γ 4.94MeV or 3.68MeV + 1.26MeV

Gamma sources

Figures 4.7, 4.8 and 4.9 show the decay schemes of JUNO γ sources.
As shown in Fig. 4.7a, 137Cs undergoes β decay to 137Ba* with a branching

ratio of 94.36%; then, 137Ba* decays to the ground state emitting a γ of 0.662MeV
with a branching ratio of 85%. The isotope 54Mn decays through electron capture
to 54Cr*, which then decays to the ground state with the emission of a γ of
0.835MeV, as shown in Fig. 4.7b.
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The decay scheme of 60Co is a bit more complicated and is shown in Fig. 4.8a.
60Co decays 99.88% of the time through β− emission to the third excited state
of 60Ni, at 2.506MeV above the ground state. Almost all the time, the excited
state decays to the ground state with the emission of two γ rays, with energies of
1.173MeV and 1.333MeV. These two γ rays will be observed as a single event,
nonetheless they will be quenched individually and differently, and this must be
taken into account in the evaluation of the physics non-linearity.

As shown in Fig. 4.8b, most of the time 40K undergoes β decay to the ground
state of 40Ca, without emitting any γ ray. The relevant γ ray of 1.461MeV is
produced from the decay of 40Ar* to its ground state after the decay of 40K
through electron capture; this process has a branching ratio only of 10.55%.

Finally, 68Ge always decays to the ground state of 68Ga through electron cap-
ture, which is itself an unstable isotope. 68Ga has several decay modes to the
excited states and the ground state of 68Zn. The decay mode we are interested
in is the decay to the ground state with the emission of a positron, which anni-
hilates producing two 0.511MeV γ rays; this decay mode has a branching ratio
of 87.68%. In Fig. 4.9, only the decay scheme of 68Ga is shown.

(a) Decay scheme of 137Cs. (b) Decay scheme of 54Mn.

Figure 4.7. Decay schemes of JUNO radioactive sources: (a) 137Cs and (b) 54Mn [100].

Neutron sources

In JUNO, we plan to use two neutron sources: 241Am-9Be and 241Am-13C. In
both sources, 241Am decays to 237Np with the emission of low-energy X-rays and
an α particle, which is subsequently captured by 9Be or 13C, respectively. In the
final state after the α capture, we are left with a neutron and an atom of 12C or
16O, respectively, either in the ground state or in an excited state. In the latter
case, 12C* decays to the ground state with the emission of a γ ray of 4.43MeV,
while 16O* decays emitting a γ ray of 6.13MeV.
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(a) Decay scheme of 60Co.

(b) Decay scheme of 40K.

Figure 4.8. Decay schemes of JUNO radioactive sources: (a) 60Co and (b) 40K [100].
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Figure 4.9. Decay scheme of the 68Ge radioactive source. Only the decay scheme of
68Ga is shown [100], since 68Ge decays to the ground state of 68Ga through
electron capture, so without the emission of electrons or gammas.
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The neutrons produced by these two sources undergo neutron capture by
hydrogen atoms in the liquid scintillator, with the emission of a γ ray of 2.22MeV.
1% of the time, neutrons are captured by 12C atoms, followed by the emission of a
4.94MeV γ or two γ rays with energy of 3.68MeV and 1.26MeV, with branching
ratios of 67.5% and 32.1%, respectively.

Effect of the source assembly on the energy spectrum

Before deployment in JUNO liquid scintillator, all sources will be enclosed in a
source assembly which was described in section 2.1.5 and shown in Fig. 2.6b.
In the case of absence of the source assembly, we expect to observe a peak in
the distribution of the detected PE, which corresponds to the monochromatic γ
energy and whose width is determined by the energy resolution of the detector;
as an example, the peak from 54Mn is shown in blue in Fig. 4.10a. The presence
of a mechanical structure used to deploy the source might introduce a bias in the
position of the peak due to two effects: the energy loss and shadowing effects.

The energy loss effect refers to the fact that the γ might undergo Compton
scattering inside the cylindrical stainless steel shell enclosing the source with
the scattered electron not reaching the liquid scintillator, thus only a fraction
of the initial γ energy is deposited in the liquid scintillator, hence biasing the
peak position towards lower energies and producing a shoulder at the left of the
peak, clearly visible in Fig. 4.10a. The shadowing effect refers to the fact that
the optical photons produced in the liquid scintillator might be absorbed by the
assembly structure, despite the high reflectivity of the material; similarly to the
case of the energy loss effect, shadowing results in a bias in the position of the
γ peak. An example of the energy spectrum with the source simulated inside
of the assembly is shown in red in Fig. 4.10a for 54Mn; by comparing the two
spectra, both the shift of the peak and the shoulder are clearly visible. We try
to parametrize both the peak and the shoulder to estimate the impact of these
effects.

The peak, which should be monochromatic but smeared by the energy reso-
lution, is fitted with a Gaussian, with the width given by the energy resolution.
There are several functions that can be used to fit the shoulder at low ener-
gies [101]; a complete study can be found in [102], here we present the main
results. The best function, in terms of χ2, which can parametrize the shoulder
is a step function convoluted with the energy resolution, i.e., the complementary
error function. In the end, we determine the position of the peak by modelling
the source spectrum with the following distribution:

f(x) = C · exp−(x− µ)2

2σ2
+ P1 ·

(
0.5 · erfc x− µ√

2σ

)
(4.19)

where C and P1 are two normalization constants, µ and σ are the central value
and the width of the Gaussian peak. An example is shown in Fig. 4.10b for the
54Mn source, where the best fit curve is shown in red; residuals are also shown in
the bottom panel.
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(a) 54Mn spectrum. (b) Fit of the 54Mn spectrum.

Figure 4.10. (a) Energy spectrum of the 54Mn gamma source without (blue) and with
(red) the source assembly. The shift to the left in the position of the
peak due to the presence of the enclosure is clearly visible. The spectrum
obtained with the source assembly also displays the shoulder at the left
of the peak due to the energy loss and shadowing effects. (b) Fit of the
54Mn spectrum using Eq. (4.19). Residuals are also shown in the bottom
panel. Plots by R. M. Guizzetti [102].

4.4 Geant4-based model of the light emission
In this section, we investigate a new method to build a model of the emission of
scintillation light. The aim of the study is to have a model with only one free
parameter, the Birks’ constant kB, and use the model to fit calibration data and
obtain the value of kB for JUNO liquid scintillator. The best-fit value can then be
used for MC tuning as an input for JUNO MC simulation software. In particular,
we are interested in the model for positrons, since they constitute the signal of
the reactor antineutrino analysis.

Existing approaches [88–90] base the description of the light emission from
positrons on the light emission from gammas, which itself is based on the light
emission from electrons, as seen in section 4.2.2. However, these approaches fail to
properly account for all secondary particles produced in the medium, for example,
the contribution of gammas from Bremsstrahlung by electrons and positrons is not
included, so there is missing energy in the model. Furthermore, the description
of the light emissions of e−, γ, and e+ are highly interrelated, e.g., high energy
gammas might undergo pair production thus producing a positron, which then
annihilates producing gammas. A semi-analytical model as the one proposed in
section 4.2.2 and based on the definitions of the visible energy for e−, γ, and e+

in Eq. (4.11), (4.13), and (4.15), is thus complicated and incomplete.
In contrast, the method we present in this work treats e−, γ, and e+ in the

same way, applying exactly the same procedure to evaluate the visible energy.
This approach exploits a stand-alone Geant4 [91–93] MC simulation framework,
so that all relevant processes in radiation-matter interaction are accounted for,
and secondary particles are properly treated.

The model is based on the fact that radiation-matter interactions in Geant4
are divided in steps, and it is possible to track the primary particle and all sec-
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ondary particles until all their energy is deposited in the medium. Furthermore,
at each step it is possible to get several quantities, e.g., the length of the step and
the amount of energy deposited in that step. A schematic example is shown in
Fig. 4.11, where the primary particle is the γ on the bottom left, which doesn’t
ionize the medium. After a step, Geant4 evaluates the probability of a Compton
scattering happening and samples the energies of the final-state γ’ and electron.
The ionization process of the electron is implemented in steps, only three are
shown in the figure; one step is highlighted in green. For each step, the relevant
quantities that are needed in this work are the step length, dx, and the amount
of energy lost through ionization in the step, dE.

Figure 4.11. Working principle of a Geant-4 simulation. γ is an incoming gamma ray,
interacting via Compton scattering, thus we are left with a new gamma
ray with lower energy, γ’, and an electron, which loses energy through
ionization. The ionization process is implemented in steps, each charac-
terized by a different step length, dx, and energy loss, dE. As an example,
three steps are shown, and one is highlighted in green.

We start by describing the model for γ and its tuning based on mock calibra-
tion data, section 4.4.1, then we test the model on e−, section 4.4.2, and finally
we apply the model on e+, section 4.4.3.

4.4.1 Tuning the model on γ calibration sources

In this section, we start building the model for gammas, since JUNO will use γ
calibration sources to anchor the energy scale and study the detector response.
To simplify the model, we consider single γ peaks even when multiple gammas
are emitted simultaneously, e.g., for 60Co and for the neutron capture on car-
bon atoms. Hence, we simulated one million γ events for each of the following
energies: 0.511MeV, 0.662MeV, 0.835MeV, 1.173MeV, 1.26MeV, 1.333MeV,
1.461MeV, 2.22MeV, 3.68MeV, 4.43MeV, 4.94MeV, and 6.13MeV. Each event
was simulated inside a box of liquid scintillator with a side length of 10m, in this
way the event is fully contained inside the box without energy leakage. The liquid
scintillator mixture used in the simulation is the same as the one implemented in
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JUNO simulation framework; it is summarized in Table B.1. Other properties of
the liquid scintillator are listed in Table B.2.

As already anticipated, we are interested in dE, the energy lost through ion-
ization in one step of the simulation by a charged particle. We then get the length
of the step, dx, which is given in units of cm, and multiply it by the density of the
liquid scintillator, ρ = 0.859 g/cm3 [30], to get a mass per unit area in g/cm2, as
required by the notation introduced at the beginning of the chapter in section 4.1.
Then, we evaluate the mass stopping power dE/dx in units of MeV cm2/g for the
given step. The procedure is performed for each step of each secondary charged
particle produced in the simulation; in case of a primary electron or positron, the
same procedure is done also on the ionization steps of the primary electron or
positron. Finally, we fill a histogram with the value of dE/dx, and each entry is
weighted by the corresponding value of the deposited energy dE, as depicted in
the simplified scheme of Fig. 4.12a.

In Fig. 4.12a, the green box corresponds to a single entry of the histogram,
in particular, to the i-th entry of the j-th dE/dx bin; as an example, the green
box corresponds to the entry of the step highlighted in green in Fig. 4.11. By
summing over i, we get the deposited energy in each single bin, which corresponds
to the red box in Fig. 4.12a:

dEj =

Nj∑
i

dEij, (4.20)

where Nj is the number of entries in the j-th bin. By summing over all bins, we
get the total deposited energy:

Edep =

Nbins∑
j

dEj =

Nbins∑
j

Nj∑
i

dEij, (4.21)

where Nbins is the total number of bins in the histogram. We have checked that
the deposited energy evaluated from the dE/dx histogram is within 0.3% from
the expected value, i.e., the initial γ energy, for all energies. An example of a
dE/dx histogram for Eγ = 6.13MeV is shown in Fig. 4.12b. Each histogram
is divided into 60 000 bins, from 0 to 600MeV cm2/g, so with a bin width of
0.01MeV cm2/g.

Then, we can apply Birks’ law, which is applied outside of the simulation
framework so that the Birks’ constant can be changed and is not a hard-coded
quantity. The underlying idea of the model is that all entries in each dE/dx bin
are quenched by the same factor, which depends on dE/dx and the value of the
Birks’ constant, as in Eq. (4.7). In the end, we can directly apply the respective
factor to the content of each bin, and evaluate the visible energy:

Evis =

Nbins∑
j

dEj

1 + kB (dE/dx)j
, (4.22)

where we sum over all bins and dEj is the quantity defined in Eq. (4.20). Finally,
for each initial γ energy, the quenching factor describing the scintillation non-
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(a) Simplified scheme of the dE/dx
distribution.

(b) dE/dx distribution for Eγ = 6.13MeV.

Figure 4.12. (a) Simplified scheme of the dE/dx distribution, with a single entry and
one bin highlighted in green and red, respectively. (b) Example of the
dE/dx distribution for Eγ = 6.13MeV, obtained by simulating 106 gam-
mas. The two sharp peaks in the distribution are most likely related to
the production cut set in the Monte Carlo software.

linearity is defined as:

fq =
Evis

Edep
, (4.23)

where Equenched and Edep are taken from Eq. (4.22) and (4.21), respectively. The
quenching factor defined above corresponds to the one that was defined for gam-
mas in Eq. (4.14), and the same definition holds for electrons, Eq. (4.12), and
positrons, Eq. (4.16).

Since kB is a free parameter in Eq. (4.22), it is possible to evaluate the γ
quenching factor for different values of the Birks’ constant; the γ quenching
factor can be collected into a lookup table, like the one shown in Fig. 4.13
for a few representative values of kB, ranging from 1.5 · 10−3 g/(cm2 MeV) to
2.15 ·10−2 g/(cm2 MeV) in steps of 1.0 g/(cm2 MeV). As expected, the higher the
value of kB, the more quenched the γ energy.

As already mentioned, this model can be used to fit the calibration data
in order to get the value of the Birks’ constant which better describes the real
liquid scintillator quenching, and use this value as an input of the MC simulation
software. A simple χ2 fit is used:

χ2 =
∑
γ

(
Mγ(kB)−Dγ

σγ

)2

, (4.24)

where Mγ is the energy of the γ calibration peak predicted by the model presented
in this work, Mγ(kB) = fγ

q (kB)E
γ, while Dγ and σγ come from the calibration

data, and kB is the only free parameter. The sum runs over the γ peaks listed at
the beginning of this section.

Since the JUNO experiment is still under construction and there are no real
data available, we can perform a closure test by producing mock data with the
same stand-alone G4 simulation framework and fitting the model to the mock
data, while keeping in mind that the ultimate goal is the tuning of JUNO Monte
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Figure 4.13. Lookup table for the γ quenching factor, evaluated with the G4-based
model. It is possible to evaluate the quenching factor affecting each γ
calibration source for different values of the Birks’ constant kB.

Carlo simulation framework through γ calibration sources. Mock data are ob-
tained with a hard-coded value of kB = 6.5 · 10−3 g/(cm2 MeV), and we take the
mean and the standard deviation of the mean of the quenched energy distribution
as Dγ and σγ. The result of the fit is shown in Fig. 4.14, with the mock data as
black squared, and the best fit values from the G4-based model as red circles. The
best fit value of the Birks’ constant is kB = (6.4329±0.0003) ·10−3 g/(cm2 MeV),
less than 1% from the real input value, and the residuals are well within 0.1%,
as shown in the bottom panel of Fig. 4.14. This model has slightly better per-
formances with respect to the approach presented in [90], which shows similar
residuals but finds a best fit value for the Birks’ constant more than 11% from
the true input value.

4.4.2 Testing the model on electrons

Before going to positrons, we test the G4-based model for the scintillation non-
linearity on electrons. We repeat the steps presented in section 4.4.1 up to
the evaluation of the electron quenching factor, Eq. (4.23), for a selected list
of representative electron kinetic energies: from 0.1MeV to 1MeV in steps of
0.1MeV, and from 1MeV to 10MeV in steps of 1MeV. The lookup table for
the e− quenching factor is shown in Fig. 4.15a for a few representative values of
kB, ranging from 1.5 · 10−3 g/(cm2 MeV) to 2.15 · 10−2 g/(cm2 MeV) in steps of
1.0 · 10−3 g/(cm2 MeV). The lookup table for electrons might also become useful
when considering the continuous β spectrum of the cosmogenic 12B that will be
used to calibrate the energy response up to 12MeV.

We can now compare the model to mock data. Mock data are obtained by sim-
ulating 106 electrons for each of the energy listed above; the Geant4 stand-alone
simulation framework with the Birks’ constant set to kB = 6.5 ·10−3 g/(cm2 MeV)
is used. As it was done for gammas, we take the mean of the quenched energy
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Figure 4.14. Fit of the model to the single peaks of the γ calibration sources. The mock
data are shown as black squares, while the best fit points as red circles.
The bottom panel shows the relative difference of the best fit points with
respect to the mock data.

distribution as the estimate of the peak position from the mock data; these values
are shown as black squares in Fig. 4.15b. The model prediction is evaluated for
kB = 6.43 ·10−3 g/(cm2 MeV), the best-fit value of the Birks’ constant, so that we
can test how much the model calibrated on the γ sources in the previous section
is able to describe the light emission of electrons. The predicted values are shown
as red circles in Fig. 4.15b. In the bottom panel, the relative difference of the
model prediction with respect to the mock data is shown. With the exception of
the first point at 0.1MeV at almost 0.2%, the relative difference is well within
0.1% up to 10MeV, thus the model calibrated on gammas is able to describe the
e− non-linearity with good accuracy.

(a) Lookup table for e− fq. (b) Model-data comparison for e−.

Figure 4.15. (a) Lookup table for the e− quenching factor. (b) Comparison of the
prediction from the G4-based model (red circles) to mock data (black
squares) for e−. The bottom panel shows the relative difference of the
model prediction with respect to the mock data.
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4.4.3 Applying the model to positrons

Finally, we apply the model to positrons, since they constitute the signal in the
reactor electron antineutrino analysis. We follow the same procedure for e+ as
explained in section 4.4.2 for e−. We consider the following positron kinetic
energies: from 0.0MeV to 1MeV in steps of 0.1MeV, and from 1MeV to 10MeV
in steps of 1MeV; we consider also a null kinetic energy since the positron can
be produced at rest if the νe energy is at the threshold of the IBD interaction.

Figure 4.16a shows the lookup table for the positron quenching factor, for
different values of the Birks’ constant, ranging from 1.5 · 10−3 g/(cm2 MeV) to
2.15 · 10−2 g/(cm2 MeV) in steps of 1.0 · 10−3 g/(cm2 MeV).

Similarly to what was done for electrons, Fig. 4.16b shows the comparison
between the mock data and the model prediction for positrons. Mock data are
obtained by simulating 106 positrons for each of the energy listed above; the
Geant4 stand-alone simulation framework with the Birks’ constant set to kB =
6.5 · 10−3 g/(cm2 MeV) is used. The mean of the quenched energy distribution
is taken as the estimate of the peak position from the mock data; these values
are shown as black squares in Fig. 4.16b. The predicted values, shown as red
circles in Fig. 4.16b, are evaluated for kB = 6.43 · 10−3 g/(cm2 MeV), the best-fit
value of the Birks’ constant. In the bottom panel, the relative difference of the
model prediction with respect to the mock data is shown. The relative difference
is well within 0.1% over the whole range of positron kinetic energy, showing that
the model calibrated on gammas gives an accurate description of the positron
non-linearity.

(a) Lookup table for e+ fq. (b) Model-data comparison for e+.

Figure 4.16. (a) Lookup table for the e+ quenching factor. (b) Comparison of the
prediction from the G4-based model (red circles) to mock data (black
squares) for e+. The bottom panel shows the relative difference of the
model prediction with respect to the mock data.

4.4.4 Possible future work

The method presented so far only describes the non-linearity of the light emission
through the scintillation process. As presented in section 4.2.2, the Cherenkov
effect can introduced an additional non-linearity, so future studies could focus
in trying to incorporate this effect into the non-linearity model. Furthermore, it
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could be possible to include this model as one of the possible implementations
of the LSNL in a fitting framework, and it would be interesting to compare the
results obtained with different non-linearity methods.

In addition, it might also be interesting to study the effect of the production
cut in the Geant4 simulations on the model, as already investigated by the Daya
Bay experiment [88]. In the following section, we present a preliminary study on
this topic.

MC production cut as an additional free parameter

The output of a G4-based simulation depends on the production cut, which sets a
cut in the production of secondary particles for those processes with divergences
at low energies, i.e., ionization and Bremsstrahlung; the production cut is needed
because of the limited computational time and resources that would be otherwise
required. The production cut is given as a threshold length, lcut, which is then
converted into an energy threshold depending on the material and the particle;
values for JUNO liquid scintillator can be found in Table B.3. At one step, if
the particle has not enough energy to produce secondary particles that will travel
at least the set threshold length, the energy loss in discrete steps is stopped, no
more secondaries are produced, and the particle is tracked down to zero energy
considering a continuous energy loss. Thus, the number of secondary particles and
their energy distribution, and hence the distribution of dE/dx, depends on the
value of the production cut, which represents another input of the MC simulation
framework and could be highly correlated with the Birks’ constant kB.

We include the production cut as a free parameter in our model by simulating
particles and getting the dE/dx distributions for different values of the produc-
tion cut: 1000 µm, 100 µm, 10 µm, and 1 µm. In the default JUNO simulation
framework, the default values are 1000 µm for γ and 100 µm for e− and e+, while
in our simulation we set the same cut for all particles. Since we simulate only
four values of the production cut, a linear 1D interpolation is performed to get
intermediate values.

We define a new χ2 formula:

χ2 =
∑
γ

(
Mγ(kB, lcut)−Dγ

σγ

)2

, (4.25)

where Mγ is now the prediction from the model with two parameters: kB and the
production cut, lcut, which are left free in the fit. The mock data considered in
this study are obtained with the Geant4 stand-alone simulation framework with
kB = 6.5 · 10−3 g/(cm2 MeV) and lcut = 100 µm.

As expected, the two parameters are highly correlated, with a linear correla-
tion coefficient of 0.87; the 2D contour plots at 68%, 90%, and 99% are shown
in Fig. 4.17. The best fit values are kB = (6.4026 ± 0.0007) · 10−3 g/(cm2 MeV)
and a production cut of lcut = (97.61± 0.04) µm, which are actually a few sigmas
far from the MC real input values. The origin of the discrepancy is still under
investigation.
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Figure 4.17. Contour plot of kB and the production cut. The two parameters are
highly correlated, with a linear correlation coefficient of 0.87. The best
fit values are: kB = (6.4026 ± 0.0007) · 10−3 g/(cm2MeV) and lcut =
(97.61± 0.04) µm; these values are several sigmas far from the real input
values of 6.5 · 10−3 g/(cm2MeV) and 100 µm.

4.5 Results and discussion
In this chapter, a novel method based on a simple output of Geant4 simulations
was presented to model the scintillation non-linearity with just one free parame-
ter, the Birks’ constant kB. The model was built starting from the γ non-linearity,
and was then tuned using mock calibration data to obtain the value of the Birks’
constant, kB = (6.4329 ± 0.0003) g/(cm2 MeV), which was found to be within
1% from the input value, showing better performance with respect to previous
approaches [90].

The model was then applied to the e− and e+ non-linearity, so that all particles
are treated with the same approach. Figure 4.18 shows the non-linearity curves of
e− (blue), γ (orange), and e+ (green) with kB = (6.4329 ± 0.0003) g/(cm2 MeV)
as a function of the particle kinetic energy (4.18a) and the total deposited energy
(4.18b). For electrons and gammas, the deposited energy is equal to the kinetic
energy of the particle, while for positrons the deposited energy also includes the
two 0.511MeV gammas from the positron annihilation, as in Eq. (4.4). For all
particles, the comparison between the model prediction and the mock data shows
a relative difference within 0.1%, providing a good consistency check of the model.
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(a) Non-linearity curves versus kinetic energy.

(b) Non-linearity curves versus deposited energy.

Figure 4.18. Non-linearity curves for e− (blue), γ (orange), and e+ (green) as a func-
tion of (a) the particle kinetic energy and (b) the total deposited energy,
obtained with the value of the Birks’ constant from the fit on the γ cali-
bration sources, kB = 6.43 · 10−3 g/(cm2MeV).



Chapter 5

Mass testing of JUNO 20-inch
PMT readout electronics

The scintillation and Cherenkov light produced by the interaction of an elec-
tron antineutrino in the liquid scintillator is detected by the 20-inch and 3-inch
PMT system described in section 2.1.4. The 20-inch PMT output current is sam-
pled and processed by the JUNO 20-inch PMT underwater readout electronic
system [103–105] Spotting hardware failures and evaluating the performance of
the underwater readout electronics before the actual installation is of paramount
importance, because it will be impossible to repair or to change an electronics
module after its deployment. Furthermore, the required loss rate of the electronics
channels is less than 0.5% in 6 years [31]. In addition, a thorough characteriza-
tion of the readout electronics is essential in the evaluation of JUNO observable:
the reconstructed energy, Erec. In fact, a possible non-linearity of the electronics
channels, which is referred to as instrumental non-linearity in contrast to the in-
trinsic non-linearity of the liquid scintillator light emission process, could distort
the spectrum and spoil the neutrino mass ordering determination. Furthermore,
it is also important to check the stability of the electronics over time, since any
change in the performance could affect the reconstruction and introduce a bias
in Erec, thus affecting JUNO physics analyses.

To this end, we designed and developed a dedicated test protocol [106–108]
used during the mass production, at a dedicated facility in Kunshan, China. The
protocol could also be used during the installation procedure to check if anything
went wrong during the installation and to verify that the electronics performance
didn’t change.

The rest of the chapter is organized as follows: in section 5.1 we describe the
JUNO 20-inch PMT readout electronics; in section 5.2 we discuss the mass pro-
duction and the mass testing setup at the dedicated facility in Kunshan, China;
in section 5.3 a detailed description of the developed test protocol is presented;
conclusions are drawn in section 5.4.

99
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5.1 JUNO 20-inch PMT readout electronics

High
Voltage

Unit 

High
Voltage

Unit 

High
Voltage

Unit 

Custom HV  
(0 - 3 kV) / 300µA Global Control Unit (GCU)

FPGA

Under Water Box (UWBox) Custom ADC  
14 bit, 1 Gsps

1.5 - 3.5 m cables
(signal and HV)

2 GB RAM for SN bursts

Gbit
Enterpise

Switch
DAQ

LV
Up to 100 m

CAT6 + low Z
power cables

Dry electronicsWet electronics

Back End
Card

Trigger
Electronics

CLK

DDR3

Sync
link

Async
link

Up to 100 m 
CAT5 cables

ADC

ADCFront
End
Chip

HG

LG

ADC

ADCFront
End
Chip

HG

LG

ADC

ADCFront
End
Chip

High gain (HG)

Low gain (LG)

Figure 5.1. JUNO 20-inch PMT readout electronics schematic [109]. A description of
the different parts is given in the text.

A schematic of the JUNO 20-inch PMT electronics is given in Fig. 5.1. Only
details relevant for the test protocol are provided here, while more detailed de-
scriptions can be found in [109–111];

Three 20-inch PMTs are connected through 50Ω, coaxial cables to the front-
end (FE), or wet, electronics [110], which is located very close to the PMT output,
and hosted inside a stainless steel, water-tight box: the Under Water Box (UW-
Box). In total, the JUNO detector is instrumented with 6681 UWBoxes, 5878
for the central detector and 803 for the Cherenkov water pool, as part of the
JUNO veto system. Each UWBox contains three High Voltage Units (HVUs),
which are programmable modules providing the bias voltage to the PMT voltage
divider, and a motherboard incorporating the front-end and readout electronics
components: the Global Control Unit (GCU).

Each GCU implements three readout channels, one for each connected 20-inch
PMT. The PMT analog signal reaching the GCU is processed by a custom Front-
End Chip (FEC), which duplicates the input signal and injects it in two parallel
streams with different gains, referred to as high-gain stream and low-gain stream
(see Fig. 5.1). The signal from each stream is converted to a digital waveform by
a 14-bit, 1 GS/s, custom flash Analog-to-Digital Converter (ADC). The usage of
two flash ADCs per readout channel has been driven by the design requirement
of providing a wide dynamic range in terms of reconstructed photo-electrons
(PE) [109]. The digital signal is further processed by a Xilinx Kintex-7 FPGA
(XC7K325T), which has the task of generating trigger primitives, reconstructing
the charge, timestamp tagging, and temporarily storing the signal before sending
it to the data acquisition (DAQ).

The electronics inside the UWBox has two independent connections to the
dry electronics: a synchronous link (S-link) for the connection to the back-end
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(BE) electronics, which provides the clock and synchronization to the boards
and handles the trigger primitives; and an asynchronous link (A-link) which is
fully dedicated to the DAQ and slow-control, or Detector Control System (DCS).
A modified dedicated version of the 1588 protocol [112] is used to keep all the
boards synchronized and correct time delays due to the cable length difference.
Through the A-link, the IPBus Core protocol [113] is used for data transfer [111],
slow control monitoring, and electronics configurations. These connections are
realized using commercially available CAT-5 and CAT-6 Ethernet cables for the
A-link and S-link, respectively; the length of the cables ranges between 30m
and 100m. An additional, low-resistance, power cable will bring power to the
electronics inside the UWBox.

The three channels of each GCU are independent up to the FPGA. This
means that any misbehavior happening before the FPGA will not impact the
neighboring channels, while a misbehavior of the FPGA or of the connections to
the dry electronics will result in the loss of three channels.

For the purpose of the electronics mass testing described here, GCUs were
operated in a self-trigger mode, where all channels trigger in parallel and where all
readout boards send their locally triggered waveforms to the DAQ, independently
of each other, whenever a signal exceeds a given threshold. In this configuration,
the BE trigger electronics and the S-link were only used to provide the UWBox
with the clock needed to operate properly.

5.1.1 Internal test pulse generator

Each GCU is equipped with three independent test pulse generator circuits, one
per channel; a schematic of the circuit is presented in Fig. 5.2. The main compo-
nents of the circuit are a 16-bit digital-to-analog converter (DAC), a switch, and
a RC circuit acting as a differentiator, or high-pass filter, with C1 = 390 pF and
R2 = 24.9Ω, with a 5% and 1% tolerances, respectively; the values of C1 and R2

were chosen to produce a signal mimicking a PMT signal.
The amplitude of the generated pulse can be adjusted via the IPbus proto-

col [113] by changing the input digital amplitude of the DAC (ADAC), which uses
a reference voltage of 5V to convert the digital value to a voltage value. The
pulse is generated by closing the switch and connecting the node between the
DAC and the differentiator to ground, generating a step voltage, as shown in
Fig. 5.2. The step function goes through a differentiator, or high-pass filter, gen-
erating a PMT-like pulse which is injected directly into the FEC of the channel.
The switch is also controlled via the IPbus protocol: to generate one pulse, we
need to close and then open again the switch, hence two IPbus commands are
needed; in this way it is possible to control the frequency at which the switch is
closed/opened and the test pulses are generated.

The injected input charge, which is the area of each generated pulse, corre-
sponds to the charge accumulated by the capacitor C1 under a potential difference
equal to the DAC output, evaluated as follows:

Qin = ADAC · 5V
216

· C1, (5.1)
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Figure 5.2. Schematic of the internal test pulse generator. Each channel is equipped
with one internal generator circuit, which is connected directly to the Front-
End Chip (FEC). The main components of the circuit are a 16-bit digital-
to-analog converter (DAC), a switch, and a RC circuit with C1 = 390 pF
and R2 = 24.9Ω. The connection from the PMT to the FEC is also shown;
arrows are used to indicate the direction of the signals.

where Qin is in unit of pC if C1 and ADAC are in units of pF and DAC counts,
respectively. The value 5V/216 ≃ 76 µV/DAC counts is the conversion factor
from DAC counts to a tension in volts.

5.2 Mass production and testing at the Kunshan
site

A facility in Kunshan (昆山), China, was devoted to the mass production and
testing of the 20-inch PMT readout electronics, composed of a total of 6950
boards.

5.2.1 Production process

During mass production, the first step was the welding of the stainless steel
bellows to the UWBoxes, followed by a leakage test. Following this, the cables
for the S-link, A-link, and the power line were threaded through the bellows.
The GCU board and the three HV units were then assembled inside the UWBox
and soldered to the cables. The electronics in each box was then tested for at
least five days. If it passed the tests, the box was finally laser welded, and -
following a further leakage test - was put into store before being sent to the
JUNO experimental site. A picture of an assembled UWBox before laser welding
is shown in Fig. 5.3a.

Before the beginning of the mass production, tests were performed on a small
number of boxes to assess the possible damage and risks from the laser weld-
ing procedure; it was found that no damage is expected from this procedure.
Nonetheless, a shorter version of the tests was performed on each board after the
laser welding.
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(a) Assembled UWBox before laser welding.

(b) Shelf with UWBoxes in the testing room in Kunshan.

Figure 5.3. (a) Picture of an assembled Underwater Box before laser welding. The
three HVUs are clearly visible, one near each of the connectors at which
the 20-inch PMTs will be connected. The GCU board is located on the
bottom. (b) A shelf full of UWBoxes in the testing room at the Kunshan
facility. In the front of the picture, a rack with power supplies, switches,
and back-end and trigger electronics is also visible.
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5.2.2 Testing of the GCUs

During the test, the assembled UWBoxes and the bellows were located on shelves
in a dedicated testing room, as shown in Fig. 5.3b; in the front of the picture,
a rack with power supplies, switches for the network connection, and the trigger
electronics is also visible. The room had space to locate a maximum number of
344 GCUs on nine shelves. All the tests described in Section 5.3 were performed
in parallel on all the GCUs available in the testing room.

The test procedure was automatized in order to minimize human errors during
the shifts. Shifts were organized exploiting time zone differences between China,
where the boxes were located, and Europe, so that the European part of the col-
laboration could take part in the mass testing remotely, since it was not possible
to travel to China due to COVID-19 restrictions. During daytime in China, local
shifters were in charge of assembling between 40 and 60 new UWBoxes per day
and replacing them in the testing room. At the end of the Chinese working day,
an European shifter took over to perform the tests; in this way it was possible
to have shifts covering all 24 hours each day. Data analysis on the acquired data
from the tests was performed on the following day, in order to provide a fast feed-
back on the tested boards. The mass testing of all 6950 GCUs lasted for about
10 months from October 2021 to July 2022. Figure 5.4 shows the cumulative
number of tested boards as a function of time.
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Figure 5.4. Cumulative number of tested GCUs as a function of time. The production
and testing campaign started in October 2021 and ended in July 2022. A
total of 6900 boards were tested. Two breaks in the production, the first
due to Chinese New Year Holidays and the second due to a COVID-19
outbreak, are clearly visible.
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5.2.3 Network and connection details at the Kunshan site

Figure 5.5 shows a scheme of the connections in the testing room at the Kunshan
site. In the testing room, GCUs were connected to the BECs in batches of 40
in order to provide the clock to the tested boards through the synchronous link.
A total of 9 BECs were needed; the BECs were then connected to the trigger
electronics. For the asynchronous link, 40 GCUs were connected to a level 1
(L1) switch through a 1Gb link, for a total of nine L1 switches; L1 switches
were then connected to a level 2 (L2) switch through a 4x10Gb link; the L2
switch was finally connected to the DAQ server via a 4x100Gb link. The DAQ
server consisted of a Dell PowerEdge C6400, with a total of 24 cores and 48
threads, a 2.7GHz processor and 192GB RAM. The ControlHub software was
installed on the server in order to access the electronics devices through the IPbus
protocol [113].

Figure 5.5. Schematic of the network connections at the Kunshan site. On the right
part, the connection to the trigger electronics via the synchronous link is
shown; on the left, the connection to the server through the asynchronous
link is shown. In the current configuration of the Kunshan site, it is possible
to test up to 344 GCUs in parallel.

A dedicated local network was used for the communication between the GCUs
and the server. Each GCU is identified by a 4-digit ID number, ranging from 0001
to 7700. The GCU ID number defines the MAC address associated to the Kintex
7 FPGA of the GCU, which in turn defines the univocal IP address which is used
to communicate with the electronics board. The IP address is 10.7.XX.XX/19,
where the last two blocks correspond to the GCU ID in hexadecimal notation.
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5.3 Test protocol for the 20-inch PMT readout
electronics

We designed and implemented the test protocol [106, 107] according to the fol-
lowing criteria:

• it had to be controlled remotely and to be run in parallel to the production
line;

• it had to be easy to operate, in order to have non-expert shifters being able
to join the testing campaign;

• it had to provide the shifter with a fast and visual feedback of the perfor-
mance of the tested components.

The test protocol was performed on each electronics card after all the compo-
nents had been fitted, as described in Section 5.2.1, and before the UWBox was
finally sealed. The protocol consisted of several steps:

(1) a connection test, to check that the board was reachable through the local
network;

(2) a linearity and (3) a stability tests investigating the properties of the digi-
tized waveforms to validate the performance and the reliability of the whole
readout chain;

(4) a DCS test to monitor the temperature and the status of the board.

Each test is presented in more detail in section 5.3.3.
The tests of step (2) were performed separately on the high-gain and on the

low-gain streams. Input signals were generated in both cases by the internal
test pulse generator, but either the high-gain stream, or the low-gain stream was
selected for the readout of the digitized waveform.

5.3.1 Properties of the digitized waveform

Figure 5.6 shows an example of a digitized waveform generated by the internal
test pulse generator described in Section 5.1.1, where the high-gain stream was
selected. During the tests, the length of the readout window, i.e., the portion
of the waveform which is sampled, is fixed to 304 samples which correspond to
304 ns, given the flash ADC sampling frequency of 1GS/s.

For each digitized waveform, baseline and noise are evaluated. The baseline,
B, is defined as the average of the first 85 samples; the noise, σbaseline, is defined
as the standard deviation computed on the same samples.

Another property which is monitored during the test is the waveform inte-
grated charge. The waveform integrated charge, Qout, corresponds to the shad-
owed region in Fig. 5.6 and it is evaluated offline as in the following equation:

Qout =
Ns∑
i

75 µV · (B −Ni) ·∆ts
R

, (5.2)



5.3. Test protocol for the 20-inch PMT readout electronics 107

0 50 100 150 200 250 300

time [ns]

0

2000

4000

6000

8000

10000

12000

14000

16000

A
D

C
co

u
nt

s

Integration window

Baseline and noise

Figure 5.6. Example of a digitized waveform from GCU 3133 channel 0, generated
with the internal test pulse generator, as described in Section 5.1.1, and
obtained by selecting the high-gain stream. The first 85 samples are used to
evaluate the values of the baseline and the noise. The limits of the charge
integration window are shown as dashed black lines.

where Ns is the number of samples in the integration window, Ni is the amplitude
in ADC counts of the i-th bin, B the baseline value as defined above, 75 µV is the
voltage corresponding to 1 ADC count, R = 50Ω is the input impedance, and
∆ts is the width of a single bin; in our case ∆ts = 1ns. The integration window,
shown in Fig. 5.6, starts 5 ns before the minimum, or peak, of the waveform, and
extends out to 50 ns after the minimum.

In Eq. (5.2), the conversion factor between ADC counts and voltage, equal to
75 µV/ADC count, is a characteristic of the flash ADCs, and it is the same for the
high-gain and low-gain streams. In this way, Eq. (5.2) does not take into account
the gain of the amplification step in the FEC, which in turn has to be determined
through the linearity test of the test protocol, as explained in Section 5.3.3.

5.3.2 Configuration of the GCUs

The following GCU parameters needed to be set through the slow control before
each test:

1. the length of the readout window;

2. the value of the pre-trigger;

3. the value of the trigger threshold;

4. the trigger mode.

For the mass production tests, we fixed the length of the readout window to
304 ns to optimize the total size of the acquired data. The pre-trigger is the time
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interval between the beginning of the readout window and the moment at which
the signal exceeds the threshold, i.e., the region that precedes the pulse.

There are two possibilities for the trigger threshold: the threshold is either
fixed to a given value in ADC counts, and is the same for all channels; or it is
evaluated for each channel in terms of σbaseline from the baseline. During the tests,
the trigger threshold was fixed to a common value for all channels. The trigger
modes were described in Section 5.1. During the tests, the trigger mode was
set to the locally-triggered configuration in which channels trigger independently
from each other with the BE trigger electronics not employed.

5.3.3 The test protocol

In this section, the four tests composing the test protocol for the 20-inch PMT
readout electronics are presented.

Connection test

The first step of the test protocol is the connection test, meant to check that all
the GCUs are properly connected to the local network and responding. A non-
responding board would imply either that the cables are not properly plugged in,
which is an easy issue to solve, or that the assembling procedure had not been
successful, thus requiring further investigation on the production side.

For this test, we used the default Linux ping command and sent 100 56-byte
packets in 1 s from the DAQ server to each GCU, so that it was possible to
test in a few seconds the connection to the local network of hundreds of boards.
The IP addresses were automatically recovered by the input GCU ID number,
as explained in section 5.2.3. The ping command directly calculates the mean
response time and its standard deviation, which were both stored, together with
the fraction of lost packets.

As a quick visual feedback for the shifter, the mean response time and its
standard deviation were recovered and plotted versus the GCU ID number; an
example with a batch of 160 GCUs is shown in Fig. 5.7. The mean response
time depends on the length of the asynchronous link cables and on the network
configuration.

Linearity test

The linearity test was meant to test the linear response of the two flash ADCs
serving each channel and evaluate the gain factors of the two data streams in the
FEC. The test was performed by generating PMT-like signals with the internal
test pulse circuit described in Section 5.1.1. Before this test, the channel linearity
was studied with external physics sources and by reading PMT signals on a small
set of boxes [109, 114].

For the test, values of the test pulse amplitude were chosen to cover a wide
range. For the high-gain stream, the range starts at 1PE up to about 160PE,
before the beginning of the saturation regime. For the low-gain stream, the
range starts at about 90PE up to the maximum possible value of the DAC,
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Figure 5.7. Connection test results for a batch of 160 GCUs [107]. The plot on the left
shows the mean response time and its standard deviation for each GCU;
the plot on the right shows the distribution of the response time of the
batch of GCUs. A step in the response time is visible around GCU 80,
pointing at differences in cable lengths and network configuration between
the first 80 GCUs and the other 80 boards of the batch. Large values of
the uncertainty are caused by large variation in the response time.

corresponding to about 1200PE. The two ranges overlap, allowing us to check
the cross range between the two streams. The frequency of pulse generation
and the acquisition time were set to provide more than 2000 waveforms for each
linearity point. Parameter settings, test pulse generation, and data acquisition
were completely automatized.

Raw data were then processed and saved in ROOT [115] files as TTree objects.
For each channel and each input DAC amplitude, the integrated output charge
was evaluated according to Eq. (5.2); the evaluated values were then collected into
a histogram and the mean value was taken as the output charge corresponding
to the given input DAC amplitude; the data for the two streams are shown in
Fig. 5.8a for one channel of a typical GCU. Finally, for each channel, a quadratic
fit was done for both data streams to extract the gain factor of the two FEC
streams, with the fit function defined as:

Qout = c2 ·Q2
in +G ·Qin + c0, (5.3)

where Qout and Qin are the output and input charge defined by Eq. (5.2) and (5.1),
respectively, G is the dimensionless gain of the FEC stream, c0 is the intercept,
and c2 is the coefficient of the quadratic term. A quadratic function was used
because the response is not perfectly linear, due to the integral non-linearity
(INL) which is characteristic of ADCs and DACs; we expect the quadratic term
to be subdominant with respect to the linear term. The gain G is expected to
be less than 1; the reason for this design choice is that the FEC input signal is
expected to reach amplitudes exceeding the typical flash ADC dynamic range,
hence the necessity to attenuate and not amplify the signal.
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(a) Quadratic fit of the data from the linearity test.
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(b) Corrected gain.

Figure 5.8. (a) Results from the linearity test for one channel of a typical GCU for
the high-gain (full circles) and low-gain (empty circles) streams. The input
charge is evaluated by using Eq. (5.1), while the output charge is evaluated
through Eq. (5.2). The fit is performed using the function in Eq. (5.3).
(b) Output charge corrected for the gain obtained from the quadratic fit:
the two streams now lie on the same line. Charges are also expressed in
number of PEs on the secondary axes, where 1PE = 1.6 pC.
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Figure 5.8a shows the results of the linearity test for one channel of a typi-
cal GCU for the high-gain stream (full circles) and the low-gain stream (empty
circles). A quadratic fit was done on both streams, yielding the following results:

• for the high-gain stream, in the range [1.6, 257] pC: c0 = (−0.01± 0.02) pC,
G = 0.5856± 0.0006, and c2 = (−4.5± 0.3) · 10−5 pC−1.

• for the low-gain stream, in the range [149, 1934] pC: c0 = (0.90± 0.08) pC,
G = 0.0850± 0.0002, and c2 = (−3.3± 0.9) · 10−6 pC−1.

Figure 5.8b shows the corrected charge, which is obtained by first evaluating the
output charge through Eq. (5.2) and then correcting with the gain obtained from
the quadratic fit; as it can be seen, the two data streams lie on the same line
after the gain correction. The bottom panel shows the residuals of the corrected
output charge with respect to a linear fit; the dispersion at low values of the input
charge could be explained as low SNR, while the non-linearity at high charge is
typical for an ADC. In the figure, input and output charges are expressed in
picocoulombs on the primary axes and in terms of number of photo-electrons
(PE) on the secondary axes, with 1PE = qe · GPMT = 1.6 pC, where qe is the
electron charge, and GPMT = 107 is the assumed nominal PMT gain of the 20-
inch PMTs in JUNO [31, 40].

During the analysis, we also checked the saturation amplitude of the high-
gain stream, while for the low-gain stream we could not reach saturation with
the internal test pulse generator. In the high-gain configuration, channels saturate
for an input signal of about 16500 DAC counts, corresponding to an input charge
of about 450 pC ≃ 280PE. Data points above the saturation threshold are not
used in the fit and are not shown in Fig. 5.8.

Stability test

The stability test consists in firing the internal test pulse generator with a fixed
amplitude over a time period lasting several hours, and to check that the waveform
properties listed below do not change. The input amplitude was set to 12000 DAC
counts for the high-gain stream and to 45000 DAC counts for the low-gain stream.
The frequency of the test pulses was set to 1Hz, while the data acquisition time
was determined by the available time during the shift.

The waveform monitored parameters are: baseline, noise, minimum value of
the waveform, and minimum position in the readout window. The baseline and
noise are obtained as described in Section 5.3.1. These quantities were obtained
by processing raw data and saved in ROOT files as TTree objects.

As an example, Figs. 5.9a and 5.9b show the results of the stability test for
the baseline value and the noise of a typical GCU, respectively. The values of
the baseline and the noise as a function of time are shown for the three channels
in three different panels; distributions of the values are shown as well. From
Fig. 5.9a, we can see that the baseline values for the three channels lie between
11600 and 11615 ADC counts, well within the acceptance range of [11000, 12000]
ADC counts. The accepted noise level is between 2 and 4.5 ADC counts, cor-
responding to about 0.03PE and 0.08PE respectively, and, as can be seen in
Fig. 5.9b, the evaluated values lie within these limits.
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(b) Results of the stability test for the noise.

Figure 5.9. Evolution of the (a) baseline and (b) noise over a 5-hour stability run for
the three channels of a typical GCU [107]. The plots in the left panel show
the baseline and noise evaluated on single waveforms as a function of time;
the plots in the right panel show the distribution of the baseline and noise
values. For all three channels, both the baseline value and the noise are
within the acceptance intervals.

Slow control monitoring

The slow control monitoring is meant to read several internal parameters and
sensors installed on the GCU and to monitor the overall status of the board. All
sensors were read through the IPbus protocol [113] in parallel to the DAQ and
over the same transport layer.

For each GCU, the following parameters were read during the slow control
monitoring: the temperature of the FPGA, the temperature and the high voltage
value of each HVU, and several FPGA internal reference voltages [116].

As an example, Fig. 5.10 shows a plot of the evolution of the FPGA temper-
ature for five GCUs. For all GCUs, the FPGA temperature is stable over time.
The difference in the absolute values is due to the different positions of the GCUs
on the racks in the testing room (see Section 5.2). The testing room was equipped
with an air conditioning system with a constant temperature of about 26 ◦C.

5.3.4 Storing the test results into a database

The information on the configuration and parameters used for the tests, together
with the results of the tests, are saved in a MySQL database which is available on
the local server at the Kunshan site. Storing this kind of information is important
to have an history of the performance of each GCU, and to compare the results
during mass production with the tests foreseen for the upcoming installation and
commissioning phases.

Figure 5.11 is obtained by accessing the local database and shows the value
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Figure 5.10. The figure shows the evolution of the FPGA temperature for 5 GCUs,
recorded from the slow control monitoring. The different temperature
values are due to the different positions of the GCUs in the testing room
in the dedicated facility at Kunshan.

of the noise from the stability test for several days and runs for GCU 3333; each
panel shows results for one of the three GCU channels. The runs shown in the
figure span a time period of more than 25 days, during which the noise is stable
and within the acceptance range.

Figures 5.12a and 5.12b show the distributions of the high-gain and the low-
gain values, respectively, obtained in the linearity test by using Eq. (5.3). The
distribution for the high-gain stream has a mean of 0.599 and a standard deviation
of 0.007, while the distribution for the low-gain stream has a mean of 0.0883 and
a standard deviation of 0.0013.

5.4 Results
A total of 6950 devices were tested in about ten months. Only eight GCUs were
discarded on the basis of the tests presented in this chapter and the criteria shown
in Table 5.1. Another 56 GCUs were discarded due to issues that arose during
the assembling procedure. In total, 6886 GCUs were accepted, while only 64 were
rejected, providing a final acceptance yield of 99.1%. Out of the 6886 accepted
cards, 6681 are being installed in the central detector and the Cherenkov water
pool veto system, 25 will be used by OSIRIS [36], while the remaining 180 will
be kept as backup.
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Figure 5.11. Results of the stability test from several runs for GCU 3333 are shown.
The three panels show the values of the noise for channel 0 (top), channel
1 (middle) and channel 2 (bottom). The noise for all channels is stable
and within the acceptance range over a period of more than 25 days.
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Figure 5.12. Distributions of the gain obtained from the linearity test for (a) the high-
gain stream and (b) the low-gain stream. The distribution of the high gain
has mean and standard deviation equal to 0.599 and 0.007, respectively;
the distribution of the low gain has mean and standard deviation equal
to 0.0883 and 0.0013, respectively. For both histograms, the gains of all
the three channels of 6900 GCUs are included, for a total of 20700 entries;
the gains from the first 50 tested GCUs are not included.

Table 5.1. Acceptance range for the baseline, noise, high gain, and low gain, used as
acceptance criteria for the evaluation of the performance of each GCU.

Parameter Acceptance range

baseline 11000 - 12000 ADC counts
noise 2 - 4.5 ADC counts
high gain 0.5 - 0.65
low gain 0.05 - 0.095
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Status of the installation

The installation of the 20-inch PMT readout electronics started in fall 2022,
after the end of the mass testing in Kunshan. Figure 5.13 shows a sector of
the stainless steel structure with three Underwater Boxes installed on top of the
structure supporting the PMTs; the connections of each box to three 20-inch
PMTs are also visible. Each box is also connected to the trigger electronics and
the power supplies which are located in two electronics rooms. The box are also
connected to the DAQ servers, and tests similar to the ones presented in this
chapter have been done. In December 2022, a first light-off test with a subset of
installed boxes, with the main goal of acquiring dark noise data from the PMTs,
was done and was successful. The installation is currently on going.

Figure 5.13. Picture of a sector of the stainless steel structure with three Underwater
Boxes installed on the detector. Each box is connected to three 20-inch
PMTs, whose bases are also visible.



Chapter 6

Precision measurements of the solar
oscillation parameters

During the first year of data-taking, the JUNO experiment is expected to collect
enough statistics to provide a new estimation of the solar oscillation parameters,
∆m2

21 and sin2 θ12, with unprecedented precision. In the analysis of the oscillated
reactor spectrum, background uncertainties are found to be one of the major
contributions in the evaluation of the systematic uncertainties. In particular, geo-
neutrinos populate the low energy part of the spectrum affecting the first solar
minimum of the oscillation pattern, hence their impact has to be investigated
thoroughly. Furthermore, the uncertainty on the reactor rate also plays a role,
especially for sin2 θ12, so its impact has to be evaluated in detail.

In section 6.1, we introduce the signal and the main backgrounds in the anal-
ysis of the oscillated reactor spectrum; then, in section 6.2, we exploit the specific
signature of the IBD process to tag the signal events and reduce backgrounds;
the statistical method and the analysis framework are presented in section 6.3;
in section 6.4, we study the impact of the systematic uncertainties; finally, we
conclude in section 6.5.

6.1 Signal and backgrounds

6.1.1 The signal

As already seen in sections 3.1 and 4.2.1, after the interaction of a νe with a
proton of the liquid scintillator through inverse beta decay, we are left with a
positron and a neutron in the final state. The energy released by the final-
state positron through ionization and subsequent annihilation constitutes the
prompt signal, which is proportional to the antineutrino energy, Eν , and is used
to build the signal spectrum. The final-state neutron thermalizes, and, following
an exponential law with a characteristic time of about 200 µs, gets captured by an
hydrogen (99%) or carbon (1%) atom with the emission of a 2.2MeV or 4.94MeV
gamma-ray, respectively, which constitutes the delayed signal. It is possible to
exploit the time and spatial coincidence between the prompt and the delayed
signals to tag candidate antineutrino interactions, and suppress backgrounds, as

117
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detailed in section 6.2.2.
The energy distribution of prompt events, i.e., the signal spectrum, is com-

puted starting from the unoscillated spectrum of νe at the source, Srea, introduced
in chapter 3 and shown in blue in Fig. 6.1a. Then, the survival probability in
matter, Eq. (1.22), is applied to obtain the oscillated spectrum, Sosc, shown in
orange in the same figure. In the evaluation of the survival probability, a con-
stant matter density of 2.45 g/cm3 [29] and the oscillation parameters listed in
Table 1.2 are used. As shown in Fig. 6.1a, the position and the depth of the
minimum of the slow oscillation are driven by the solar oscillation parameters,
∆m2

21 and sin2 θ12, respectively. On the other hand, the atmospheric mass split-
ting, ∆m2

31, and sin2 θ13 determine the frequency and the amplitude of the fast
oscillations, respectively.

(a) Unoscillated and oscillated spectra. (b) Effect of the baseline distribution.

Figure 6.1. (a) Signal spectrum at the source without oscillations (blue), Srea, and
at the detector with oscillations (orange), Sosc. The spectra are evaluated
for one year of data-taking and by considering only one reactor core with a
total thermal power of 26.6GW at a mean baseline of 52.5 km; normal mass
ordering is considered for the oscillated spectrum. (b) Comparison between
the oscillated spectrum from one equivalent core (blue) and the oscillated
spectrum with the actual distribution of the reactor cores (orange).

Figure 6.1a is obtained by considering a single reactor equivalent to the con-
tribution of the 8 near reactor cores, with a total power of 26.6GW and a mean
baseline of 52.5 km. In reality, the actual baseline distribution of the 8 near cores
of the Yangjian and Taishan nuclear power plants must be taken into account,
since it introduces distortions in the oscillated spectrum, as shown in Fig. 6.1b.
In order to achieve this, the baselines and thermal powers listed in Table 2.2
are used in equations (3.1) and (3.2). The contribution of the Daya Bay nuclear
power plant is also accounted for in the analysis.

SNF and non-equilibrium contributions

The spent nuclear fuel (SNF) and non-equilibrium (NonEq) correction are addi-
tional sources of IBD events that are not included in the reactor model used to
evaluate Srea; they contribute to the signal rate and spectrum at low energies,
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as described in chapter 3. The spectra are inherited by the Daya Bay experi-
ment [81] and are shown in Fig. 6.2 for one year of data-taking. They increase
the event yield below 4MeV. The survival probability in matter is also applied.

Figure 6.2. The spectra of the spent nuclear fuel (SNF) and non-equilibrium (NonEq)
contributions are shown. The spectra are evaluated for a data-taking period
of one year and are shown at the detector, so neutrino oscillations in matter
are applied. The spectra start at 1.8MeV due to the threshold of the IBD
cross section.

6.1.2 Backgrounds

Backgrounds can either mimic the prompt-delayed signature of the signal (corre-
lated background ) or contribute as single events (uncorrelated background ), which
can result in fake coincidences.

There are five main sources of backgrounds:

1. νe from natural processes occurring in the Earth;

2. νe from artificial sources other than the Yangjian, Taishan, and Daya Bay
reactors;

3. secondary particles produced by the interaction of cosmic muons in the
detector;

4. natural radioactivity;

5. interaction of atmospheric neutrinos in the detector.

A brief description of each background source is now given.
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Irreducible backgrounds: geo-neutrinos and νe from world reactors

Irreducible backgrounds have the same IBD signature as the reactor νe of interest,
and consist of νe from natural processes occurring in the Earth, also called geo-
neutrinos, and from far reactors.

Geo-neutrinos are produced from the β decay of nuclides of the 238U and 232Th
decay chains, which are stored inside the Earth. They contribute mainly to the
low energy range of the spectrum, below 2.5MeV.

On the contrary, νe from reactor cores of nuclear power plants located more
than 300 km from the JUNO experiment are considered to be a background. In
fact, given that the energy of reactor antineutrinos is of the order of a few MeV,
the oscillation pattern at long baselines does not allow to extract the oscilla-
tion parameters we are interested in. Nonetheless, this contribution cannot be
neglected because it distorts the spectral shape.

Cosmogenic backgrounds

Cosmogenic backgrounds are events produced by the interaction of muons with
12C atoms of the liquid scintillator, resulting in the production of unstable isotopes
and fast neutrons, typically by spallation.

Among the isotopes with cosmogenic origin, we are mainly interested in 9Li
and 8He since their decay results in a prompt-delayed coincidence. In fact, they β
decay with the emission of a neutron, the so-called β–n decay, with the β and the
neutron being the prompt and delayed signals, respectively. Given an overburden
of 1800m.w.e. and an expected muon rate of 4Hz, their rate is expected to be
of the order of tens of events per day. Most of the events can be tagged, and
therefore suppressed, by means of the muon veto, which will be introduced in
section 6.2.

Cosmogenic fast neutrons are also likely to result in correlated signature. In
fact, the neutron recoils on a proton of the LS, producing a prompt signal, and
then gets captured, producing a delayed signal.

Radiogenic background

Radiogenic events arise from the α, β, and γ decay of natural radioactivity in
the materials of the detector. An estimation of the radioactivity budget of the
JUNO experiment has been recently done [117] by measuring the radioactive
contamination of the raw materials used to build and to assemble the detector.
The radiopurity target for the acrylic vessel and the liquid scintillator were already
reported in chapter 2.

The main contributions to the radioactivity budget come from the decay
chains of 238U and 232Th, from 40K, and from 210Pb, which is part of the 238U
decay chain but is considered as a component out of secular equilibrium. Fig-
ure 6.3 shows the simulated cumulative spectra from all radiogenic backgrounds
which are uniformly distributed in the liquid scintillator volume, in the top panel,
and which are uniformly distributed in the acrylic vessel, in the bottom panel.
The radiogenic spectrum is especially prominent at low energies, but covers an
energy range up to about 5MeV. In the top panel, all particles generated in
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the liquid scintillator release their energy in the liquid scintillator, and the peaks
corresponding to the α particles are clearly visible. On the contrary, α and β
particles produced in the acrylic do not reach the liquid scintillator, hence the
spectrum on the bottom is mainly composed of γ-rays, whose peaks are clearly
visible. Since γ-rays can deposit a fraction of their energy in the acrylic before
reaching the liquid scintillator, they produce a continuum spectrum at the left of
each peak in a similar way to what happens with γ calibration sources enclosed
in an assembly (see section 4.3).

Figure 6.3. Simulated cumulative spectra of all radiogenic backgrounds uniformly dis-
tributed in the liquid scintillator (top) and the acrylic vessel (bottom).
The curves shown are obtained from different simulations where different
α quenching factors are used [117].

Radiogenic events are mainly single events, thus they constitute an uncorre-
lated background. The only significant exception is a correlated process whose
deposited energies are consistent with the ones of the signal, for example, when an
α particle from the radioactivity of the 238U and 232Th decay chains gets captured
by a carbon atom, 13C, of the liquid scintillator, producing an atom of oxygen,
16O, with the emission of a neutron: 13C(α, n)16O. If the neutron is fast enough,
it may induce a prompt proton recoil and then get captured, mimicking an IBD
signal and thus being a correlated background. Alternatively, the oxygen may be
produced in an excited state; the gamma emitted from the oxygen de-excitation
may mimic the prompt signal, while the neutron capture may constitute the
delayed one.

Atmospheric neutrinos

Atmospheric neutrinos of any flavors are produced by the decay of hadrons gen-
erated in the interaction of the cosmic rays with the Earth’s atmosphere. At-
mospheric neutrinos interact mainly with 12C nuclei of the liquid scintillator via
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neutral-current interactions, producing neutrons, protons, α particles, and light
nuclei in an excited state. The excited nuclei decay shortly after production
by emitting a γ-ray, and if followed by a neutron capture, they can mimic the
prompt-delayed IBD signature.

6.2 Event selection

By exploiting the prompt-delayed signature of the IBD process, it is possible to
apply selection cuts to tag IBD events and suppress backgrounds in the energy
range of interest. The energy selection cuts are applied on JUNO reconstructed
energy, Erec. For this reason, we first recap the steps in going from the antineu-
trino energy, Eν , to Erec; then, we detail the selection criteria and their effect on
the signal and the backgrounds.

6.2.1 From the reactor spectrum to the reconstructed spec-
trum

The reconstructed energy spectrum of signal events is computed from the oscil-
lated spectrum in antineutrino energy, Sosc, shown in blue in Fig. 6.4, by applying
the detector response discussed in section 4.2.

Figure 6.4. The detector response is applied to the oscillated IBD spectrum at the
detector, Sosc, expressed in antineutrino energy (blue): first IBD kinematics
is applied to get the deposited energy spectrum, Sdep (orange); then, the
non-linearity of light emission produces the visible energy spectrum, Svis

(green); finally, the reconstructed energy spectrum, Srec, is obtained by
applying energy resolution (red). The spectra are evaluated for one year of
data-taking and by considering only one reactor core with a total thermal
power of 26.6GW at a medium baseline of 52.5 km.
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First, the IBD kinematics is applied to get the spectrum of the energy de-
posited by the positron in the scintillator, Sdep, which is shown in orange; it
mainly results in shifting the spectrum towards lower energies and accounts for
the neutron recoil.

The spectral distortion caused by the non-linearity of the scintillation mech-
anism is applied, yielding the so called visible energy spectrum, Svis, shown in
green, which is both stretched and shifted with respect to the deposited en-
ergy spectrum. For this study, the light emission non-linearity includes both the
quenching and Cherenkov effects and is implemented by taking the nominal non-
linearity curve, fnominal, from the Daya Bay experiment [118], and by rescaling it
to match JUNO light emission. In this implementation, we use four additional
curves and nuisance parameters to account for the uncertainty:

fNL = fnominal +
3∑

i=0

αifi, (6.1)

where fi are the additional correction curves, and αi are the nuisance parameters,
with a Gaussian prior centered in 0 and with width σ = 1. The ratios of the non-
linearity correction curves, fi, to the nominal curve, fnominal, are shown in Fig. 6.5
as a function of the deposited energy.

Figure 6.5. Ratios of the non-linearity correction curves, fi, to the nominal curve,
fnominal, as a function of the deposited energy, taken from the Daya Bay
experiment [118].

Finally, the reconstructed energy spectrum, Srec, is obtained by applying the
energy resolution, which reduces the amplitude of the oscillation pattern, es-
pecially at low energies, as shown by the red curve. The values of the energy
resolution parameters are a = 2.614%, b = 0.6401%, and c = 1.205% and are to
be fed into Eq. (4.17); the values are taken from the latest study on the JUNO
energy resolution [99].
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6.2.2 Selection criteria

Given the presence of a prompt and a delayed signals, it is possible to apply selec-
tion criteria to select IBD candidates and reduce the background contamination
in the IBD sample. The selection criteria to be used in JUNO are the following:

• fiducial volume cut: r < 17.2m;

• prompt energy cut: Eprompt ∈ [0.7, 12.0]MeV;

• delayed energy cut: Edelayed ∈ [1.9, 2.5] ∪ [4.4, 5.5]MeV;

• prompt-delayed time cut: ∆Tp−d < 1.0ms;

• prompt-delayed distance cut: Rp−d < 1.5m;

• the muon veto.

The quantity r is the radial distance of the event from the detector center, while
Eprompt and Edelayed are the reconstructed energies of the prompt and delayed
signals, respectively. The quantities ∆Tp−d and Rp−d are the time interval and
the spatial distance between the prompt and delayed signals, respectively. The
time and distance cuts require the prompt and delayed signals to be near in time
and space to be tagged as an IBD event.

The muon veto is a complex system which exploits the Cherenkov water pool
and the Top Tracker constituting the veto system, described in section 2.1.3.
Due to its position and geometry, the Top Tracker is efficient in tagging about
50% of the downwards moving muons. Tagged muons can be studied in the
Cherenkov pool and the central detector, and the way the detectors respond
can be used to identify the 50% of muons which are not tagged. The overall
muon veto system is thus efficient in muon detection and can be used to suppress
cosmogenic backgrounds. Recently, the muon veto has been optimized for the
IBD selection and uses different veto time window depending on the candidate
event’s proximity to a recent muon track or spallation neutron capture; more
information can be found in [29].

Selection criteria applied to the IBD signal A breakdown of the effect of
the selection criteria on IBD events is given in Table 6.1: the individual efficiency
of each cut is given in the central column, while the column on the right shows
the cumulative effect of the selection on the IBD rate. In JUNO, 57.4 IBD signal
events per day are expected. After the application of the selection criteria, which
combine to give a total efficiency of 82.2% [29, 119], 47.1 IBD signal events per
day are anticipated.

The selection criteria are also applied to the spent nuclear fuel and non-
equilibrium contributions, which both yield 0.3 IBD events per day, as summa-
rized in Table 6.2.

Selection criteria applied to the backgrounds The IBD selection criteria
introduced in the previous section help suppressing most of the backgrounds;
nonetheless, we are left with residual backgrounds, whose rates are summarized
in Table 6.2.
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Table 6.1. Efficiency of the IBD selection criteria [29, 119]. Efficiencies are given for
single cuts, while the last row show the combined efficiency of 82.2%. The
column on the right shows the expected IBD events per day after the selecion
criteria are progressively applied.

Selection cut Efficiency [%] IBD rate [day−1]

All IBDs 100 57.4
Fiducial volume 91.3 52.4
Energy range 99.9 52.35
Time correlation 99.0 51.8
Spatial correlation 99.3 51.5
Muon veto 91.6 47.1

Combined 82.2 47.1

Irreducible backgrounds have the same IBD signature of the signal, thus the
selection criteria have the same efficiency as of the signal. In the end, we are left
with an event rate of 0.9/day and 0.3/day for geo-neutrinos from the 238U and
232Th decay chains, respectively, while the world reactors contribute one event per
day. The muon veto mainly helps reducing the cosmogenic backgrounds, leading
to 0.8 events per day from 9Li and 8He combined (9Li-8He) and 0.1 events per day
from fast neutrons. Finally, atmospheric neutrinos only contribute 0.16 events
per day.

Table 6.2. Rate of the contribution from the spent nuclear fuel and the non-equilibrium
effect [81] and of the residual backgrounds after applying the IBD selection
criteria [31, 119]. The rate and shape uncertainties are also listed [31].

Rate [day−1] Rate uncertainty [%] Shape uncertainty [%]

Signal contribution
Spent nuclear fuel 0.3 14 -
Non-equilibrium 0.3 28 -

Background
238U geo-ν 0.9 30 5
232Th geo-ν 0.3 30 5
Accidentals 0.18 1 -
Cosmogenic 9Li-8He 0.8 20 10
Fast neutrons 0.1 100 20
13C(α, n)16O 0.05 50 50
World reactors 1.0 2 5
Atmospheric ν 0.16 50 50

As far as the radiogenic events are concerned, a detailed study of the effect
of the selection criteria has been done and presented in [117]. Figure 6.6a shows
the rate of radiogenic events as a function of the lower energy threshold for the
prompt energy cut: the rate decreases drastically by increasing the threshold,
in fact most of the radiogenic events are concentrated in the low energy part of
the spectrum, as shown in Fig. 6.3. Having fixed the lower energy threshold at
0.7MeV, Fig. 6.6b shows the effect of the fiducial volume cut: reducing the fiducial
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volume radius allows us to exclude the radioactivity coming from the acrylic vessel
and other materials of the detector surrounding the liquid scintillator. This is true
until about a FV radius of 17m, when the contribution from the liquid scintillator
itself starts dominating. A FV cut at 17.2MeV is found to be optimal to suppress
radioactivity from the detector materials other than the liquid scintillator while
not affecting the IBD selection.

(a) Background rate as a function of the lower
energy threshold.

(b) Background rate as a function of the fidu-
cial volume cut.

Figure 6.6. Simulation of the radiogenic background from all detector compo-
nents [117]. (a) Radioactivity event rate as a function of the lower energy
threshold in the full detector volume. The dotted vertical line refers to
the nominal 0.7MeV threshold. (b) Radioactivity event rate as a function
of the fiducial volume cut, with E > 0.7MeV. The dotted vertical line
corresponds to the nominal cut, r < 17.2m.

As already anticipated, radiogenic events are single events constituting an
uncorrelated background. Nonetheless, they can result in a fake coincidence,
forming the so-called accidental background.

Accidental background The accidental background consists of random co-
incidences that can occur between different processes, mainly radiogenic events.
The rate of this background for the given time coincidence window, ∆Tp−d <
1.0ms, is of the order of 104 events per day. However, since it mainly consists
of radiogenic events which are concentrated in the low energy part of the spec-
trum, as shown in Fig. 6.3, the accidental background dominates the low energy
range of the spectrum, and its rate can be strongly suppressed by applying the
energy cuts. In addition, requiring the prompt and delay signals to be near in
space, with a distance Rp−d < 1.5m, has a significant impact on rejecting most
of the residual accidental background. The final expected rate of the accidental
background is 0.18 events per day [119].

Figure 6.7 shows the distribution of the IBD signal events and accidental
background based on the space distance ∆R and time interval ∆t between the
prompt and delayed signals. Most of the IBD events are located in the area
with ∆R < 1.5m and ∆t < 1ms, justifying the choice of the selection criteria
introduced earlier. On the contrary, accidentals are characterized by a flat ∆t
distribution, and only a small fraction of all events has ∆R < 1.5m.
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As it can be seen in the 2-dimensional plot, the time and distance cuts cor-
respond to a box, which contains mostly IBD events. Actually, the IBD 2D dis-
tribution displays a different shape, and new IBD cuts are currently under study
in order to optimize the selection and further reduce the accidental background.
A study on the selection criteria by means of machine learning techniques is also
on going. This study aims at using equiprobability curves, like the ones shown in
black and different shades of grey in Fig. 6.7, to optimize the selection criteria.
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Figure 6.7. Distribution of the IBD signal events and accidental background based
on the space distance ∆R and time interval ∆t between the prompt and
delayed signals. Both the IBD and the accidental datasets consist of 1.4 ·
106 simulated events; the accidental datasets is evaluated from radiogenic
events only. As it can be seen, the IBD signals and the accidentals have
significantly different distributions. Plot by A. Serafini.

6.3 Analysis of the signal spectrum
This section is dedicated to the analysis of the signal spectrum. First, we discuss
the statistical method used in the analysis: we define the cost function and explain
how systematic uncertainties are incorporated in it. Then, we briefly describe the
Oscillated Reactor Spectrum Analysis (ORSA) framework used in this work, and
finally we provide a breakdown of the impact of systematic uncertainties on the
precision measurement of the solar oscillation parameters, ∆m2

21 and sin2 θ12.
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6.3.1 Signal spectrum

The energy spectrum of IBD candidates for the neutrino oscillation analysis is
shown in black in Fig. 6.8, normalized to an exposure of one year. Both the
signal (reactor, spent nuclear fuel, and non-equilibrium) and the background
components are shown; the inset of the figure provides a better visualization of
the background spectral shapes.

Figure 6.8. The spectra of the reactor IBD signal, in blue, and the backgrounds as
expected in JUNO are shown; the black line represents the total spectrum.
The reactor spectrum is evaluated taking into account the contributions of
all cores. Geo-neutrinos and the accidental background are non-negligible
at low energy and play an important role in the distortion of the signal
spectrum. The spectra are obtained for a statistic collected in one year of
data-taking and are shown in reconstructed energy, Erec. The inset shows
the spectral shapes of the backgrounds.

The reactor contribution, in blue, is obtained as explained in section 6.1.1 and
by applying the conversion from antineutrino energy Eν to reconstructed energy
Erec, as detailed in section 6.2.1. The SNF and non-equilibrium contributions are
obtained by applying the conversion from Eν to Erec to the Daya Bay spectral
shape shown in Fig. 6.2.

As far as backgrounds are concerned, most of them are obtained through
Monte Carlo simulations and are already provided in reconstructed energy. Geo-
neutrinos are the only exception, since their spectra can be obtained from geolog-
ical models in terms of antineutrino energy, and then converted to reconstructed
energy.

As it can be seen by comparing the reactor spectrum, in blue, with the to-
tal spectrum, in black, backgrounds mainly distort the spectrum at low energies
below 3MeV, and geo-neutrinos and accidentals constitute the major contribu-
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tions. In particular, they alter the depth of the first solar oscillation minimum,
thus distorting the spectrum in the energy range sensitive to the solar oscillation
parameters. Geo-neutrinos play a significant role in this respect, as it is further
investigated in section 6.4.1.

The spectra shown in Fig. 6.8 are based on Asimov datasets, meaning that the
number of entries in each bin is given by the expected number of entries, and no
statistical fluctuations are considered. The energy range of the binned histogram
spans from 0.8MeV to 12MeV, with a bin width of 10 keV.

6.3.2 Statistical method

To perform the analysis of the reactor spectrum and extract the neutrino oscil-
lation parameters, we compare the complete Asimov spectrum, which is used to
mimic the expected spectrum that JUNO will measure after one year of data-
taking, as in Fig. 6.8, against the model based on the standard parametrization
of neutrino oscillations, as illustrated in section 1.2. The parameter estimation is
performed through the minimization of a cost function, defined as:

χ2(θ,η) = (M − µ(θ,η))T ·
(
V stat + V b2b

)−1 · (M − µ(θ,η)) + χ2
pull(η). (6.2)

Each term of the cost function is now described in detail:

• The quantity M is the vector of measured events per bin. The number of
measured events is evaluated by building the spectrum considering all back-
grounds, as shown by the black line in Fig. 6.8; we are considering a binned
histogram based on an Asimov dataset, so that statistical fluctuations are
not included.

• The quantity µ is the vector of expected number of events per bin. The
expected number of events depends on a set of parameters of interest, θ,
which are the four oscillation parameters, and a set of nuisance parameters,
generally labelled as η. The expanded form of the expected number of
events is:

µ(θ,η) = ηeff [NreaSrea(θ,η) +NSNFSSNF(θ,η) +NNESNE(θ,η)] +

+
∑
B

NBSB(η), (6.3)

where the index B runs over all backgrounds. The total reactor spectrum,
Srea, is obtained by summing together the spectra of the near reactor cores:

Srea(θ,η) =
∑
r

RrSr(θ,η), (6.4)

where the index r runs over the cores of the Yangjian and Taishan nuclear
power plants, and also over the contribution of the Daya Bay nuclear power
plant. The quantities Rr are nuisance parameters which describe a relative
weight assigned to each reactor, so that the contribution from each reactor
is allowed to fluctuate in the fit according to a reactor-uncorrelated rate
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uncertainty, as explained later in this section.
Each spectrum is considered as a probability density function, with unitary
area, and then is scaled to the expected respective number of events, Ni,
which are nuisance parameters in the fit. The single spectra, Si, depend
on the oscillation parameters and on other nuisance parameters, which are
introduced later in this section. An overall efficiency factor, ηeff , is intro-
duced to account for the efficiency in the detection of νe from reactors, the
spent nuclear fuel (SNF), and the non-equilibrium (NE) effect.

• The quantity V stat is the statistical covariance matrix for the combined
Neyman-Pearson χ2, so that the parameters are not biased due to low
statistics in some bins, as it could happen at the beginning of the data-
taking. Thus, according to [120], the statistical covariance matrix can be
written as:

V stat
ij = 3 δij

/(
1

Mi

+
2

µi

)
, (6.5)

where V stat
ij is the matrix element between the i-th and j-th bin, with i and

j running over the number of bins, and δij is the Kronecker delta.

• The quantity V b2b includes systematic uncertainties in the form of a covari-
ance matrix. In particular, it includes the shape, or bin-to-bin uncorrelated,
uncertainties on the signal and background spectra. The shape uncertainty
for the reactor signal is based on the expectation from the TAO experiment
(see section 2.1.7); in fact, the TAO experiment is expected to provide a
reference spectrum for JUNO and a more precise estimation of the spectral
shape uncertainties. Since TAO is still under construction, Monte Carlo
simulations have been used to extract the shape uncertainty used in this
work with the exact binning. The shape uncertainties of the backgrounds
are listed in Table 6.2 and are inherited by previous JUNO sensitivity stud-
ies [30]. Shape uncertainties reported in the table have been estimated for
a bin width of 36 keV, which is not the one used in this work, so they have
to be scaled to the desired bin width as:

δ = δ36

√
36 keV

∆E
, (6.6)

where δ36 is the relative uncertainty at 36 keV, and ∆E is the new bin
width. In the analysis presented here, we use a bin width of 10 keV, so that
the scaling factor for the relative uncertainty is about 1.9.

• The quantity χ2
pull(η) is the χ2 term accounting for the prior knowledge on

the nuisance parameters, η, through Gaussian pull terms.
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The expanded form of the last term is the following:

χ2
pull(η) =

∑
i

(ηi − η̂i)
2

σ2(ηi)
=

=

(
Nrea − N̂rea

σrea

)2

+
∑
r

(
Rr − 1

σr

)2

+

+

(
NSNF − N̂SNF

σSNF

)2

+

(
NNE − N̂NE

σNE

)2

+

+

(
ρ− ρ̂

σρ

)2

+
∑
B

(
NB − N̂B

σB

)2

+

+

(
ηeff − 1

σeff

)2

+
∑

m=a,b,c

(
m− m̂

σm

)2

+
4∑

l=1

(
αl

σl

)2

,

(6.7)

where ηi is the i-th nuisance parameter, and η̂i and σ2(ηi) are its expected value
and assigned uncertainty, respectively. All terms are now described in detail, and
are listed in order of appearance:

1. Pull term on the total number of events from reactors, Nrea. The assigned
rate uncertainty is 2% and accounts for the uncertainties which are corre-
lated among all reactors: a 2% uncertainty on the total mean cross section
per fission (see section 3.3.1), and the mean energy per fission contributing
an additional 0.2%.

2. Pull terms on the relative weights Rr assigned to each reactor r in Eq. (6.4)
to account for reactor-uncorrelated uncertainties. The sources of uncertain-
ties which are uncorrelated among all reactors are the fission fractions and
the thermal power, contributing a 0.6% and a 0.5% uncertainty, respec-
tively. The weights Rr are allowed to fluctuate with a total 0.8% uncer-
tainty.

3. Pull term on the number of events from the spent nuclear fuel, NSNF, with
the respective rate uncertainty given in Table 6.2.

4. Pull term on the number of events from the non-equilibrium contribution,
NNE, with the respective rate uncertainty given in Table 6.2.

5. Pull term on the matter density ρ used in the evaluation of the survival
probability in matter. The matter density is assumed to be constant and
known with a relative precision of 6% [29].

6. Pull terms on the numbers of background events, with B running over all
backgrounds. The rate uncertainties are listed in Table 6.2.

7. Pull term on the overall detector efficiency. The efficiency is mainly related
to the number of proton targets1 in the liquid scintillator, with a pull term
centered in 1 and with a 1% uncertainty.

1Only protons of hydrogen atoms of the liquid scintillator are considered as a target.
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8. Pull terms on the three parameters of the energy resolution, with the central
values and uncertainties listed in Table 6.3 and taken from the latest study
on JUNO energy resolution [99].

9. Pull terms on the four nuisance parameters used to introduce the uncer-
tainty on the non-linearity curve, as in Eq. (6.1). The parameters αl are
assigned a Gaussian pull centered in zero with absolute uncertainty σl = 1.

The terms from 1 to 4 refer to reactor-related nuisance parameters, while the
terms from 7 to 9 refer to nuisance parameters related to the detector response.
The expected values and the uncertainties of all nuisance parameters introduced
in Eq. (6.7) are summarized in Table 6.3. The expected values of the number
of entries for the signal and the backgrounds are not given since they depend on
the data-taking time, and they were varied during the analysis to probe differ-
ent exposure scenarios. In total, the cost function of Eq. (6.2) has 29 nuisance
parameters.

Table 6.3. Summary of the nuisance parameters implemented in the cost function. The
uncertainties are relative uncertainties, except for the nuisance parameters
related to the liquid scintillator non-linearity. The expected numbers of
events for the signal and the backgrounds are not reported, since they de-
pend on the data-taking period.

Nuisance η Expected value η̂ Uncertainty σ(η)

Nrea - 2%
Rr (9 parameters) 1 0.8%
NSNF, NNE - Table 6.2
ρ 2.45 g/cm3 6%
NB (8 parameters) - Table 6.2
ηeff 1 1%
a 0.02614 0.20%
b 0.00640 0.43%
c 0.01205 1.15%
αl (4 parameters) 0 1

6.3.3 ORSA: An analysis framework

The Oscillation Reactor Spectrum Analysis (ORSA) is an analysis framework
currently under development by a research group of the University of Padua, Italy.
In particular, ORSA is a fitting framework meant primarily for the analysis of
the oscillated spectrum from reactors to extract the neutrino mass ordering and
provide an estimation of the oscillation parameters.

In ORSA, it is possible to define different cost functions, like the χ2 and the
likelihood. In this work, we use the ORSA implementation of the χ2 introduced
in the previous section. The minimization of the cost function is performed by
means of the iminuit package, which is a Python interface for the Minuit2 C++
library by CERN’s ROOT team [121, 122] and is handled directly by ORSA.
A key feature of ORSA is the implementation of multithreading on CPUs and
GPUs to highly reduce computational time.
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The use of Markov Chain Monte Carlo is also implemented in ORSA, but
since it provides results comparable to the ones obtained with the iminuit min-
imization, only results from the latter are shown here.

6.3.4 Breakdown of systematic uncertainties

In this section, we provide a breakdown of how the systematic uncertainties listed
in Table 6.3 affect the expected precision of the oscillation parameters, ∆m2

21 and
sin2 θ12.

First, we perform the minimization of the cost function, Eq. (6.2), fixing all
the nuisance parameters, i.e., without considering the systematic contributions,
to get the statistical uncertainty on the oscillations parameters, σstat. Then, we
"switch on" one systematic contribution at a time, we get the total uncertainty
from the minimization of the cost function, σtot, and evaluate the single systematic
contribution as:

σsyst =
√
σ2
tot − σ2

stat. (6.8)

When evaluating the background contribution, both the rate and shape uncer-
tainties are considered. The breakdowns of the systematic contributions to the
uncertainty of ∆m2

21 and sin2 θ12 are shown in Figs. 6.9a and 6.9b, respectively.
Both the rate and shape uncertainties of backgrounds are considered as system-
atic uncertainties because the evaluation of the background rate and shape is
based on the efficiency of the selection criteria and muon tagging, or we have to
rely on Monte Carlo simulations where we use parameters that are not known
with a very good precision. So, any error in the evaluation of the background rate
or shape is propagated to the final result, i.e., the uncertainty on the oscillation
parameters. For both parameters, these uncertainties constitute a major contri-
bution to the systematic uncertainty. For sin2 θ12, the reactor normalization and
the detector efficiency also play a significant role. The impact of these systematic
sources are further investigated in the next sections.

It is worth noting that the procedure of Eq. (6.8) is used to highlight the
relevance of each systematic source, but it does not take into account the possible
correlations arising when "switching on" all systematics in the χ2 minimization.
In fact, the total systematic uncertainty obtained in the latter case, σsyst_all,
corresponding to the second to last row of Fig. 6.9, labelled as "all systematics",
is different from the sum in quadrature of the single σsyst contributions. The
last row reports the total uncertainty, obtained by summing in quadrature the
statistical and systematic contributions: σ =

√
σ2
stat + σ2

syst_all.
Figures 6.10a and 6.10b show the post-fit correlation matrices between the

solar oscillation parameters and the number of events of the signal and of each
background contribution for 1 and 6 years of data-taking, respectively. Correla-
tions arise since the beginning of the data-taking and strengthen with time. We
are mostly interested in the background contributions which correlate with the
solar oscillation parameters and with the number of unoscillated reactor events:
geo-neutrinos and the cosmogenic 9Li-8He. The impact of these two sources of
background is studied in more detail in the next sections.
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1  [%]
Statistics 0.448
Reactor uncorrelated 0.015
Reactor correlated 0.085
Reference spectrum 0.079
Spent Nuclear Fuel 0.090
Non-equilibrim 0.150
Efficiency 0.025
Non-linearity 0.059
Resolution 0.001
Backgrounds 0.372
Matter density 0.010
All systematics 0.441
Total 0.629

1 year

0.0 0.2 0.4 0.6

m2
21

(a) Uncertainty breakdown for ∆m2
21.

1  [%]
Statistics 0.905
Reactor uncorrelated 0.109
Reactor correlated 0.563
Reference spectrum 0.088
Spent Nuclear Fuel 0.047
Non-equilibrim 0.079
Efficiency 0.368
Non-linearity 0.109
Resolution 0.015
Backgrounds 0.437
Matter density 0.064
All systematics 0.737
Total 1.167

1 year

0.00 0.25 0.50 0.75 1.00 1.25

sin2 12

(b) Uncertainty breakdown for sin2 θ12.

Figure 6.9. Breakdown of the systematic uncertainties for (a) ∆m2
21 and (b) sin2 θ12

for one year of data-taking; the uncertainties in the tables are relative
uncertainties. For both oscillation parameters, backgrounds constitute a
major contribution to the systematic uncertainty. For sin2 θ12, the reactor
normalization and the detector efficiency also play a significant role. The
total uncertainty in the last row is obtained by the sum in quadrature of
the statistical uncertainty (first row) and the total systematic uncertainty
(second to last row). Plots by V.Cerrone.

(a) 1-year correlation matrix. (b) 6-year correlation matrix.

Figure 6.10. Correlation matrix between solar oscillation parameters and number of
events of reactor and all backgrounds, where all backgrounds are only
constrained in the fit.
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6.4 Understanding the impact of systematic un-
certainties

In this section, we study the impact of systematic uncertainties in the precision
measurement of the solar oscillation parameters, ∆m2

21 and sin2 θ12, for a data-
taking period of one year. First, we focus on the impact of backgrounds which are
a significant contribution for both oscillation parameters, especially geo-neutrinos
and cosmogenic 9Li-8He; then, we consider the effect of the rate uncertainty of
the reactor flux.

6.4.1 The impact of backgrounds

Now we provide the breakdown of the impact of backgrounds. In this analysis,
all detector response parameters and the matter density are kept fixed during the
fit, while the oscillation parameters are free parameters in the fit. The number of
reactor events prior to neutrino oscillations, Nrea, is always free with a Gaussian
prior of 2%.

The Asimov dataset used as mock data includes the signal and all sources of
backgrounds, as shown in Fig. 6.8; a data-taking period of one year is considered.
First, we evaluate the reference uncertainty by keeping all backgrounds fixed in
the fit, σfixed, shown in the first column of Figs. 6.11a and 6.11b for ∆m2

21 and
sin2 θ12, respectively.

(a) Background impact on ∆m2
21. (b) Background impact on sin2 θ12.

Figure 6.11. Breakdown of the impact of backgrounds on (a) ∆m2
21 and (b) sin2 θ12

with nominal background rates evaluated for one year of data-taking, and
rate and shape uncertainties listed in Table 6.2. The column "Bkg fixed"
is obtained by keeping all backgrounds fixed in the fit; the column "Sum"
is the sum in quadrature of all columns to its left; the column "Bkg free"
is evaluated by allowing all backgrounds to vary; the central columns are
obtained by allowing the background labelled on the axis to vary while
fixing all other backgrounds. See the text for more detail.

Then, each background contribution is allowed to vary in the fit according to
its rate and shape uncertainties; we get the total uncertainties from the fit, σtot;
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and finally, we evaluate the contribution of each background as:

σbkg =
√

σ2
tot − σfixed. (6.9)

The quantity σbkg is shown in Fig. 6.11 for each backgrounds, from the second
to the third to last columns. The second to last column, labelled as "Sum", is
the sum in quadrature of all columns on the left, and provides an estimation of
the total systematic uncertainty due to backgrounds. Nonetheless, the sum in
quadrature does not take into account possible correlations among backgrounds,
which are present as seen in Fig. 6.10. So, the last column in Fig. 6.11, labelled
as "Bkg free", is obtained by allowing all backgrounds to vary at the same time
according to their uncertainties. In fact, we see that in this case, the uncertainty
differs from the one obtained by summing all contributions due to correlations.

It is also worth noticing that the effect of correlations among backgrounds is
opposite for the two oscillation parameters: in the case of ∆m2

21, the uncertainty
is reduced, while for sin2 θ12 it increases. Furthermore, it is evident that the
backgrounds with the major impact are geo-neutrinos.

Geo-neutrinos

In the study presented here, the matter density, the detector-related nuisance
parameters and all backgrounds except for geo-neutrinos are fixed in the fit.

Geo-neutrinos come from 238U and 232Th stored inside the Earth. So far, a
fixed Th/U ratio has been used to evaluate the overall geo-neutrinos spectrum
and consider it as a single background. The current most precise measurement of
the Th/U mass ratio of 3:9 comes from the KamLAND experiment [123], with a
precision of 15%. Thus, the ratio is not known with a very high precision, and it
could also differ in different locations based on the different Earth composition.
In fact, fixing the Th/U ratio to a wrong value in the fit might introduce a bias
in the measurement of the solar oscillation parameters. To test this, we build
the spectrum with the true Th/U ratio of 3:9 by KamLAND [123], and fit it by
considering geo-neutrinos as a single contribution with the true Th/U ratio. As a
reference, results are shown in orange in Fig. 6.12. Then, we fit the same spectrum
by considering geo-neutrinos as a single contribution with a wrong Th/U ratio,
set to 4:8; the results are shown in red in the figure. By comparing the results
with the wrong ratio (red) to the results with the true ratio (orange), we see a bias
of 0.13% and −0.32% arising in the estimation of ∆m2

21 and sin2 θ12, respectively.
The fact that the estimation of the solar oscillation parameters depends on the
geo-neutrinos might be explained by considering Fig. 6.8, where it is clearly visible
that the spectra from 238U and 232Th highly impact the spectrum below 4MeV,
where the JUNO experiment is most sensitive to ∆m2

21 and sin2 θ12.
On the contrary, by leaving the two contributions from 238U and 232Th free

and independent in the fit, we see no bias in the estimation of the solar oscillation
parameters, as shown in green in Fig. 6.12. The only drawback in this approach
is that the uncertainty on sin2 θ12 worsens slightly, while no difference arises for
∆m2

21. The values of the uncertainties for the orange (fixed ratio) and green (free
ratio) cases are also listed in Table 6.4.
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Figure 6.12. From the bottom: the results obtained by fitting the spectrum with the
same fixed ratio as in the mock dataset (orange); results obtained by
fitting the spectrum with a wrong fixed ratio (red); results obtained by
fitting the spectrum with a free ratio, so by keeping both 238U and 232Th
backgrounds as separate contributions with separate constraints (green).
The vertical dotted lines correspond to the nominal value of the param-
eter. The grey area corresponds to the uncertainties of the first case, in
orange. Fitting the spectrum with the wrong ratio introduces a bias in
the central values of the solar oscillation parameters, while keeping the
contributions as independent, we see no bias; in the latter case, only the
precision on sin2 θ12 is slightly worse.

Table 6.4. Comparison of the expected precision on the measurement of the solar oscil-
lation parameters, ∆m2

21 and sin2 θ12, between the case of fixed Th/U ratio
and free Th/U ratio, for one year of data-taking.

σ [%] fixed ratio free ratio

∆m2
21 0.60 0.60

sin2 θ12 1.08 1.13

As we aim to leave the Th/U ratio free in the fit, we investigate the correlation
between the oscillation parameters and these two background components. We
follow a procedure similar to the one already described in section 6.4.1 to evaluate
the contribution of each background. First, we evaluate the uncertainty on the
solar parameters by keeping the normalization of both 238U and 232Th fixed, σfixed;
the results are listed in Table 6.5 and shown in Fig. 6.13 in orange. The figure
shows the contour plots between ∆m2

21, sin
2 θ12, Nrea, NU, and NTh, and their

posterior probabilities. By keeping the two geo-neutrinos contributions fixed, we
see no correlation between the two solar oscillation parameters, as reported in
Table 6.6.

Table 6.5. Expected precision of the measurement of the solar oscillation parameters,
∆m2

21 and sin2 θ12, for different configurations of the geo-neutrinos in the
analysis for one year of data-taking. See the text for more detail.

[%] σfixed σU σTh σsum σfree

(U, Th fixed) (U free, Th fixed) (U fixed, Th free) (U, Th free)

∆m2
21 0.46 0.38 0.14 0.61 0.60

sin2 θ12 1.07 0.31 0.10 1.12 1.13

Then, we keep the normalization of 232Th fixed while NU is allowed to vary
within its constraint; results are shown in red in the figure, while the uncertainty
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Figure 6.13. Correlation plots among geo-neutrinos background components and the
oscillation parameters ∆m2

21 and sin2 θ12. For the sake of clarity, only
contour curves at 68% confidence level are shown.

listed in the table is evaluated as:

σU =
√

σ2
fit − σ2

fixed. (6.10)

We see that by varying only the 238U normalization in the fit, a correlation be-
tween the two solar oscillation parameters arises, with a correlation coefficient of
-0.17. We also notice that NU is highly anti-correlated with ∆m2

21 and correlated
with sin2 θ12; the correlation coefficients are listed in Table 6.6.

Then, we do the same with 232Th, by keeping the normalization of 238U fixed;
results are shown in green in Fig. 6.13 and also listed in the Table 6.5. In this
case, we see no correlation between the two solar parameters, and a slight anti-
correlation between NTh and ∆m2

21 and also sin2 θ12. The correlation coefficients
are reported in Table 6.6.

Finally, we keep the normalization of both 238U and 232Th free; results are
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Table 6.6. Correlations between the solar oscillation parameters, ∆m2
21 and sin2 θ12,

and the number of events from reactors, Nrea, and from geo-neutrinos, NU

and NTh, for one year of data-taking.

ρ U, Th fixed U free, Th fixed U fixed, Th free U, Th free

∆m2
21 − sin2 θ12 0.01 -0.17 0.03 -0.16

Nrea −∆m2
21 0.20 0.26 0.23 0.26

Nrea − sin2 θ12 0.53 0.46 0.53 0.46
NU −∆m2

21 - -0.63 - -0.59
NU − sin2 θ12 - 0.28 - 0.31
NU −Nrea - -0.16 - -0.13
NTh −∆m2

21 - - -0.30 -0.06
NTh − sin2 θ12 - - -0.09 -0.17
NTh −Nrea - - -0.15 -0.10
NTh −NU - - - -0.29

shown in blue in the figure and the uncertainties, σfree, are listed in the last
column of the table. A correlation with ρ = −0.29 between the two backgrounds
arises, leading to a change in correlation between NTh and ∆m2

21. Also, an anti-
correlation between the two solar parameters is present, with a coefficient of
-0.16. All correlation coefficient related to this configuration are listed in the
last column of Table 6.6. We can then evaluate the sum in quadrature, σsum =√

σ2
fixed + σ2

U + σ2
Th, which does not take into account correlations, and is different

from σfree, as expected. In particular, from the comparison of the last two columns
of Table 6.5, we find that by keeping both 238U and 232Th free, correlations play
a role by slightly improving the precision in the measurement of ∆m2

21, while
worsening a bit the precision of sin2 θ12.

Cosmogenic 9Li-8He

We want to estimate the impact of the cosmogenic 9Li-8He background, since its
bell-like shape is very similar to the unoscillated reactor spectrum, and indeed
the number of events from reactors and from 9Li-8He are correlated, as shown in
Fig. 6.10. In the analysis presented here, the matter density, the detector-related
nuisance parameters, and all other backgrounds are fixed in the fit; a data-taking
time of one year is considered.

First, we intentionally bias the rate of cosmogenic 9Li-8He. To do so, we create
an Asimov dataset using the nominal number of events for the signal and all the
backgrounds, and initialize the fit first with NLi−He = ÑLi−He + 1σLi−He and then
with NLi−He = ÑLi−He − 1σLi−He, where ÑLi−He is the nominal value and σLi−He

is the 9Li-8He rate uncertainty. In both cases, no impact on the estimation of
∆m2

21 and sin2 θ12 is observed. This is probably due to the fact that the 9Li-
8He spectrum covers the whole energy range of interest and does not distort the
spectrum in the region most sensitive to the solar oscillation parameters. The
precise measurement of ∆m2

21 and sin2 θ12 is thus robust to a wrong estimation
of the 9Li-8He background rate.

Since the rate of this background is related to the selection criteria, in par-
ticular it depends on the muon veto, it is worth investigating also the impact of
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changing the rate of the background and see if it is worth tightening or loosening
the veto cuts. To do so, we vary the amount of cosmogenic 9Li-8He by factors of
0.01, 0.1, 10, and 100, both in the Asimov data sample and in the fit prediction.
Results are shown in Fig. 6.14 and also listed in Table 6.7.

Table 6.7. Impact of a different rate of cosmogenic 9Li-8He background on the precision
measurement of the solar oscillation parameters, at one year of data-taking.

NLi−He ×0.01 ×0.1 nominal ×10 ×100

σ(∆m2
21) 0.608% 0.608% 0.610% 0.631% 0.905%

σ(sin2 θ12) 1.124% 1.125% 1.130% 1.187% 1.965%

The central black points correspond to the nominal rate of cosmogenic 9Li-
8He. The red and orange points corresponds to having the number of 9Li-8He
events reduced by factors of 0.01 and 0.1, respectively. We see that by tightening
the veto cuts and having a lower 9Li-8He rate, there is no much gain in the
precision of the solar oscillation parameters. Having 10 times more background,
which is shown in green, is not affecting much the precision on the solar oscillation
parameters, while having 100 times more background, in blue, has a large impact:
uncertainties for ∆m2

21 and sin2 θ12 increases by about 50% and 75%, respectively.
Loosening the veto cuts shows a degradation in JUNO expected sensitivity.

Figure 6.14. Impact of a different rate of cosmogenic 9Li-8He background on the pre-
cision measurement of the solar oscillation parameters, at one year of
data-taking. The nominal results are in black, while the cases of a rate
multiplied by 0.01, 0.1, 10, and 100 are shown in red, orange, green, and
blue, respectively. The vertical dotted lines correspond to the nominal
value of the parameter. The grey area corresponds to the uncertainties of
the nominal case.

Changing rate and shape uncertainties of the backgrounds

When the detector is switched on at the beginning of data-taking, and during the
first year which is the period considered in these studies, backgrounds will not be
known with a great precision. For this reason, we would like to investigate the
impact of using more conservative background uncertainties in the fit.

The procedure followed here is the same as the one explained at the beginning
of section 6.4.1 used to obtain Fig. 6.11; to ease the comparison, the results shown
in Fig. 6.11 are also reported in transparent colors in Fig. 6.15 and are labelled
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as "nominal". In the evaluation of the contribution of each background, both the
rate and shape uncertainties are multiplied by a factor of 2, and the results are
shown in solid colors in Fig. 6.15.

(a) Background impact on ∆m2
21. (b) Background impact on sin2 θ12.

Figure 6.15. The impact of backgrounds on (a) ∆m2
21 and (b) sin2 θ12 with nominal

background rate, but by increasing both the rate and shape uncertainties
by a factor of 2, is shown in solid colors. For comparison, the results with
nominal uncertainties are shown in transparent colors. See the text for
more detail on the meaning of each column.

We see a similar behavior compared to the nominal case, with each background
showing a greater contribution. The effect of the correlations that can be seen
by comparing the column "Sum" with the column "Bkg free" is also maintained.
The uncertainty on ∆m2

21 and sin2 θ12 due to backgrounds increases by about 15%
and 10%, respectively. Using more conservative uncertainties on the backgrounds
does not have a big impact, resulting in a small worsening of the precision on the
measurement of the solar oscillation parameters.

6.4.2 Impact of the reactor rate uncertainty

From Fig. 6.9, we can see that a significant source of uncertainty, especially for
sin2 θ12, is given by the reactor rate (reactor correlated) uncertainty. The value
of 2% listed in Table 6.3 is inherited by the measurement of the flux by the Daya
Bay experiment [84].

The aim of this section is to estimate the impact of the reactor rate uncertainty
on the precision measurement of the solar oscillation parameters. In this study,
the matter density, the detector-related nuisance parameters, and all backgrounds
are fixed in the fit; only the oscillation parameters and Nrea are free parameters
of the fit. To do so, we scan the reactor rate uncertainty from a very optimistic
value of 0.1% to the pessimistic estimation of 100%. The scan is performed for
1, 6, and 20 years of data-taking; the results are shown in Figs. 6.16a and 6.16b
for ∆m2

21 and sin2 θ12, respectively.
As it can be seen in Fig. 6.16a, the parameter ∆m2

21 is only slightly affected
by the reactor rate uncertainty, with the precision being constant for all three
data-taking periods.
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(a) Expected precision on ∆m2
21. (b) Expected precision on sin2 θ12.

Figure 6.16. Expected precision on (a) ∆m2
21 and (b) sin2 θ12 as a function of the

reactor rate uncertainty for 1 (blue), 6 (orange), and 20 (green) years of
data-taking. The vertical dashed line refers to the nominal rate uncer-
tainty of 2%.

On the contrary, the precision of sin2 θ12 has a significant dependence on the
value of the reactor rate uncertainty, with different behaviors for different data-
taking times. In fact, at one year of data-taking, the statistics is low and the rate
of reactor νe still plays an important role: the precision on sin2 θ12 varies from
about 0.9% in the most optimistic scenario to about 1.2% in the most pessimistic
one. At the nominal value, identified with the vertical dashed line, we are exactly
in the middle of the transition between the two scenarios. For this reason, it is
crucial to investigate the model of the reactor spectrum as done in chapter 3 and
provide a precise estimation not only of the shape but also of the flux, so that we
could improve the precision on sin2 θ12.

On the other hand, at 20 years of data-taking, we see a smaller separation
between the two opposite scenarios. In fact, for longer data-taking periods, we
are no longer statistically dominated and the precision is driven by the shape of
the spectrum which can be affected and distorted by systematic uncertainties. In
particular, the shape is affected by the light emission non-linearity and the energy
resolution of the detector response, thus it is important to study it in detail, as
proposed in chapter 4.

6.5 Results and discussion

In this section, we report the final estimation of the expected precision in the
measurement of the solar oscillation parameters, ∆m2

21 and sin2 θ12.
The JUNO experiment is expected to achieve an unprecedented sub-percent

precision in the measurement of the solar oscillation parameters. In fact, after
1 year of data-taking the expected precision is 0.62% and 1.16% for ∆m2

21 and
sin2 θ12, respectively, already improving the current precision of 2.39% and 4.23%
from PDG2022 [2]. The results are obtained by including all expected sources
of systematic uncertainties in the fit. From Fig. 6.13, we can see that the two
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parameters are not correlated with each other.

Figure 6.17. The plot at the bottom left shows the contour plot between ∆m2
21 and

sin2 θ12 at 68%, 95%, and 99% confidence level; the two parameters show
no correlation. The other two plots show the posterior distributions of the
two solar oscillation parameters

Furthermore, the measurement done with reactor neutrinos could be further
checked by the independent measurement performed with solar neutrinos, as an-
ticipated in section 2.2.

Table 6.8. Precision on the measurement of ∆m2
21 and sin2 θ12 for different data-taking

periods. For comparison, the current precision from the Particle Data Group
global fit is shown in the last column.

σ 1 year 6 years 20 years PDG2022 [2]

∆m2
21 0.62% 0.34% 0.24% 2.39%

sin2 θ12 1.16% 0.58% 0.39% 4.23%

In Table 6.8, the expected precision at 6 years and 20 years of data-taking
are listed together with the precision at one year and the current precision, while
Fig. 6.18 shows the χ2 profile for ∆m2

21 on the left and sin2 θ12 on the right for
the three different exposures. As it can be seen, there is a big improvement in
the precision by going from one year to six years, while a smaller increase of the
precision is obtained for longer data-taking periods. This can be explained with
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the help of Fig. 6.19, which shows the evolution in time of the precision of the two
solar parameters. At the beginning of data-taking, the precision is dominated by
the statistical uncertainty, which decreases in time. On the contrary, for long
exposures, the results are dominated by systematic uncertainties, and the preci-
sion saturates. To improve the precision also for longer exposures, systematics
uncertainties should be studied and reduced.

Figure 6.18. Profile of the cost function, χ2, for ∆m2
21 (left) and sin2 θ12 (right) at

1 year, 6 years, and 20 years of data-taking. All sources of systematic
uncertainties are included in the fit.

Conclusion

The JUNO experiment is expected to measure the solar oscillation parameters
with unprecedented sub-percent precision. After one year of data-taking, JUNO
will reach a sub-percent precision as far as ∆m2

21 is concerned, while it will improve
the precision on sin2 θ12 compared to the state-of-the-art.

In parallel to JUNO, there are other neutrino detectors currently under con-
struction and that will begin data-taking shortly after JUNO: DUNE and Hyper-
K. DUNE is a neutrino beam experiment with the main goal of determining
the neutrino mass ordering and the CP violation; nonetheless, it will also pro-
vide an improved measurements of the solar oscillation parameters, although not
competitive with JUNO. Hyper-K, that will detect mainly beam neutrinos and
atmospheric neutrinos, will also be sensitive to the neutrino mass ordering and the
CP violation in the neutrino sector, and is sensitive to the atmospheric oscillation
parameters, while it’s not competitive with JUNO in the solar sector.
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Figure 6.19. Evolution of the relative uncertainties of ∆m2
21 (blue) and sin2 θ12 (orange)

with data-taking time. The dashed vertical line corresponds to one year
of data-taking, while the dashed-dotted vertical line corresponds to six
years of data-taking.





Conclusion

JUNO is a multi-purpose neutrino experiment that is currently being built to
further investigate the quantum phenomenon of neutrino oscillations. JUNO will
detect electron antineutrinos produced at nearby nuclear reactors and is expected
to the determine the neutrino mass ordering with a 3σ significance in about six
years of data-taking and to measure three of the oscillation parameters (∆m2

21,
∆m2

31, and sin2 θ12) with an unprecedented sub-percent precision. In this work,
I focused on the estimation of the expected precision that the JUNO experiment
can reach in the measurement of the solar oscillation parameters, ∆m2

21 and
sin2 θ12, after one year of data-taking. To this end, I addressed some experimen-
tal issues relevant to the analysis that could possibly spoil JUNO results if not
properly addressed: modelling the electron antineutrinos source; modelling the
relationship between the deposited energy in the detector and the light emitted
by the liquid scintillator, which is a key component of the detector response; the
mass testing of the photomultiplier readout boards; and finally the impact of
backgrounds in the analysis.

In chapter 3, I presented a method to evaluate the prediction for JUNO reactor
spectrum based on recent data from the Daya Bay experiment. This method is to
be preferred to the currently employed model developed by Huber and Mueller,
because it takes into account the proper flux normalization and the spectral
distortion, which are not included in the Huber Mueller model. I also investigated
the effect of the changes in the fuel composition, and thus in the fission fractions,
during one operational cycle of a reactor core, showing that both the rate and
shape of the antineutrino spectrum are affected.

Finally, I focused on the evaluation of the uncertainty budget of the prediction
of the reactor spectrum. In particular, I devoted great effort to study the 2D
interpolation of the covariance matrix in order to match JUNO finer binning.
The study on the uncertainty presented here does not provide a definite answer
yet and further studies are needed.

In chapter 4, I presented a novel method based on a simple output of Geant4
simulations to model the scintillation non-linearity with just one free parameter,
the Birks’ constant kB. I built and tuned the model based on the scintillation
light detected when deploying the gamma calibration sources; the value of the
Birks’ constant obtained from the tuning was found to be within 1% from the
input value. Then, I applied the model to e− and e+ to obtain the respective
non-linearity curves, so that all particles are treated with the same approach.
For all particles, the comparison between the model prediction and the mock
data shows a relative difference within 0.1%, providing a good consistency check
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of the model.
The non-linearity model presented in this work only describes the non-linearity

of the light emission through the scintillation process. An additional source of
non-linearity is introduced by the Cherenkov effect, so future studies could focus
in trying to incorporate this effect into the non-linearity model. In addition, it
might also be interesting to study the effect of the production cut in the Geant4
simulations on the model, as already investigated by the Daya Bay collabora-
tion [88].

In chapter 5, I described the mass testing of 6950 electronics readout boards
for the 20-inch PMT system. I developed the test protocol so that it could also
be operated remotely since the mass testing lasted for about ten months during
the Covid pandemic. The protocol consisted of several tests to check the connec-
tivity of the devices to the local network, to check basic features of the collected
waveforms, e.g., the noise, and to monitor several slow control parameters of the
board, like the internal temperature. Only 8 GCUs were discarded on the basis of
the tests presented and the established criteria; another 56 GCUs were discarded
due to issues that arose during the assembling procedure. In total, 6886 GCUs
were accepted, while only 64 were rejected, providing a final acceptance yield of
99.1%.

Finally, I evaluated the expected precision in the measurement of the solar
oscillation parameters, ∆m2

21 and sin2 θ12, as reported in chapter 6. The results
were obtained by including all expected sources of systematic uncertainties in the
fit. The values of the expected precision at three different data-taking periods
are listed in the following table:

σ 1 year 6 years 20 years PDG2022 [2]

∆m2
21 0.62% 0.34% 0.24% 2.39%

sin2 θ12 1.16% 0.58% 0.39% 4.23%

After 1 year of data-taking, the expected precision is 0.62% and 1.16% for
∆m2

21 and sin2 θ12, respectively, already improving the current precision of 2.39%
and 4.23% from PDG2022 [2]. The expected precision at 6 years and 20 years
of data-taking are also listed. There is a big improvement in the precision by
going from one year to six years, while a smaller increase of the precision is
obtained for longer data-taking periods. In fact, at the beginning of data-taking,
the precision is dominated by the statistical uncertainty, which decreases in time.
On the contrary, for long exposures, the results are dominated by systematic
uncertainties, and the precision saturates. Systematic uncertainties should be
studied and reduced to improve the precision also for longer exposures.

In this work, I found that background uncertainties constitute a major source
of systematic uncertainty for both solar parameters; in particular, geo-neutrinos
play a significant role. For the solar mixing angle, sin2 θ12, I found that the
uncertainty on the reactor rate also plays a role, especially at short exposures.

In parallel to JUNO, there are other neutrino detectors currently under con-
struction and that will begin data-taking shortly after JUNO, i.e., DUNE and
Hyper-K, although none of them will be competitive with JUNO in the solar
sector.



Appendix A

Uncertainty treatment in the
modelling of the reactor spectrum:
Supplemental material

Supplemental material related to the treatment of uncertainties in the modelling
of the reactor spectrum described in chapter 3 is now presented.

A.1 Tabulated spectra and uncertainties

The tabulated spectrum and uncertainties for 241Pu from the conversion method
by Huber [73] are listed in Table A.1, while for 238U from the ab initio method by
Mueller et al. [75] are listed in Table A.2; the tabulated values for 235U and 239Pu
are not shown since the spectra from Daya Bay are used in the antineutrino-
driven model. The values are tabulated for the antineutrino energy ranging from
2MeV to 8MeV with a bin width of 0.25MeV. The spectrum is give in units of
antineutrino per fission per MeV, while uncertainties are given in percent at 1σ
(68% CL).

For 241Pu, the uncertainties in columns 3 and 4 are related to the conversion
procedure and are fully uncorrelated between bins, while the uncertainties in
columns 5 and 6 are theoretical uncertainties and are fully correlated between
bins. Finally, the uncertainty in column 7 is related to the normalization of the
original ILL data and is fully correlated between bins. For more details on the
uncertainties refer to [73].

For 238U, the uncertainty in column 3 is obtained by propagating the un-
certainties from nuclear databases to the antineutrino spectrum and has partial
correlation among bins below 3.5MeV; this partial correlation is investigated in
section A.3. The uncertainties in columns 4 and 5 are theoretical uncertainties,
with the former being uncorrelated between bins and the latter fully correlated
between bins. Finally, the uncertainty in column 6 is related to the missing in-
formation of the nuclear databases and is uncorrelated between bins. For more
details on the uncertainties refer to [75].

The uncertainties related to the Daya Bay spectra are already available in the
form of a covariance matrix in the supplemental material of [67]; the spectra are
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also provided as supplemental material.

Table A.1. Tabulated spectrum and uncertainties for 241Pu from the conversion method
by Huber [73]. The first and second columns are the antineutrino energy
and the antineutrino spectrum, respectively, while the other columns list
various sources of uncertainties, which are given in percent at 1σ (68%
CL). The uncertainties in columns 3 and 4 are related to the conversion
procedure and are fully uncorrelated between bins. On the other hand,
the uncertainties in columns 5 and 6 are theoretical uncertainties and are
fully correlated between bins. The uncertainty in column 7 is related to the
normalization of the original ILL data and is fully correlated between bins.

Eν ν spectrum stat. bias err. Z̄ WM norm.
[MeV] fission−1 MeV−1 [%] [%] [%] [%] [%]

2.00 1.26 1.7 0.18 +0.16
0

0
−0.18 1.8

2.25 1.08 1.6 0.34 +0.13
0

0
−0.12 1.8

2.5 8.94 · 10−1 1.4 0.33 +0.079
0

+0.099
−0.23 1.8

2.75 7.77 · 10−1 1.4 0.2 +0.024
0

+0.24
−0.34 1.8

3.00 6.41 · 10−1 1.6 0.12 +0
−0.041

+0.38
−0.46 1.8

3.25 5.36 · 10−1 1.6 0.15 +0
−0.12

+0.52
−0.57 1.8

3.5 4.39 · 10−1 1.6 0.22 +0
−0.2

+0.65
−0.68 1.8

3.75 3.46 · 10−1 1.4 0.2 +0
−0.29

+0.79
−0.8 1.8

4.00 2.82 · 10−1 1.5 0.11 +0
−0.39

+0.93
−0.91 1.8

4.25 2.2 · 10−1 1.9 0.17 +0
−0.5

+1.1
−1. 1.9

4.5 1.66 · 10−1 2.5 0.29 +0
−0.62

+1.2
−1.1 1.9

4.75 1.25 · 10−1 2.5 0.48 +0
−0.75

+1.3
−1.2 1.9

5.00 9.74 · 10−2 2.3 0.033 +0
−0.89

+1.5
−1.4 1.9

5.25 7.47 · 10−2 2.3 0.14 +0
−1.

+1.6
−1.5 1.9

5.5 5.58 · 10−2 2.6 0.13 +0
−1.2

+1.8
−1.6 1.9

5.75 4.11 · 10−2 3.2 0.21 +0
−1.4

+1.9
−1.7 1.9

6.00 3.05 · 10−2 4. 0.09 +0
−1.5

+2.
−1.8 1.9

6.25 1.98 · 10−2 4.4 0.33 +0
−1.7

+2.2
−1.9 1.9

6.5 1.54 · 10−2 4.5 0.43 +0
−1.9

+2.3
−2. 1.9

6.75 1.09 · 10−2 4.7 0.074 +0
−2.1

+2.5
−2.2 1.9

7.00 7.75 · 10−3 4.8 0.39 +0
−2.3

+2.6
−2.3 1.9

7.25 4.47 · 10−3 6.3 0.36 +0
−2.5

+2.7
−2.4 2.

7.5 2.9 · 10−3 7.7 0.3 +0
−2.8

+2.9
−2.5 2.

7.75 1.78 · 10−3 8.3 0.063 +0
−3.

+3.
−2.6 2.

8.00 1.06 · 10−3 12. 0.63 +0
−3.3

+3.2
−2.7 2.

A.2 Covariance matrix interpolation: Fit of ToyMC
spectra

More details on the fit of the ToyMC spectra used to interpolate the covariance
matrix introduced in section 3.5 are now presented. We start by discussing the
procedure taking 241Pu as an example, and in the following section we present
the results also for 238U.
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Table A.2. Tabulated spectrum and uncertainties for 238U from the ab initio method
by Mueller et al. [75]. The first and second columns are the antineutrino
energy and the antineutrino spectrum, respectively, while the other columns
list various sources of uncertainties, which are given in percent at 1σ (68%
CL). The uncertainty in column 3 is obtained by propagating the uncertain-
ties from nuclear databases to the antineutrino spectrum and has partial
correlation among bins below 3.5MeV. The uncertainties in columns 4
and 5 are theoretical uncertainties, with the former being uncorrelated be-
tween bins and the latter fully correlated between bins. The uncertainty in
column 6 is related to the missing information of the nuclear databases and
is uncorrelated between bins.

Eν ν spectrum Nuclear Forbid. AC,W Missing
[MeV] fission−1 MeV−1 databases [%] treatment [%] corrections [%] info. [%]

2.00 1.43 1.2 0.2 0.1 10
2.25 1.26 1.3 0.2 0.2 10
2.50 1.12 1.3 0.1 0.3 10
2.75 9.80 · 10−1 1.3 0.1 0.3 10
3.00 8.70 · 10−1 1.4 0.4 0.4 10
3.25 7.57 · 10−1 1.6 0.7 0.5 10
3.50 6.40 · 10−1 1.7 0.1 0.5 10
3.75 5.39 · 10−1 1.9 1.3 0.6 10
4.00 4.50 · 10−1 2.2 1.6 0.6 10
4.25 3.67 · 10−1 2.5 1.6 0.7 10
4.50 2.94 · 10−1 2.8 1.4 0.8 10
4.75 2.32 · 10−1 3.2 1.0 0.8 10
5.00 1.83 · 10−1 3.8 0.5 0.9 10
5.25 1.43 · 10−1 4.4 0.2 0.9 10
5.50 1.10 · 10−1 5.2 0.2 0.9 15
5.75 8.35 · 10−2 6.1 0.2 0.9 15
6.00 6.21 · 10−2 7.1 0.2 1.0 15
6.25 4.70 · 10−2 8.0 0.3 1.0 15
6.50 3.58 · 10−2 9.0 0.4 1.1 15
6.75 2.71 · 10−2 10.1 0.4 1.1 15
7.00 1.95 · 10−2 10.9 0.5 1.1 20
7.25 1.32 · 10−2 11.0 0.7 1.1 20
7.50 8.65 · 10−3 10.7 0.8 1.1 > 20
7.75 6.01 · 10−3 11.1 0.8 1.2 > 20
8.00 3.84 · 10−3 13.3 1.2 1.3 > 20
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Fit of 241Pu sampled spectra

The sampled spectra are fitted using the scipy.optimize.curve_fit function.
Three different fit modes are used: (1) a χ2-like function with no uncertainty
(equivalently, a χ2 fit with the uncertainty at the denominator fixed to 1); (2)
a standard χ2 fit, where the uncertainties are taken equal to the square root of
the diagonal values of the covariance matrix; (3) a χ2 fit taking into account the
whole covariance matrix.

The same set of sampled spectra is used with the three fitting modes. The
distributions of the best-fit parameters are shown in Fig. A.1. For the case of
no uncertainties used in the fit, the distributions of the parameters are not sym-
metric, as it is clearly visible in Fig. A.1a. Comparing Figs. A.1b and A.1c, it
can be seen that the use of the covariance matrix in the fit has an impact on the
resulting best-fit parameters. The expected best-fit values from Huber are also
shown as vertical solid black lines; the parameter distributions for the third case,
where the covariance matrix is used, are peaked at the expected values; in the
other case, a bias is visible.

Figure A.2 shows the reduced χ2 distributions for the three fitting modes; the
number of degrees of freedom is the number of bins (25) minus the number of
parameters (6) of the fitting function, Eq. (3.16), hence 25 − 6 = 19. The slight
difference in the distribution between the second and third modes is another proof
of the impact of the covariance matrix in the fit.

Figure A.3 shows a few best-fit curves for the three fitting modes. As a
reference, the Asimov spectrum is also shown as black dots. From the comparison
between the best-fit curves and the Asimov dataset, it can be seen that the
parametric fit function, Eq. (3.16), is smoother than the Asimov, thus it is not
able to reproduce the finer structures of the original spectrum. The covariance
matrices for the three fitting modes where the Asimov spectrum is used as the
expectation value in Eq. (3.15), displayed in the middle row of Fig. 3.21 (panels
(d), (e), and (f)), show features that are not present in the original matrix and
are probably introduced by the difference in smoothness between the Asimov and
the fit function.

Then, the mean spectrum is evaluated from all best-fit curves, which is shown
as red dots in Fig. A.3. As it can be seen, the mean spectrum does not match the
Asimov dataset and is a better representative of the best-fit curves. The mean
spectrum is used as the expectation value in Eq. (3.15) and the resulting matrices
are shown in the bottom row of Fig. 3.21. The matrix in panel (g) is still not
matching the original matrix, and this is probably related to the fact that no
uncertainty was used in the fit. On the other hand, the matrices in panels (h)
and (i) show a good resemblance with the original matrix, as far as the correlation
pattern is concerned, but are not able to retrieve the diagonal.

We can conclude that the use of a smooth fit function allows us to reproduce
the correlation between bins, while it gives no information on bin-to-bin uncorre-
lated uncertainties (which should be statistical Poissonian fluctuations) and is not
able to describe fine structures of the spectrum. The best fit configuration is the
one corresponding to panel (i), where fitting mode (3) with the covariance matrix
is used and the mean spectrum is used as the expectation value in Eq. (3.15).
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(a) Best-fit parameters with no uncertainty.

(b) Best-fit parameters with uncertainties but no
correlation.

(c) Best-fit parameters with the covariance matrix.

Figure A.1. Parameter distributions from the fits on 241Pu ToyMC spectra: (a) no
uncertainty is used in the fit; (b) the diagonal elements of the covariance
matrix are used as uncertainties in the fit; (c) the covariance matrix is used
in the fit. The vertical solid black lines are the expected best-fit values from
Huber; the distributions for case (c) are peaked at the expected values. A
slight difference from case (b) to (c) indicates the impact of a non-diagonal
covariance matrix in the fit.
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Figure A.2. Goodness of fit for 241Pu ToyMc spectra: the distributions of the reduced
χ2 are shown for the fit with no uncertainty (left), with uncertainties but
no covariance matrix (middle), and with the covariance matrix (right).

Figure A.3. The plot shows 20 best-fit curves from the fitting of 241Pu ToyMC spectra
for the fit with no uncertainty (left), with uncertainties but no covariance
matrix (middle), and with the covariance matrix (right). The Asimov
(black dots) and the mean (red dots) spectra are also shown.
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Fit of 238U sampled spectra

We now present the same analysis for 238U.
Figure A.4 shows the distributions of the parameters from the fit of the 238U

ToyMC spectra. Since the covariance matrix for this isotope is almost diagonal,
there is not much difference in the fit with or without the covariance matrix,
as can be seen by the comparison between Figs. A.4b and A.4c. The expected
best-fit values from Mueller et al. are also shown as vertical solid black lines.
The distributions, even in the case with the covariance matrix, are not centered
around the expected values, because we are using the spectrum from Estienne et
al.which cannot be described with Mueller’s parameters; Estienne et al. do not
provide new estimates of the parameters for their new 238U spectrum based on
the parametrization of Eq. (3.16).

Figure A.5 shows the reduced χ2 distributions for the three fitting methods.
Also in this case, we can see no difference between the distributions of the second
and third fitting modes, because the covariance matrix is almost diagonal.

Figure A.6 shows a few best-fit curves for the first and the third fitting modes;
the second mode is not shown because it’s identical to the third one. From the left
plot of the figure, it can be seen that without any uncertainties in the fit, the use
of a smooth 6-parameter curve introduces non-physical features in the spectrum,
especially around the peak and in the high energy part of the spectrum.

The Asimov spectrum is shown as black dots in Fig. A.6. The Asimov spec-
trum is used as the expectation value in the evaluation of the covariance matrix,
Eq. (3.15); the resulting covariance matrices are shown in the middle row of
Fig. 3.22, in panels (d), (e), and (f). Similarly to 241Pu, these matrices display
features which are not present in the original matrix.

Then, we use the mean spectrum as the expectation values, since it better
describes the best-fit curves; the resulting matrices are shown in the bottom row
of Fig. 3.22, in panels (g), (h), and (i). Contrary to what happened with 241Pu,
we see no improvement by going from the Asimov to the mean spectrum. This is
probably due to the fact that the covariance matrix is almost diagonal, and we
concluded with 241Pu that this method works fine to reproduce the correlation
between bins, but not the diagonal contribution.

A.3 Impact of partial correlation in the 238U un-
certainty budget

In the uncertainty budget of 238U by Mueller et al., the contribution from the
nuclear databases presents a partial correlation between bins in the low energy
part of the spectrum, in the range from 2MeV to 3.5MeV. In the studies done
in section 3.5, this contribution is considered as bin-to-bin uncorrelated, hence
a diagonal matrix. In this section, we investigate the impact of the additional
partial correlation.

The total covariance matrix with the partial correlation contribution can be
seen in Fig. A.7 on the right; for comparison, the matrix without the contribution
is shown on the left. The effect of this contribution is small, and is visible in the
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(a) Best-fit parameters with no uncertainty.

(b) Best-fit parameters with uncertainties.

(c) Best-fit parameters with covariance matrix.

Figure A.4. Parameter distributions from the fits on 238U ToyMC spectra: (a) no
uncertainty is used in the fit; (b) the diagonal elements of the covariance
matrix are used as uncertainties in the fit; (c) the covariance matrix is
used in the fit. The vertical solid black lines are the expected best-fit values
from Mueller et al., which are not retrieved by the fit since we are using the
Asimov spectrum from Estienne et al. Since the 238U covariance matrix
is almost a diagonal matrix, there is no significant difference between (b)
and (c).
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Figure A.5. Goodness of fit for 238U ToyMc spectra: the distributions of the reduced
χ2 are shown for the fit with no uncertainty (left), and with uncertainties
but no covariance matrix (middle), with the covariance matrix (right).

Figure A.6. The plot shows 20 best-fit curves from the fitting of 238U ToyMC spectra
for the fit with no uncertainty (left), and with the covariance matrix (right);
the case with uncertainty and no covariance matrix is not shown because
there is not difference from the covariance matrix case. The Asimov (black
dots) and the mean (red dots) spectra are also shown. From the plot on
the left, it is clearly visible that the fit without any uncertainties is not
able to well reproduce the expected spectrum.
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bottom left corner of the matrix as a correlation pattern between the first 6 bins.
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Figure A.7. Covariance matrices for 238U without partial correlation (left) and with
partial correlation (right).

To check the impact of the partial correlation to the uncertainty budget, 10k
ToyMC spectra were generated for both matrices of Fig. A.7. The heat maps
of the generated spectra are shown in Fig. A.8 for the matrix without partial
correlation, on the left, and with partial correlation, on the right. The two
matrices seem to produce the same uncertainty band. As a reference, the Asimov
dataset is also shown in black dots.

Following the same procedure done for the comparison of the different in-
terpolation methods in section 3.5.3, we evaluate the 16-th, median, and 84-th
percentile curves for the two datasets. Finally, a comparison of the curves from
the two matrices is presented in Fig. A.9: the 16-th percentile on the left, the
median in the middle, and the 84-th percentile on the right. Solid lines corre-
spond to the dataset obtained without the inclusion of the partial correlation,
while dashed lines correspond to the dataset with this additional contribution. It
can be seen that the relative difference, displayed in the bottom panels, is below
1% for all three curves in the whole energy range. Furthermore, the difference
at low energies, where this contribution should have an impact, is lower than at
high energies, where relative uncertainties are higher.

We can conclude that the partial correlation of the contribution from the
nuclear databases to the 238U uncertainty budget has a negligible impact, thus
not affecting the study done in section 3.5.3.
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Geant4-based model of the light
emission: Supplemental material

Supplemental material to the modelling of the scintillation light emission in a
liquid scintillator of chapter 4 is now presented.

B.1 Liquid scintillator composition and parame-
ters in the stand-alone Geant4 framework

The composition of JUNO liquid scintillator mixture is listed in Table B.1, while
Table B.2 summarizes some of its properties.

Table B.1. Composition of JUNO liquid scintillator, inherited from the Daya Bay ex-
periment.

Element Concentration [%]

C 0.87924
H 0.1201
O 0.00034
N 0.00027
S 0.00005

Table B.2. Properties of JUNO liquid scintillator, as defined in Geant4.

Property Value

Density 0.859 g/cm3

Radiation length 51.667 cm
Nuclear interaction length 80.778 cm
Mean ionization energy 57.890 eV
Temperature 293.15K
Pressure 1.00 atm
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B.2 Geant4 production cuts
A cut in the production of secondary particles is introduced in the Geant4 simula-
tion framework for those processes with a divergent cross section at low energies,
like ionization and Bremsstrahlung, to reduce the computational time and re-
sources that are needed. The production cut is provided as a distance, which is
then converted in a threshold energy based on the particle and the material. The
production cuts as threshold energies are listed in Table B.3 for γ, e−, and e+ for
JUNO liquid scintillator mixture and for various cut lengths.

When a primary particle no longer has enough energy to produce secondary
particles which travel at least the given threshold length, the discrete energy
loss stops and no more secondaries are produced. Then, the primary particle
is tracked down to zero energy using a continuous energy loss; in this way, the
correct stopping location of the primary particle is preserved.

The presence of production cuts influences the number and the energy distri-
bution of the secondary particles, as described in the next section.

Table B.3. Production cuts converted from a length threshold to an energy threshold
for γ, e−, and e+ for JUNO liquid scintillator.

threshold [keV] 1000 µm 100 µm 10 µm 1 µm

γ 2.2 10 · 10−3 10 · 10−3 10 · 10−3

e− 324.7 79.7 11.6 193.2 · 10−3

e+ 316.4 78.7 11.4 191.1 · 10−3

B.3 Distributions of secondary particles
The number and energy distributions of secondary particles for e−, γ, and e+ in
JUNO liquid scintillator are now discussed. The production cut is set to 100 µm
for e− and e+ and to 1000 µm for γ.

B.3.1 Distributions of secondary particles for e−

Electrons are simulated at various initial energies: from 0.1MeV to 1.0MeV with
a step of 0.1MeV, 5.0MeV, and 10.0MeV.

Figure B.1a shows the distribution of the number of secondary charged parti-
cles produced by the interaction of electrons with JUNO liquid scintillator. The
peak on the left is populated by delta-rays produced during the ionization pro-
cess; the shoulder on the right is populated by low-energy electrons after having
undergone Compton scattering by Bremsstrahlung gammas. The energy distri-
bution of the secondary charged particles is shown in Fig. B.1b. The sharp edge
at about 80 keV is due to the production cut on the ionization process, which is
set to 100 µm (see Table B.3). Below 80 keV, the energy spectrum is populated
by electrons undergoing Compton scattering, which has no divergent term at low
energy, thus no production cut is applied.
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(a) Number of secondary charged particles. (b) Energy of secondary charged particles.

Figure B.1. (a) Distribution of the number and (b) energy distribution of secondary
charged particles produced by the interaction of electrons with JUNO liq-
uid scintillator, for different values of the electron initial energy.

Figure B.2a shows the distribution of the number of secondary neutral parti-
cles produced by the interaction of electrons with JUNO liquid scintillator. The
energy distribution of the secondary neutral particles is shown in Fig. B.2b. A
production cut is applied also to the Bremsstrahlung process, in fact, a sharp
edge similar to the one in Fig. B.1b is visible at about 2 keV, corresponding to
a cut of 1000 µm; the region below 2 keV is not populated since gammas are not
produced at such low energies in any other processes. For electron initial energy
above a few megaelectronvolts, Bremsstrahlung gammas have enough energy to
undergo conversion into an electron-positron pair; then, the positron interacts
with an electron of the medium producing two annihilation gammas, which are
visible in Fig. B.2b as a sharp peak at 511 keV.

(a) Number of secondary neutral particles. (b) Energy of secondary neutral particles.

Figure B.2. (a) Distribution of the number and (b) energy distribution of the sec-
ondary neutral particles produced by the interaction of electrons with
JUNO liquid scintillator, for different values of the electron initial energy.
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B.3.2 Distributions of secondary particles for γ

Gammas are simulated at various initial energies, corresponding to the single γ
peaks of JUNO calibration sources, as listed in Table 4.1.

Figure B.3a shows the distribution of the number of secondary charged par-
ticles produced by the interaction of gammas with JUNO liquid scintillator. The
peak on the left is populated by electrons undergoing Compton scattering by the
primary γ. The shoulder on the right arises by the fact that high energy gam-
mas might convert to an electron-positron pair; both the electron and positron
produce gammas through Bremsstrahlung, which then undergo Compton scat-
tering producing additional charged secondaries. The energy distribution of the
secondary charged particles is shown in Fig. B.1b and was already discussed in
section 4.1.

(a) Number of secondary charged particles. (b) Energy of secondary charged particles.

Figure B.3. (a) Distribution of the number and (b) energy distribution of secondary
charged particles produced by the interaction of gammas with JUNO liquid
scintillator, for different values of the gamma initial energy.

Figure B.4a shows the distribution of the number of secondary neutral parti-
cles produced by the interaction of gammas with JUNO liquid scintillator. The
energy distribution of the secondary neutral particles is shown in Fig. B.4b. Sec-
ondary neutral particles are produced by secondary charged particles through
Bremsstrahlung. Since high energy gammas can undergo pair production, a sharp
peak at 511 keV due to positrons annihilating in the medium is clearly visible.

B.3.3 Distributions of secondary particles for e+

Positrons are simulated at various initial energies: 0.1MeV, 0.5MeV, and from
1.0MeV to 10.0MeV with a step of 1.0MeV.

Figure B.5a shows the distribution of the number of secondary charged par-
ticles produced by the interaction of positrons with JUNO liquid scintillator.
Charged secondary particles are mainly produced by Compton scattering of the
two annihilation gammas; in fact, the peak of the distribution is almost twice
the one corresponding to a 511 keV γ shown in Fig. B.3b. At higher energies,
the peak shifts towards the right due to additional Bremsstrahlung gammas un-
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(a) Number of secondary neutral particles. (b) Energy of secondary neutral particles.

Figure B.4. (a) Distribution of the number and (b) energy distribution of the sec-
ondary neutral particles produced by the interaction of gammas with
JUNO liquid scintillator, for different values of the gamma initial energy.

dergoing Compton scattering. The energy distribution of the secondary charged
particles is shown in Fig. B.5b.

(a) Number of secondary charged particles. (b) Energy of secondary charged particles.

Figure B.5. (a) Distribution of the number and (b) energy distribution of secondary
charged particles produced by the interaction of positrons with JUNO liq-
uid scintillator, for different values of the positron initial kinetic energy.

Figure B.6a shows the distribution of the number of secondary neutral parti-
cles produced by the interaction of positrons with JUNO liquid scintillator. Since
positrons always annihilate in the medium, there are at least two secondary gam-
mas; other secondary gammas are produced through Bremsstrahlung. The energy
distribution of the secondary neutral particles is shown in Fig. B.6b. The peak
at 511 keV from the positron annihilation is clearly visible.
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(a) Number of secondary neutral particles. (b) Energy of secondary neutral particles.

Figure B.6. (a) Distribution of the number and (b) energy distribution of the sec-
ondary neutral particles produced by the interaction of positrons with
JUNO liquid scintillator, for different values of the positron initial kinetic
energy.
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