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An extreme function which is nonnegative and discontinuous

everywhere
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Abstract

We consider Gomory and Johnson’s infinite group model with a single row. Valid
inequalities for this model are expressed by valid functions and it has been recently
shown that any valid function is dominated by some nonnegative valid function, modulo
the affine hull of the model. Within the set of nonnegative valid functions, extreme
functions are the ones that cannot be expressed as convex combinations of two distinct
valid functions. In this paper we construct an extreme function π : R → [0, 1] whose
graph is dense in R× [0, 1]. Therefore π is discontinuous everywhere.

1 Introduction

Given b ∈ R \ Z, Gomory’s single-row infinite group model is defined as the set Ib of finite
support functions y : R → Z+ (i.e., y takes value 0 on all but a finite subset of R) such that

∑

x∈R

y(x)x ≡ b.

We use the symbol “≡” for the congruence modulo 1. This model arises as a relaxation of
a single-row integer program in tableau form. We will use R(R) to denote the set of finite

support functions from R to R, and R
(R)
+ will denote the subset of these functions that are

nonnegative.
Note that, as b 6∈ Z, the function y0 that takes value 0 on all of R is not in Ib. We study

halfspaces in the space of finite support functions y : R → R that contain Ib but not y0. Any
such halfspace can be described by an inequality of the form

∑

x∈R

π(x)y(x) ≥ 1,

where the function π : R → R (which is not necessarily finite support) gives the coefficients
of the inequality. We use the notation Hπ to denote this halfspace, and call π a valid function
whenever Ib ⊆ Hπ.
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Valid functions were introduced by Gomory and Johnson in [9, 10] and they have been
the subject of intensive research, which is summarized in the recent surveys [3, 6, 7]. Valid
functions have been mostly studied under the nonnegativity assumption, i.e., π ≥ 0. Recently
Basu et al. [5] have shown that this assumption is legitimate, as any valid function has an
equivalent nonnegative form, see Theorem 2.4 below. The same theorem shows that valid
functions that take negative values exist and most of them have graphs which are dense in the
plane, which makes them intractable. We will elaborate this point in the next section. Up to
now, it was believed that such a pathological behavior could not happen when the function
is nonnegative. In this paper we construct an extreme function π : R → [0, 1] whose graph
is dense in R × [0, 1]. In the remainder we will assume that a valid function is nonnegative,
unless explicitly stated.

A valid function π : R → R+ dominates the valid function π̃ : R → R+ if π 6= π̃ and

π ≤ π̃ componentwise. Since Ib ⊆ R
(R)
+ and R

(R)
+ ∩Hπ ( R

(R)
+ ∩Hπ̃ whenever π dominates π̃,

we can say that π is a “better” function than π̃.
A valid function π : R → R+ is minimal if it is not dominated by another valid func-

tion. An application of Zorn’s lemma shows that every valid function that is not minimal is
dominated by a minimal function, see e.g. [8, Theorem1].

Gomory and Johnson [9, 10] proved the following characterization of minimal functions.

Theorem 1.1. A function π : R → R+ is minimal if and only if:

• π(x) + π(y) ≥ π(x+ y) for every x, y ∈ R (subadditivity);

• π(x) + π(b− x) = 1 for every x ∈ R (symmetry);

• π(z) = 0 for every z ∈ Z.

The above theorem implies π(b) = 1 and π(x) = π(x + z) for every x ∈ R and z ∈ Z

(periodicity). Therefore it suffices to define a minimal function on the interval [0, 1).

A valid function π : R → R+ is extreme if π1 = π2 for every pair of valid functions
π1, π2 : R → R+ such that π = 1

2π1 +
1
2π2. It is well known that every extreme function is

minimal.

“Complicated” extreme functions. The most well known extreme function is the (Go-
mory mixed-integer) GMI function: if we assume 0 < b < 1, the GMI function is

π(x) =

{

x
b

if 0 ≤ x ≤ b
1−x
1−b

if b ≤ x < 1.

The GMI function is piecewise linear and has two slopes.

In 2003, Gomory and Johnson [11] conjectured that extreme functions that are continuous
are always piecewise linear functions. Basu et al. [2] constructed a sequence of extreme
functions that are piecewise linear, have two slopes, but an increasing number of breakpoints.
The limiting function of such a sequence is an extreme function that is not piecewise linear.
This is a counterexample to the above conjecture.
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Gomory and Johnson constructed an extreme function that is piecewise linear with 3
slopes. It appears to be hard to construct extreme functions that are piecewise linear with
many slopes. Indeed, all known families of piecewise linear extreme functions had at most 4
slopes until 2013 when Hildebrand, in an unpublished result, constructed an extreme function
that is piecewise linear with 5 slopes. More recently Köppe and Zhou [12] constructed an
extreme function that is piecewise linear with 28 slopes and Basu et al. [4] constructed a
sequence of extreme functions that are piecewise linear, with strictly increasing number of
slopes. The limiting function of such a sequence is an extreme function with an infinite
number of slopes.

There are several constructions of nonnegative functions that are extreme and discon-
tinuous. However, to the best of our knowledge, these functions are piecewise linear with
a finite number of discontinuities all of which are jump discontinuities, with a notable ex-
ception: Köppe and Zhou [14, p. 338] constructed a function which is nonnegative, extreme
and discontinuous at all points in two subintervals of the [0, 1] interval. In this paper, we
construct a function that is nonnegative, extreme and whose graph is dense in R× [0, 1]. So
it is discontinuous everywhere and the left and right limits do not exist at any point. The
function in [14] also has no left and right limits at the points of discontinuity. The graph
of this function is not dense in R × [0, 1]; in fact, the closure of this graph is the union of
finitely many piecewise linear curves in R2. We refer to [13] for a discussion of discontinuities
in extreme functions.

2 The affine hull of Ib, Hamel bases and the nonnegative form

of a valid function

We summarize here some results that appear in [5] and are useful for our construction.
A function θ : R → R is additive if it satisfies the following Cauchy functional equation:

θ(u+ v) = θ(u) + θ(v) for all u, v ∈ R. (2.1)

Equation (2.1) has been extensively studied, see e.g. [1]. Given any c ∈ R, the linear
function θ(x) = cx is obviously a solution to (2.1). However, there are other solutions that
we describe below.

A Hamel basis for R is a basis of R over the field Q. In other words, a Hamel basis is
a subset B ⊂ R such that, for every x ∈ R, there exists a unique choice of a finite subset
{a1, . . . , at} ⊆ B and nonzero rational numbers λ1, . . . , λt such that

x =

t
∑

i=1

λiai. (2.2)

The existence of a Hamel basis B is guaranteed under the axiom of choice.
For every a ∈ B, let c(a) be a real number. Define θ as follows: for every x ∈ Rn, if (2.2)

is the unique decomposition of x, set

θ(x) =
t

∑

i=1

λic(ai). (2.3)
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It is easy to check that a function of this type is additive and the following theorem proves
that all additive functions are of this form [1, Theorem 10].

Theorem 2.1. Let B be a Hamel basis of Rn. Then every additive function is of the form
(2.3) for some choice of real numbers c(a), a ∈ B. Furthermore the graph of an additive
function that is not a linear function is dense in R× R.

The following result is an immediate extension of a result of Basu, Hildebrand and Köppe
(see [6, Propositions 2.2–2.3]) and appears in [5]. We define the affine hull of Ib as the smallest
affine subspace of R(R) that contains Ib.

Proposition 2.2. The affine hull of Ib is described by the equations

∑

p∈Rn

θ(p)y(p) = θ(b) (2.4)

for all additive functions θ : R → R such that θ(p) = 0 for every p ∈ Qn.

Remark 2.3. Assume b ∈ Q and let θ : R → R be an additive function such that θ(p) = 0
for every p ∈ Qn. Let π : R → R+ be a valid function which is piecewise linear, such as the
GMI function. The above proposition shows that the functions π and π + θ are equivalent in
the sense that

aff(Ib) ∩Hπ = aff(Ib) ∩Hπ+θ.

By Theorem 2.1, the graph of π + θ is dense in R× R.

Basu et al. [5] show the following:

Theorem 2.4. Assume b ∈ Q. For every valid function π for Ib, there exists an additive
function θ such that θ(p) = 0 for every p ∈ Qn and the valid function π′ := π + θ satisfies
π′ ≥ 0.

A similar theorem holds without the assumption b ∈ Q, see [5].

3 The construction

Fix b = 1/2. Let B be a Hamel basis of R such that b ∈ B. Then every x ∈ R can be uniquely
written in the form

x = λx
b b+

∑

a∈Ax

λx
aa,

where Ax is a finite subset of B and the coefficients λx
b , λ

x
a, a ∈ Ax are all rational.

Define the following function π : R → [0, 1]:

π(x) :=

{

λx
b − ⌊λx

b ⌋ if λx
b is not an odd integer,

1 if λx
b is an odd integer.

Note that π(x) ≡ λx
b for every x ∈ R.

Proposition 3.1. Function π is minimal for Ib.
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Proof. We show that π satisfies the conditions of Theorem 1.1. It is clear that π is nonnega-
tive. Also, if x ∈ Z then π(x) = 0 because λx

b is an even integer.

We now verify that π(x) + π(b − x) = 1 for every x ∈ R. Note that λb−x
b = 1 − λx

b . If

λx
b ∈ Z, then λb−x

b ∈ Z, and λb, λ
b−x
b have opposite parity. It follows that in this case exactly

one of π(x), π(b − x) takes value 0 and the other takes value 1, thus π(x) + π(b − x) = 1.
Therefore we now assume λx

b /∈ Z. Since π(x) ≡ λx
b and π(b − x) ≡ λb−x

b = 1 − λx
b , we have

π(x) + π(b − x) ∈ Z. Since 0 < π(x) < 1 and 0 < π(b − x) < 1 (as π is bounded between 0
and 1, and λx

b /∈ Z), we necessarily have π(x) + π(b− x) = 1.

We finally show that π(x)+π(y) ≥ π(x+y) for every x, y ∈ R. Note that λx+y
b = λx

b+λy
b . If

λx
b and λy

b are both even integers, then so is λx+y
b . Then in this case π(x) = π(y) = π(x+y) = 0

and therefore the inequality π(x) + π(y) ≥ π(x + y) is satisfied. Thus we now assume that
λx
b or λy

b is not an even integer. Note that in this case π(x) + π(y) > 0. Since π(x) ≡ λx
b and

π(y) ≡ λy
b , we have π(x) + π(y) ≡ λx

b + λy
b = λx+y

b ≡ π(x+ y). Thus π(x) + π(y) ≡ π(x+ y).
Since π(x) + π(y) > 0 and π(x+ y) ≤ 1, we conclude that π(x) + π(y) ≥ π(x+ y).

Proposition 3.2. Function π is extreme for Ib.

Proof. Assume that π = 1
2π1 +

1
2π2. As π is minimal, π1, π2 are also minimal functions for

Ib. We show that π = π1 = π2.

Claim 1. πi(x) = πi(λ
x
b b) for every x ∈ R and i = 1, 2.

Proof of Claim. Take any x ∈ R and define y := λx
b b − x. Note that λy

b = 0, x + y = λx
b b,

and λx+y
b = λx

b . As λy
b = 0, we have π(y) = 0. Since π(y) = 1

2π1(y) +
1
2π2(y) and π1, π2

are nonnegative functions, this implies that π1(y) = π2(y) = 0. Moreover, π(x) = π(x + y),
as λx

b = λx+y
b ; so, π(x) + π(y) = π(x + y). By subadditivity of π1, π2, this implies that

πi(x) + πi(y) = πi(x + y) = πi(λ
x
b b) for i = 1, 2. Since πi(y) = 0, we obtain the desired

result. ⋄

We now analyze some cases to prove that π(x) = π1(x) = π2(x) for every x ∈ R. Because
of the above claim and since we also have π(x) = π(λx

b b) for every x ∈ R, we can assume
x ∈ Q, i.e., x = λx

b b. Moreover, since π, π1, π2 are all periodic modulo Z, we can assume
0 ≤ x < 1, i.e., 0 ≤ λx

b < 2.

1. Assume first λx
b = 1/q for some positive integer q. By minimality of πi, qπi(x) ≥

πi(qx) = πi(qλ
x
b b) = πi(b) = 1 for i = 1, 2. Moreover, qπ(x) = q(1/q) = 1. Since

π(x) = 1
2π1(x) +

1
2π2(x), it follows that qπi(x) = 1 for i = 1, 2. This shows that

π(x) = π1(x) = π2(x) = 1/q.

2. Assume now λx
b = p/q for some integers p and q such that q > 0 and 0 ≤ p ≤ q. By

subadditivity of πi, πi(x) = πi(λ
x
b b) ≤ pπi(b/q) = pπ(b/q) = p/q for i = 1, 2, where the

second equation follows from case 1. Moreover, π(x) = p/q because 0 ≤ λx
b ≤ 1. This

shows that π(x) = π1(x) = π2(x) = p/q.

3. Assume now λx
b = p/q for some positive integers p and q such that q < p ≤ 3q/2.

Define y := 3b− 2x. Since λy
b = (3q − 2p)/q, y satisfies the assumptions of case 2, thus

π(y) = π1(y) = π2(y) = (3q − 2p)/q. By minimality of πi, πi(x) + πi(y) ≥ πi(x + y) =

5



πi(3b − x) = πi(b − x) = 1 − πi(x) for i = 1, 2, which implies πi(x) ≥ p/q − 1. Since
π(x) = p/q − 1, we obtain π(x) = π1(x) = π2(x) = p/q − 1.

4. Finally, assume λx
b = p/q for some positive integers p and q such that 3q/2 < p < 2q. In

this case 3b− x satisfies the assumption of case 3. By using this along with symmetry
and periodicity of πi and π, we obtain πi(x) = 1 − πi(3b − x) = 1 − π(3b − x) = π(x)
for i = 1, 2.

Proposition 3.3. The graph of π is dense in R× [0, 1] and π is discontinuous everywhere.

Proof. Let f : R → R be the unique additive function satisfying f(b) = 1 and f(a) = 0 for
every a ∈ B. In other words, f(x) = λx

b for every x ∈ R. Since f is an additive function that
is not linear, by Theorem 2.1, the graph of f is dense in R× R.

Since f(x) = λx
b for every x ∈ R, we have

π(x) =

{

f(x)− ⌊f(x)⌋ if f(x) is not an odd integer,

1 if f(x) is an odd integer.

Then the graph of π contains all the points of the graph of f that lie in R×[0, 1], and therefore
it is dense in R× [0, 1]. This also implies that π is discontinuous everywhere.
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