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Abstract

Groundwater over-exploitation has resulted in various adverse geomechanical

consequences, notably land subsidence and the emergence of earth fissures.

Despite extensive efforts to predict these geohazards, many studies have

overlooked the uncertainties stemming from aquifer properties and geologi-

cal conditions. Therefore, this thesis aims to quantify associated uncertain-

ties through the integration of numerical modeling approaches, monitoring

techniques, surrogate models, and statistical methods.

Prior research has underscored the importance of accurate predictions in

land subsidence, necessitating proper characterizations of primary parame-

ters such as hydraulic conductivity, soil compressibility, or specific storage.

In the context of homogeneous aquifer systems, a surrogate-model-based

Bayesian inversion method is proposed. This method leverages a coupled

variably-saturated groundwater flow and geomechanical model alongside in-

terferometric synthetic aperture radar (InSAR) data to infer the posterior

distribution of these aquifer parameters. To alleviate computational bur-

den, sparse grid collocation is employed to construct cost-effective surrogate

models for efficient Markov Chain Monte Carlo (MCMC) sampling. Appli-

cation of this framework in the Alto Guadalent́ın Basin, Spain, successfully

characterizes hydraulic conductivity and compressibility.

Additionally, this thesis develops a decoupling methodology to charac-

terize heterogeneous parameter distributions in confined aquifer system. In

these cases, Bayesian inversion remains computationally challenging. Here,

the focus lies on characterizing specific storage, while hydraulic conductivity

has been previously deduced by incorporating piezometric data into ground-

water flow modeling. Based on groundwater solution and mesh configu-

ration, specific storage at InSAR observational points is derived using a

one-dimensional Terzaghi consolidation equation. Subsequently, the Kriging

method is employed to estimate the spatial distribution of specific storage by

interpolating these computed “observations”. The efficacy of this methodol-

ogy is demonstrated in the Gediz River Basin, Turkey.

In addition to land subsidence, earth fissure formation is investigated us-

ing a novel numerical approach. By incorporating interface elements (IEs)

into the continuum finite element (FE) model, the present thesis replicates

the formation and development of multi-fissures in the Guangming village,

China. Numerical outcomes reveal the mechanisms behind fissure forma-



iv

tion, where tensile stresses cause opening and shear stresses lead to sliding.

Furthermore, global sensitivity analyses are conducted using three different

methods: Monte Carlo method, polynomial chaos expansion (PCE), and gra-

dient boost tree (GBT). All analyses highlight the significant impact of ridge

slope in triggering earth fissures given specific piezometric level declines.

Overall, this thesis significantly advances our understanding of the com-

plex behaviors of over-exploited aquifer systems and offers effective method-

ologies to address associated uncertainties. These contributions are crucial

in the development of sustainable groundwater management strategies, es-

pecially in face of escalating water demand.
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Chapter 1

Introduction

Groundwater has become a critical resource supporting various human en-

deavors, including residential consumption, irrigation, and industrial appli-

cations, particularly in the context of global climate change Margat and

Van der Gun [2013], Famiglietti [2014], Goldstein et al. [2015]. The in-

tensification of groundwater exploitation has resulted in a series of adverse

economic, social, and environmental impacts.

One well-known consequence is land subsidence, defined as the gradual

downward settling or sinking of the land surface. In recent decades, land

subsidence associated with groundwater withdrawal has emerged as a press-

ing concern [Galloway and Burbey, 2011, Gambolati and Teatini, 2015, Guzy

and Malinowska, 2020]. The problem is particularly severe in regions with

limited water availability, such as arid and semi-arid areas, as well as in

coastal and deltaic zones where groundwater is a crucial resource for water

supply [Teatini et al., 2006b, Shi et al., 2007, Castellazzi et al., 2016, Min-

derhoud et al., 2017, Pirouzi and Eslami, 2017]. Land subsidencce poses sig-

nificant threats to structural integrity, disrupts infrastructure such as roads

and pipelines, damages well casing, exacerbates saltwater intrusion, amplifies

flood risks in coastal cities, and diminishes both porosity and permeability

within geological formations, consequently reducing well yields and aquifer

storage [Eggleston and Pope, 2013, Rahmawati et al., 2013, Smith et al.,

2017, Wade et al., 2018].

Moreover, differential land subsidence is associated with a non-uniform

distribution of stresses in the underlying sedimentary layers. When these

localized stresses exceed a critical threshold, it may manifest as land sur-

face fracturing, which is typically denoted as earth fissures [Burbey, 2002,

1



2 Introduction

Budhu and Shelke, 2008, Carreón-Freyre et al., 2016]. These geologic occur-

rences have the potential to seriously compromise structural integrity and

environmental safety. Specifically, earth fissures can act as conduits for the

percolation of pollutants into deep groundwater aquifers, thus endangering

the quality of water resources. Additionally, such fissures are capable of

disrupting natural drainage systems [Budhu, 2011, Conway, 2016, Yoo and

Frederick, 2017, Peng et al., 2020].

For these reasons, it is essential to acquire a comprehensive understanding

of these geohazards and implement measures to mitigate potential adverse

effects through strategic groundwater management policies. Consequently,

predictive modeling for aquifer deformation in response to groundwater with-

drawal has gained increasing attention, with specifically developed numerical

models devised to simulate real-world occurrences of land subsidence [Kas-

marek and Strom, 2002, Burbey, 2002, Teatini et al., 2005, Ye et al., 2016].

The accuracy of computational models in forecasting anthropogenic land

subsidence depends on the reliability of hydrogeological and geomechanical

data characterizing the aquifer system. Among these parameters crucial for

robust simulations are hydraulic conductivity and bulk compressibility. Hy-

draulic conductivity plays a crucial role in governing the dynamics of ground-

water flow field, thereby influencing the variation of hydraulic head conse-

quent to groundwater extraction [McLaughlin and Townley, 1996, Castagna

and Bellin, 2009, Rubin et al., 2010]. Bulk compressibility, on the other

hand, is key in determining the extent of aquifer compaction resulting from

pore pressure reduction [Hoffmann et al., 2003, Galloway and Burbey, 2011,

Gazzola et al., 2021].

Direct measurements of these two parameters, such as through pumping

tests and laboratory tests, are often impractical in real-world applications.

As an alternative, estimations of these parameters rely on indirect inference

from field measurements and computational models, e.g., piezometric records

and land subsidence measurements, forming what is known as an inverse

problem [Tarantola, 2005, Kaipio and Somersalo, 2006].

Bayesian inference is considered to be a quite common approach to solv-

ing inverse problems and estimating parameters in the presence of uncer-

tainty. It provides a framework to update prior knowledge about the pa-

rameters of a model based on observed data. Prior information encodes pre-

liminary assumptions concerning the parameters, such as aquifer properties,

and is represented as a probability distribution. The likelihood distribution
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integrates information from observed data and the model, enabling the re-

finement of prior assumptions, ultimately yielding the inverse solution in the

form of a posterior distribution [Gelman et al., 1995].

Markov chain Monte Carlo (MCMC) technique is a common method to

investigate the posterior distribution. MCMC algorithms construct a Markov

chain to explore the prior support with an invariant distribution aligning

with the posterior distribution of interest. Consequently, upon convergence,

the MCMC algorithm generates samples representative of this target distri-

bution, thereby facilitating computations regarding model parameters and

their associated uncertainties [Gelman et al., 1997, Liu and Liu, 2001]. How-

ever, the implementation of MCMC necessitates a large number of samples

to satisfy convergence criteria.

While Bayesian inference stands as a powerful tool, the presence of insuf-

ficient measurements can pose significant challenges in solving inverse prob-

lems or lead to unreliable solutions [Woodbury and Rubin, 2000, Bohling and

Butler Jr, 2010]. In the context of land subsidence, conventional monitoring

techniques such as monitoring wells, spirit leveling, and extensometers are

costly and thus spatially sparse. As a result, the measurements obtained

through these methods are often inadequate in reducing the uncertainty of

aquifer properties, especially for heterogeneous sedimentary basins [Galloway

and Burbey, 2011].

Recent advancements in remote sensing technologies, particularly Inter-

ferometric Synthetic Aperture Radar (InSAR), have significantly enhanced

data acquisition in terms of land displacements. InSAR leverages radar sig-

nals from satellites orbiting Earth to conduct high-density measurements

across extensive areas, capturing alterations in land-surface elevation with

high measurement accuracy [Hooper, 2008, Crosetto et al., 2016, Boǹı et al.,

2017]. Moreover, its cost-effectiveness significantly increases accessibility

compared to other conventional monitoring techniques. The potential of

InSAR technique in aquifer characterization has been recognized since the

early 2000s [Hoffmann et al., 2003]. Since then, considerable efforts have

been directed towards incorporating InSAR measurements into hydrogeo-

logical property characterizations, in particular hydromechanical properties

i.e., skeletal storativity, specific storage, and compressibility [Hoffmann et al.,

2003, Bell et al., 2008, Chaussard et al., 2014, Rezaei and Mousavi, 2019,

Peng et al., 2022]. These investigations assume purely elastic vertical de-

formation and derive the properties using one-dimensional (1D) analytical
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equations. Subsequently, the spatial distribution of properties is obtained

by interpolating derived values.

Nevertheless, there are many obstacles to overcome when incorporating

satellite-derived measurement into Bayesian inference. This requires a proper

poroelastic model that links the observed surface deformation to groundwa-

ter flow in the aquifer. However, finding solutions to such models, which

are governed by partial differential equations, can be time-consuming, mak-

ing the implementation of Markov chain Monte Carlo (MCMC) methods

infeasible.

For low-dimensional inverse problems, particularly those disregarding the

heterogeneity of the aquifer, meta-modeling techniques offer a viable solution

to address computational challenges. A meta-model (also known as a sur-

rogate model or proxy model) is a computationally cheaper model designed

to provide reasonably accurate approximations of solutions obtained from

computationally intensive models, such as poroelastic models. Due to their

efficiency, surrogates can be used for different purposes, not only Bayesian

inference but also sensitivity analysis, optimization, etc. There are a wide

variety of techniques for constructing surrogates, and the choice of the tech-

nique depends on factors including the forward model, intended purposes,

and desired level of accuracy [Razavi et al., 2012, Asher et al., 2015, Bhosekar

and Ierapetritou, 2018].

In this thesis work, a sparse-grid Bayesian framework is developed to

characterize the hydraulic conductivity and the soil compressibility of a ho-

mogeneous aquifer system, utilizing piezometric records and InSAR surface

displacement measurements. This framework is based on a three-dimensional

(3D) coupled poroelastic model developed by Nardean et al. [2021], which al-

lows for delineating associated processes within a variably saturated aquifer

where porosity changes associated with effective stress variation are explic-

itly computed and accounted for. Sparse grid collocation is employed to con-

struct a cheap surrogate of the coupled poroelastic model. This method in-

volves polynomial approximation through a linear combination of Lagrangian

interpolants, which are constructed over a series of tensor grids, each con-

taining only a few points. The aggregate of these tensor grids forms what is

known as the sparse grid [Piazzola and Tamellini, 2023a]. The use of sparse

grid collocation enables the characterization of the parameter posterior dis-

tribution via MCMC at a feasible cost.

However, aquifer properties often display significant heterogeneity over
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large scales, especially hydraulic conductivity, which can vary spatially by

several orders of magnitude. Addressing such high-dimensional inverse prob-

lems is particularly challenging due to the exponential growth of the parame-

ter dimensionality and the complex solutions of large-scale partial difference

equations. Accordingly, the integration of InSAR measurements and poroe-

lastic model to inform aquifer heterogeneity remains at a preliminary stage,

with only a few attempts [Iglesias and McLaughlin, 2012, Hesse and Stadler,

2014, Alghamdi et al., 2020, 2021]. In these studies, the primary goal was to

compute the maximum a posteriori (MAP) estimate. Therefore, the poroe-

lastic inverse problems were formulated as large-scale optimization problems.

Alghamdi et al. [2021] further exploited the low-rank structure of the Hes-

sian matrix to identify the low-dimensional manifolds that can efficiently

represent the high-dimensional posterior distribution, making MCMC im-

plementation possible. Nevertheless, the complexity and computational cost

of running extensive inversion make implementation prohibitive for many

practical applications.

Alternatively, this thesis proposes an iterative procedure to characterize

heterogeneous properties within a confined aquifer system. Each iteration

begins with a 3D groundwater (GW) model, where hydraulic conductivity

is calibrated based on piezometric records. The GW model solution, namely

the evolution of the hydraulic head, along with displacement measurements

acquired from InSAR, are then imported into the Terzaghi one-dimensional

(1D) consolidation equation to estimate the specific storage. These analyt-

ical solutions serve as the ’observations’. Essentially, the specific storage

is characterized by a Gaussian field, following which the spatial distribution

can be estimated via the Kriging method according to the spatial correlation

between ’observed’ and unknown points. Finally, the interpolation results,

including the mean and variance are incorporated into the GW model to

update hydraulic conductivity and hydraulic head.

When it comes to land subsidence, existing numerical models are gen-

erally sufficient to capture the underlying mechanisms [Teatini et al., 2005,

Janna et al., 2012, Ye et al., 2016]. In contrast, the mechanism causing

earth fissures, i.e. discontinuous displacements, is markedly more complex

and challenging to simulate, as highlighted in previous studies [Budhu, 2011,

Hernandez-Marin and Burbey, 2010, Ochoa-González et al., 2018]. Different

hydrogeological settings favoring the occurrence of earth fissures have been

conceptualized based on field studies, including buried undulating bedrock,
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pre-existing fault, and abrupt heterogeneous thickness of aquifer [Sheng and

Helm, 1998, Sheng et al., 2003]. The features of the earth fissures such

as density, shape, length, aperture, depth, and dislocation vary greatly in

different settings, which also implies different driving mechanisms.

This thesis specifically aims to improve the understanding of the earth

fissure mechanism with the presence of buried bedrock ridges crossing sub-

siding basins. Knowledge of the mechanisms driving these hazards is useful

to predict and therefore mitigate significant damages to buildings, streets,

highways, railroads, earth dams, water wells, and other engineering struc-

tures. Earth fissures that coincide with fault scarps and abrupt thickness

change may be related to seismicity [Carreón-Freyre et al., 2016, Peng et al.,

2013], but this is beyond the scope of this thesis.

Modeling the behavior of earth fissures requires a deep understanding of

contact mechanics and various numerical methods were developed to delin-

eate the physics of this problem [Hernandez-Marin and Burbey, 2010, Liu

et al., 2019, Wang et al., 2015]. The finite element-interface element (FE-IE)

numerical method developed by Franceschini et al. [2016] is a prominent ap-

proach that exhibits stable and accurate performances on quantifying fissure

characteristics [Franceschini et al., 2019, Frigo et al., 2019, Ye et al., 2018,

Li et al., 2021]. Therefore, it is adopted to simulate the fissuring process in

a subsiding basin with buried bedrock ridges.

Despite addressing model inadequacies through the FE-IE numerical me-

thod, uncertainties stemming from various sources such as geologic config-

uration, pore-pressure distribution, hydrogeological, and geomechanical pa-

rameters persist [Frigo et al., 2019, Sheng et al., 2003]. In this context, a

global sensitivity analysis is fundamental to evaluate the susceptibility of in-

put variables to fissure formation and propagation, considering their possible

mutual interactions [Iooss and Le Mâıtre, 2015, Saltelli and Annoni, 2010].

A variance-based global sensitivity analysis is employed based on the func-

tional decomposition of the output variance, providing the Sobol’ indices

that quantify the input contribution to the output variance [Sobol’, 1993,

2001].

Typically, Sobol’ indices are computed using the Monte Carlo method,

which requires a large number of samples to achieve convergence. To mitigate

the associated computational costs, two strategies are employed here, that

is, an efficient Monte Carlo sampling design and surrogate models. Here, the

Sobol’ sequence is specifically utilized due to its ability to generate uniformly
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distributed samples across the input parameter space, resulting in faster

convergence compared to conventional Monte Carlo algorithms [Sobol’ et al.,

2011]. On the other hand, cheap surrogate models are commonly utilized

for sensitivity analysis by substituting expensive computational models as

mentioned earlier. Among surrogate modeling techniques, polynomial chaos

expansion (PCE) exploits orthogonal polynomial projections of the input

parameters to construct the stochastic model output [Ghanem and Spanos,

1991]. Furthermore, PCE offers a straightforward means to derive Sobol’

indices from polynomial coefficients [Crestaux et al., 2009]. Benefiting from

these advantages, PCE surrogates have widely been applied in environmental

modeling for global sensitivity analysis. [Ciriello et al., 2013, Couaillier and

Savin, 2019, Friedman et al., 2021, Sochala and Le Mâıtre, 2013, Kaintura

et al., 2018, Zoccarato et al., 2020].

However, compromised approximations may rise when the quantity of

interest (QoI) presents some discontinuities concerning the input parame-

ters [Sochala and Le Mâıtre, 2013, Le Mâıtre et al., 2004]. In case of earth

fissuring simulation, this issue can manifest as the discontinuity develops

within the continuous porous medium. To mitigate this issue, a decision

tree-based method, the gradient boosting tree (GBT), is adopted. GBT

uses an ensemble of decision trees to approximate the solution, particularly

for nonlinear models with arbitrary inputs [Friedman, 2001, Louppe, 2014].

Although tree-based models are considered ”black box” methods, various

interpretation methods, such as Shapley Additive Explanations and Mean

Decrease Accuracy (MDA), have been designed to assess feature importance

according to their relevance for the corresponding estimator, similarly to the

key insights of global sensitivity analysis [Arabameri et al., 2022, Breiman,

2001, Carvalho et al., 2019, Lundberg and Lee, 2017].

This thesis is organized in five chapters, as follows:

• Chapter 2 presents the mathematical representations of the method-

ologies utilized within this dissertation. Initially, it displays the gov-

erning partial differential equations that characterize the processes of

interest, such as groundwater flow and soil deformation due to pore

pressure variation. Subsequently, the chapter introduces four distinct

meta-modeling approaches designed to approximate these numerical

solutions. Thereafter, it describes the basics of different sensitivity

analysis techniques. Concluding this chapter is the delineation of the

general Bayesian framework.
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• Chapter 3 demonstrates the Alto Guadalent́ın Basin case as the ap-

plication of the proposed sparse-grid Bayesian framework. The chapter

provides an overview of this Spanish region and available InSAR mea-

surements, with a description of the setup of the coupled poroelastic

model and surrogate models. Thereafter, it presents how the Bayesian

framework quantifies the uncertainty associated to hydraulic conduc-

tivity and soil compressibility using piezometric records and InSAR

datasets. Finally, it illustrates the numerical outcomes with the MAP

estimate and provides a comparison between numerical outcomes and

the observations.

• Chapter 4 introduces an iterative approach to characterize heteroge-

neous aquifer properties. The effectiveness is illustrated by estimating

the spatial distribution of specific storage in the confined aquifer system

of the Gediz River Basin in Turkey. The chapter presents an overview

of the study area, followed by an explanation of the numerical mod-

eling approach utilized to simulate the hydrologic and geomechanical

behavior of the region, as well as the details of implementing Krig-

ing. Thereafter, the incorporation of the estimated specific storage

distribution into a 3D bi-elastic geomechanical model enables the com-

parison between the simulated land subsidence rates and the actual

InSAR-derived subsidence data.

• Chapter 5 investigates the discontinuous mechanical behaviors, specif-

ically earth fissures. The effectiveness of the geomechanical and earth

fissure model is demonstrated by reproducing the evolution of three

earth fissures documented in Guangming, China. Subsequently, the

real-world test is simplified to an ideal test. In this context, three

distinct global sensitivity analyses are conducted to assess the influ-

ence of various hydrogeologic parameters on the behaviors of tensile

fissures. The outcomes indicate the conditions in favor of activating

earth fissure. The comparison of these methodologies highlights their

respective strengths and weaknesses.

• Chapter 6 concludes the thesis by emphasizing the major outcomes

and discussing expectations from future developments.



Chapter 2

Methods

This chapter describes the main mathematical and statistical ap-

proaches in this thesis work. The first part of the chapter is ded-

icated to reviewing the governing equations used to simulate the

physical processes of interest, namely the continuous and discon-

tinuous displacement fields affecting over-exploited aquifer sys-

tems. The second part focuses on the methods implemented to

address the uncertainty quantification associated with the phys-

ical properties of an aquifer system within the modeling frame-

work.

2.1 Mathematical Models

The mathematical representations of groundwater flow dynamics, soil me-

chanics, and contact mechanics are provided in this section. These formu-

lations enable a comprehensive description of the physical processes investi-

gated in the subsequent case studies.

2.1.1 Groundwater Flow (GW) Model

Assuming no sources or sinks of moisture within an unsaturated aquifer, the

conservation equation for the water phase reads [Bear, 1979]:

∂

∂t
(ρwSwϕ) +∇ · (ρwq) = 0 (2.1)

where ρw is the water density, Sw the saturation degree, and ϕ the soil

porosity. q is the water specific discharge that can be derived by the equation

9
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of motion, i.e. Darcy’s law:

q = −krK∇H (2.2)

where kr is the relative permeability, K is the saturated hydraulic conduc-

tivity tensor, and H = ψ + z the hydraulic head, with ψ the pore pressure

head and z elevation of the point of interest. As the gradient of ρw is negli-

gible in relatively shallow depths, we can assume that the following equation

holds:

∇ · (ρwq) = ρw∇ · q = −ρw∇ · (krK∇H) (2.3)

The first term of Eq. 2.1 can be written as:

∂

∂t
(ρwSwϕ) = ρwϕ

∂Sw

∂t
+ Sw

∂(ρwϕ)

∂t

= ρwϕ
∂Sw

∂t
+ Swρw(

ϕ

ρw

∂ρw
∂pw

+
∂ϕ

∂pw
)
∂pw
∂t

(2.4)

where pw = ρwgψ is the pore pressure with g gravity acceleration. Introduc-

ing the definitions of water compressibility β and oedometric bulk compress-

ibility cm:

β =
1

ρw

∂ρw
∂p

cm = − 1

1− ϕ

∂(1− ϕ)

∂p
=

1

1− ϕ

∂ϕ

∂p

(2.5)

Eq. 2.1 can be expressed as [Bear, 1979]:

ϕ
∂Sw

∂t
+ SwSs

∂ψ

∂t
= ∇ · (krK∇(ψ + z)) (2.6)

with Ss = ρwg(ϕβ+(1−ϕ)cm) the specific elastic storage. Eq. 2.6 describes

the groundwater flow in porous media.

Sw and kr are functions of the pore pressure head ψ. These constitutive

relationships were investigated by several authors, among which we refer to

[Van Genuchten and Nielsen, 1985]:

Se(ψ) =
{ [(1 + (αψ)n]−m ψ < 0

1 ψ ≥ 0
(2.7)

where Se =
Sw−Swr

1−Swr
is the effective saturation degree, with Swr the irreducible

water saturation, α is proportional to the inverse of the entry pressure, n
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is a fitting parameter related to the pore size distribution, and m = 1 − 1
n
.

Commonly, n in the range [1.25, 6] [Paniconi and Putti, 1994]. The relative

permeability kr can be represented as [Van Genuchten and Nielsen, 1985]:

kr(Se) =

{ √
Se

[
1−

(
1− S

1
m
e

)m]2
ψ < 0

1 ψ ≥ 0

(2.8)

Following Wang [2000] and Coussy [2004], in poroelastic problems the

effect of deformation on the hydraulic behavior of a porous medium can be

characterized by relating the soil porosity ϕ to the displacement field u and

ψ:

ϕ(u, pw) = ϕ0 + αp∇ · (u− u0) +
1

M
(pw − pw,0) (2.9)

where the subscript 0 refers to the initial state, αp = 1 − cr
cm

is the Biot

coefficient, with cr the volumetric compressibility of grains, and M is the

Biot modulus that is set to infinity for incompressible grains and water.

The variably saturated flow in a deforming porous medium can be ob-

tained by introducing Eq. 2.9 into Eq. 2.6 [Nardean et al., 2021]:(
ϕ0
∂Sw

∂ψ
+
ρwgSw

M

)
∂ψ

∂t
+ αpSw

∂∇ · u
∂t

= ∇ · krK∇(ψ + z) (2.10)

where the products between the variable parts of ϕ and the derivative of Sw

are neglected.

2.1.2 Geomechanical Model

The displacement u of the solid grains can be obtained by prescribing the

equilibrium condition for the porous medium :

divσ = 0 (2.11)

where σ is the total Cauchy stress tensor. According to Terzaghi-Bishop’s

principle, σ can be readily computed by subtracting the pore water pressure

pw from the effective stress tensor σ̂ [Bishop, 1960, Lewis and Schrefler,

1982],

σ = σ̂ − αpχpw1 ≈ σ̂ − αpSwpw1 (2.12)
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where χ is the Bishop parameter, which is approximately equal to saturation

degree Sw, and 1 is the rank-2 identity tensor. The pore pressure pw = ρwgψ

originates from the groundwater model described in the previous section.

The effective stress tensor σ̂ is a function of the mechanical constitutive

law characterizing the soil behavior and displacement u:

σ̂ = C : ϵ

ϵ = ∇su
(2.13)

where C is the rank-4 elasticity tensor, ϵ the strain tensor, and ∇s =
1
2
(∇+∇T ) the symmetric gradient operator. Here we restrict our attention

to isotropic elastic materials, and the representation of Eq. 2.13 in Voigt

notation is as follows:

σ̂ = c−1
m Dϵ (2.14)

where D is expressed by:

D =



1 ν
1−ν

ν
1−ν

0 0 0
ν

1−ν
1 ν

1−ν
0 0 0

ν
1−ν

ν
1−ν

1 0 0 0

0 0 0 1−2ν
2(1−ν)

0 0

0 0 0 0 1−2ν
2(1−ν)

0

0 0 0 0 0 1−2ν
2(1−ν)


(2.15)

with ν the Poisson’ s ratio.

In the analyses conducted within the framework of this thesis work, cm
is characterized by a bi-linear (piece-wise) function that depends on the

maximum vertical stress σz,max experienced by soils, commonly known as

the preconsolidation pressure,

cm =

{
a, if σz ≥ σz,max loading

ra, if σz < σz,max unloading/reloading
(2.16)

where a is a constant and r is a multiplicative factor. In the following case

studies, r is set equal to 0.2, which is a common value for medium-depth

aquifer systems [Teatini et al., 2011b]. This enables the model to represent

the mechanical hysteresis of a porous medium under fluctuating pore pressure

conditions, where deformation may partially recover.
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2.1.3 Earth Fissure Model

To include discontinuities into continuum mechanics, such as the geome-

chanical model, earth fissures are conceptualized mathematically as pairs of

friction surfaces embedded within the continuous domain Ω and conform to

some constraints, such as the normal contact requirement, ensuring that the

two surfaces do not interpenetrate or overlap along the normal direction. As

long as they adhere to the normal contact requirement, the discontinuity

remains stuck (or inactive). The discontinuity activates once the stress state

reaches a failure condition, causing the two surfaces that move differently.

The discrete fracture model proposed by Karimi-Fard et al. [2003] and

Garipov et al. [2016] is used in the modelling approach used in this thesis to

simulate contact mechanics. Furthermore, we take advantage of the model

implementation developed in Franceschini et al. [2016] and Franceschini et al.

[2019], where the fracture network is discretized by interface elements (IEs),

which are zero-thickness FEs with shape functions compatible with those of

the surrounding FEs.

A fissure is viewed as a boundary Γf within Ω, and is made of two opposed

surfaces Γ1
f and Γ2

f , where the imposed contact conditions allow for a relative

displacement (opening and sliding) between corresponding points whenever

the stress state violates the selected failure criterion. More specifically, the

classical Mohr-Coulomb framework is employed as the failure criterion, which

enforces the following condition on Γ1
f and Γ2

f :

f(t) = ∥tT∥2 − (c− tN tan(φ)) ≤ 0 (2.17)

where t = σ · n is the contact stress, with tT = t − tNn and tN = t · n the

tangential and normal components, respectively. n denotes the unit vector

normal to the surface pair Γ1
f and Γ2

f . In the Coulomb criterion, c and φ

are the cohesion and the friction angle, respectively. The impenetrability of

solid bodies is prescribed by the normal contact condition:

tNgN = 0 (2.18)

where gN = g · n is the normal component of g, and [[u]] represents the

relative displacement between Γ1
f and Γ2

f , which is defined as:

g = gNn+ gT = [[u]] = u|Γ1
f
− u|Γ2

f
(2.19)

where u is the global displacement in Ω, as consistently computed through

Eq. (2.13), and the subscript Γi
f refers to the corresponding surfaces. Taking
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into account the friction law (Eq. (2.17)) and the principle of impenetrability

of solid bodies (Eq. (2.18)), the inner boundary Γf can be subdivided into

three portions:

1. f < 0 and tN < 0: the fissure is in a stick state, namely the disconti-

nuity is fully deactivated and acts as a part of the continuum;

2. f = 0 and tN < 0: the fissure is in a slip state, where a slippage is

freely allowed under a fixed tangential traction τmax = c− tN tan(φ);

3. tN = 0: the fissure is in an open state, i.e. both opening and slip

displacements are freely allowed with zero traction.

The main challenge to finding the solution in terms of u and t lies in identi-

fying the stick, slip, and open portions of the fissure surfaces. Although the

maximum extent of the fissure is restricted to the whole surface discretized

through IEs, tracking the evolution of the three different states while ad-

hering to the updating constraints during the simulation proves challenging

and makes the modelling approach nonlinear. Details about the discretiza-

tion and solution strategy can be found in Franceschini et al. [2016] and

Franceschini et al. [2019].

2.2 Uncertainty Quantification (UQ)

In this work, uncertainty quantification involves uncertainty propagation,

parameter calibration based on Bayesian inversion, and sensitivity analysis.

All these analyses are based on sampling-based methods such as the Monte

Carlo (MC) technique. Given the complexity of the computational models,

the MC computational burden can be prohibitively expensive. Four meta-

modeling methods are proposed to address this issue by generating inexpen-

sive proxies for the original computational model, enabling the subsequent

uncertainty quantification analyses to be more cost-effective. The section is

organized as follows: firstly, the four meta-modeling methods are presented,

followed by the corresponding sensitivity analysis techniques. Finally, we

introduce the Bayesian scheme for inferring the parameters of interest.

2.2.1 Meta-modeling

The following meta-modeling approaches are described in the following:
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• sparse grid collocation,

• polynomial chaos expansion,

• gradient boost tree,

• Kriging.

The first three approaches are used to approximate a random variable,

whereas Kriging provides a mean to model the realizations of a Gaussian

process. Let us denote the input uncertain parameters by x = [x1, . . . , xN ]

to be independent random variables and denote their image space by Ξ =∏N
n=1 Ξn ⊂ RN , with Ξn ⊂ R. The associated joint probability density func-

tion (pdf) is the so-called prior pdf πprior(x) =
∏N

n=1 πn(xn), where πn is the

pdf associated with xn. Further, let us regard the numerical models intro-

duced in the previous section as parametric maps from the input parameters

to the output model. More precisely, let us consider a random space-time

point (y, t)i = (yi, ti), yi ∈ Ω and ti ∈ T . We denote the mapping between

input parameter x and the corresponding model solution as follows,

M : Ξ → R, x 7→ M(yi, ti,x), i = 1, . . . ,M (2.20)

that associates parameter values to an output derived from the model so-

lution. For the sake of notation, we write Mi(x) := M(yi, ti,x). In the

following, we sequentially introduce three surrogate models for the approxi-

mation of the original model (2.20) by constructing a map,

M̂ : Ξ → R, x 7→ M̂(x), such that M̂(x) ≈ M(x). (2.21)

Sparse Grid Collocation

In broad terms, a sparse-grids-based model is a polynomial approximation

obtained as a linear combination of Lagrangian interpolants constructed

over a series of tensor grids, each of them consisting of a small number

of points. The union of the employed tensor grids is a sparse grid [Bungartz

and Griebel, 2004, Babuška et al., 2007, Xiu and Hesthaven, 2005].

As a first step, let us introduce the set of univariate interpolation knots

scattered over the parameter space Ξ determined by the prior distribution.

The number of knots along each variable xn is denoted by Kn ∈ N+:

Kn = f(in) = 2(in − 1) + 1 (2.22)
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where in ∈ N+ is the interpolation level and the ”level to knots function” is

denoted by f : N+ → N+. The choices of in and f depend on the accuracy

of the approximation and the distribution of x. In particular, a 2-step level

to knots function is utilized in conjunction with symmetric Leja knots to

produce nested collocation knots from both uniform and normal distribu-

tions [De Marchi, 2004, Narayan and Jakeman, 2014]. Such that the set of

interpolation knots along xn can be expressed by,

Tn,in = {xjnn,f(in), jn = 1, . . . , f(in)}, for n = 1, . . . , N (2.23)

while the set of interpolation knots over the entire parameters space is the

tensor product of Tn,in , and it can be denoted as Ti =
⊗N

n=1 Tn,in , with a

multi-index i = [i1, . . . , in] ∈ NN
+ ,

Ti =
{
x j
f(i)

}
j≤f(i)

, with x j
f(i) =

{
xj11,f(i1), . . . , x

jN
N,f(iN )

}
and j ∈ NN

+ , (2.24)

where f(i) = [f(i1), f(i2), . . . , f(iN)] and j ≤ f(i) means jn ≤ f(in) for

∀n ∈ [1, . . . , N ]. A tensor grid approximation of M(x) is obtained by global

Lagrangian interpolation over the collocation knots on the sparse grid and

can be written as follows,

M(x) ≈ Mi(x) =
∑
j≤f(i)

M
(
x j
f(i)

)
L j

f(i)(x), (2.25)

where
{
L j

f(i)(x)
}

j≤f(i)
are N -variate Lagrange basis polynomials based on

the tensor product of univariate Lagrange polynomials,

L j
f(i)(x) =

N∏
n=1

l jn
n,f(in)

(xn), with l jn
n,f(in)

(xn) =

f(in)∏
k=1,k ̸=jn

xn − x k
n,f(in)

x k
n,f(in)

− x jn
n,f(in)

(2.26)

Moreover, the approximation of the integral, i.e. the quadrature of M(x),
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can be represented followed by the tensor product of univariate integral rules,

Qi =

∫
Γ

Mi(x)π(x)dx =
∑
j≤f(i)

M
(
xj
f(i)

)( N∏
n=1

∫
Γn

ljnn,f(in)(xn)π(xn)dxn

)

=
∑
j≤f(i)

M
(
xj
f(i)

)( N∏
n=1

ωjn
n,f(in)

)
=

∑
j≤f(i)

M
(
xj
f(i)

)
ωj
f(i)

(2.27)

where ωjn
n,f(in)

are the standard quadrature weights computed by the inte-

grals of the corresponding univariate Lagrange polynomials. Clearly, the

approximation and the quadrature calculations entail realizations of M on

the full sparse grid Ti, or all collocation knots, i.e.,
∏N

n=1 f(in). The overall

cost grows exponentially with N , known as the curse of dimension. Despite

a moderate N , any big component in can lead to huge costs. To circumvent

this issue, the full sparse grid approximation Mi is further decomposed into

a linear combination of coarse Mh with h ≤ i. For a better understanding,

we start with decomposing an univariate:

∆n[Mi] = Mi −Mi−ei with 1 ≤ n ≤ N (2.28)

where en is the n-th canonical multi-index, i.e., (en)k = 1 if n = k and 0

otherwise. The decomposed form of multivariates simply applied the tensor

product to Eq. 2.28,

∆n[Mi] =
N⊗

n=1

∆n[Mi] =
∑

j∈{0,1}N
(−1)∥j∥1Mi−j (2.29)

where ∥j∥1 :=
∑N

n=1 ∥jn∥. And summing up the decomposed terms can gain,

Mi =
∑
h≤i

∆[Mh] (2.30)

As an example, a case with i = [2, 2] is illustrated,∑
[h1,h2]≤[2,2]

∆[Mh] = ∆[M[1,1]] +∆[M[1,2] +∆[M[2,1]] +∆[M[2,2]]

= M[1,1] + (M[1,2] −M[1,1]) + (M[2,1] −M[1,1])

+ (M[2,2] −M[2,1] −M[1,2] +M[1,1])

= M[2,2]

(2.31)
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If the original model M(x) satisfies some regularity assumptions, it’s said

that not all the hierarchical decomposition∆Mh contributes equally. Roughly

speaking, the terms with large ∥h∥1 are relatively smaller than others. For

this reason, these terms can be dropped, and the approximation remains

good accuracy Bungartz and Griebel [2004]. Following the above example

and assuming ∥h∥1 ≤ 3, the approximation turns to,

M [2,2] ≈
∑

q1+q2≤3

∆[M[h1,h2]] = ∆[M[1,1]] +∆[M[1,2]] +∆[M[2,1]]

= −M[1,1] +M[1,2] +M[2,1]

In this way, the computation cost can be considerably reduced because these

higher-order sparse grid evaluations are the most costly. Such that Eq. 2.29

can be written as Wasilkowski and Wozniakowski [1995],

Mi(x) ≈ MI(x) =
∑
i∈I

∆[Mi(x)] =
∑
i∈I

ciMi

with ci : =
∑

j∈{0,1}N
i+j∈I

(−1)∥j∥1
(2.32)

The same holds for the quadrature computation:

Qi(x) ≈ QI(x) =
∑
i∈I

∆[Qi(x)] =
∑
i∈I

ciQi (2.33)

Eqs.2.32 and 2.33 are valid only if the multi-index set I is a downward closed

set. A common choice of I is

I = {i ⊂ NN
+ :

N∑
n=1

gn(in − 1) ≤ w} (2.34)

where the level of approximation w is an integer, gn is the anisotropic weight,

a parameter used to adjust the shape of multi-index set, which allows for

placing more collocation knots along the directions deemed to be more im-

portant.

Polynomial Chaos Expansion

Polynomial chaos expansion (PCE) is also a powerful meta-modeling tech-

nique aimed at providing a functional approximation of a computational
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model output through its spectral representation on a suitably constructed

basis of polynomial functions.

Since any random variable can be represented as a series of polynomi-

als in independent variables [Wiener, 1938], the expansion of M(x) can be

generalized as:

M(x) ≈ M̂p(x) =
∑
α∈NN

cαΦα(x) (2.35)

where Φα(x) are multivariate polynomials orthogonal and normalized with

respect to the joint pdf π(x), α = (α1, ..., αN) ∈ NN
0 is a multi-index that

denotes the components of the multivariate polynomial Φα(x), and cα are

the corresponding coefficients. To realize Eq. 2.35, firstly it is needed to

build the polynomial basis Φα(x) and subsequently compute cα.

The polynomial basis Φα(x) is built from a set of univariate random

ortho-normal polynomials ϕk(yn) satisfying the orthogonality conditions [Xiu,

2007]:

E[ϕs(xn)ϕr(xn)] =

∫
Γn

ϕs(xn)ϕr(xn)π(xn)dxn = δs,r (2.36)

where n denotes the index of input variable, s and r represent the corre-

sponding degree of the polynomial family. δs,r is the Kronecker delta func-

tion and Γn is the support of xn. The choice of orthogonal polynomials also

relies on the distribution of the variable π(xn). In the multivariate case, the

polynomial basis functions Φα(x) are products of the univariate orthogonal

polynomials:

Φα(x) =
N∏

n=1

ϕαn(xn) (2.37)

By the extension of Eq. 2.36, the multivariate basis is also ortho-normal:

E[Φα(x)Φβ(x)] =

∫
Γ

Φα(x)Φβ(x)π(x)dx = δαβ (2.38)

In practice, Eq. 2.35 must be truncated with a finite set of polynomials

based on various schemes. A straightforward approach is to limit the total

degree to be less than or equal to p. The truncated PCE then becomes:

M(x) ≈ M̂p(x) =
∑
A

cαΦα(x) with A = {α ∈ NN : |α| ≤ p} (2.39)

with |α| = α1 + α2 + . . . + αN . The coefficients cα can be computed with

projection methods that use the orthogonality of the basis functions. By the
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definitions of Eqs. 2.35 and 2.36, cα is equal to:

cα = E[Φα · M(x)] (2.40)

The calculation of expectation is a numerical integration problem that

can be solved by Gaussian quadrature as presented in Eq. 2.27,

cα =

∫
Γ

M(x)Φαπ(x)dx ≈
M∑
i=1

ω(i)M(x(i))Φα(x
(i)) (2.41)

withM =
(
N+p
p

)
the cardinality of the set A. x(i) are the integration points

and the weight ω(i) are its integrals derived from Eq. 2.27. In fact, sparse

grid collocation is commonly used to compute the coefficients in the PCE

context [Formaggia et al., 2013].

Gradient Boost Tree

In contrast to the previous two meta-modeling methods, the gradient boost

tree (GBT) approach does not necessitate the regularity of M(x), making

it suitable for discontinuous problems [Friedman, 2001]. The approximation

obtained by GBT M̂t(x) is based on an ensemble of base learners (e.g., weak

basic models) properly chosen to minimize the average value of a specified

loss function L(M(x),M̂t(x)), i.e.:

M̂t(x) = arg min
M̂t(x)

E[L(M(x),M̂t(x))] (2.42)

Similar to the previous two methods, the gradient boosting algorithm as-

sumes M(x) to be in the form of a weighted sum of basic functions:

M(x) ≈ M̂t(x) =
M∑

m=0

βmhm(x) (2.43)

where M is the total boosting stage, βm are the expansion coefficients, and

hm(x) is the base learner at m-th stage.

In particular, GBT uses the decision tree as the base learner, such that

hm(x) can be written as:

hm(x) =
Im∑
i=1

bim1Rim
(2.44)
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where Im refers to the number of leaves at stage m, the subscript im denotes

the i-th leaf at the m-th stage, and b is the corresponding predicted value of

the terminal region Rim. The indicator function 1Rim
takes value 1 if x lies

in the subset Rim otherwise is set to be 0.

Here, the loss function is taken in the form of mean squared error to

facilitate the computation. Then, gradient descend algorithm is applied to fit

hm(x) to the pseudo-residuals rjm with the training set{(x(j),M(x(j)))}Jj=1,

i.e., intermediate error terms at the m-th stage, for the j-th sample point

(x(j), rjm):

Lj =
1

2
(M(x(j))− M̂m−1(x

(j)))2 (2.45)

rjm = − ∂Lj

∂M̂m−1

= M(x(j))− M̂m−1(x
(j)) (2.46)

Afterward, the coefficient βm can be optimized:

βm = argmin
β

J∑
j=1

[M(x(j))− (M̂m−1(x
(j)) + βhm(x

(j)))] (2.47)

and the model can be updated by:

M̂m(x) = M̂m−1(x) + βmhm(x) (2.48)

Usually, some constraints are imposed on the fitting procedure by regu-

larization methods to prevent overfitting, a common error in machine learn-

ing where the model performs extremely well on the training data but fails

to fit unseen data. For example, the maximum stage of gradient boosting

M in Eq. 2.43 is a natural regularization parameter that discourages learn-

ing a more complex model to avoid overfitting. Since the regularization

through shrinkage provides superior results to that obtained by restricting

the maximum stage [Copas, 1983], a simple shrinkage strategy is also added

to Eq. 2.48:

M̂m(x) = M̂m−1(x) + νβmhm(x) (2.49)

Under this form, two regularization parameters are used in the gradient

boosting algorithm, i.e., the learning rate ν and the number of boosting

stage M .
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Kriging Method

So far, we have introduced three meta-modeling methods for approximating

a random variable, which can characterize a spatially homogeneous aquifer

property. In contrast, Kriging is a geostatistical interpolation method used to

estimate values at unmeasured points based on neighboring observed points

[Matheron, 1963].

Before introducing Kriging, some basic overviews of a random field are

provided. Given a random spatial coordinate in the topological space y ∈
DY ⊂ Rd, the associate state variable Z can be expressed as a random

variable Z (y). The set of these random variables is known as a random field

Z (y, s) : DY × S → R, with s being an outcome in the sample space S.

Random fields can be divided into different types according to the following

properties:

1. The distribution of Z(y1, ...,yn) is jointly Gaussian for any (y1, ...,yn)

and any n ∈ N. This implies that Z is a Gaussian random field, or

a Gaussian process, which is fully characterized by its mean function

and covariance function, as expressed by:

E[Z(y, s)] =
∫
S

Z(y, s)dπ(s) (2.50)

C(y1,y2) = Cov[Z(y1, s), Z(y2, s)] (2.51)

The variance function is defined as Var(y1) = C(y1,y1). Moreover,

the correlation function is defined as,

R(y1,y2) =
C(y1,y2)

σ(y1)σ(y2)
(2.52)

where σ(y) is the standard deviation function of the random field.

2. The statistical properties of a random field, such as the mean and

variance, remain invariant under translation, a property known as sta-

tionarity. In other words, the statistical properties are consistent and

identical at every location within the field.

3. If the covariance only depends on y1−y2, a random field is considered

weak-sense stationary. Moreover, a weak stationary random field is

isotropic if the dependence is solely restricted to ∥y1 − y2∥.
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Kriging is a stochastic algorithm that assumes the model output M (y)

is a realization of a Gaussian process, which can be represented as [Santner

et al., 2003, Kleijnen, 2009]:

MK(y) = βTf(y) + σ2Z(y, s) (2.53)

The term βTf (y) is the mean value of the Gaussian process, known as the

trend function. This trend function consists of arbitrary functions

{fj; j = 1, . . . , P}, each multiplied by corresponding coefficients {βj; j = 1, . . . , P}.
The second term represents the variance of the Gaussian process, denoted by

σ2. A stationary Gaussian process Z (y, s) is characterized by a zero-mean

and a unit-variance.

It is useful to predict the value Z for a new point y given the existing

measurements and their correlations. Consider a experimental design Y =

{y(1), . . . ,y(M)} and the corresponding measurements

Z = {Z(y(1)), . . . , Z(y(M))}, which may be subject to noise ε:

Z(i) = M(y(i)) + ε(i) i = 1, . . . ,M (2.54)

Usually, ε = [ε1, . . . , εM ] is assumed to follow a zero mean Gaussian distri-

bution:

ε ∼ N (0,Σ) (2.55)

where Σ represents the covariance matrix of the noise, which is often in

the form of a diagonal covariance matrix Σ = σ2
εIM , with I the identity

matrix of dimension M ×M . This implies that the noise is independent and

identically Gaussian distributed.

The joint Gaussian distribution formed by the predicted value Ẑ(y) and

the observed measurements reads:{
Ẑ(y)

Z

}
∼ NM+1

({
fT (y)β

Fβ

}
,

{
σ2 σ2rT (y)

σ2r(y) σ2R+ σ2
εIM

})
(2.56)

where:

1. F is the observation (design) matrix in terms of the trend, which can

be expressed as:

Fij = fj
(
y(i)

)
, i = 1, . . . ,M ; j = 0, . . . , P. (2.57)
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2. r(y) is the vector of cross-correlations between the prediction point y

and each one of the observations, whose elements read:

ri = R
(
y,y(i);θ

)
, i = 1, . . . ,M (2.58)

where θ is a hyperparameter characterizing the correlation between

two points.

3. R is the correlation matrix between the observed points, whose ele-

ments read:

Rij = R
(
y(i),y(j);θ

)
, i, j = 1, . . . ,M (2.59)

The mean and variance of the Gaussian variable Ẑ (y) can be conditioned

on the observed data as follows [Santner et al., 2003, Dubourg, 2011]:

µẐ(y) = f(y)T β̂ + c(y)TC−1(Z − F β̂) (2.60)

σ2
Ẑ
(y) =

(
σ2−cT (y)C−1c(y) + sT (y)(F TC−1F )−1s(y)

)
(2.61)

The following substitutions are introduced in Eq. 2.60 for a clearer represen-

tation:

c(y) = σ2r(y)

C = σ2R+ σ2
εIM

(2.62)

together with the coefficients derived from the generalized least-square method:

β̂ = (F TC−1F )−1F TC−1Z (2.63)

and,

s(y) = F TC−1c(y)− f(y) (2.64)

In practice, the selections of the trend function and correlation function

are entailed to form a Kriging predictor. The type of trend function is set

to be ordinary which implies a constant mean β0 across the entire field.

The Matern 5/2 correlation function is used as it performs consistently well

across different problem types with smooth (i.e. not noisy) data [Kianifar

and Campean, 2020]:

R(y, y′; θ) =

(
1 +

√
5
|y − y′|

θ
+

5

3

( |y − y′|
θ

)2
)
exp

[
−
√
5
|y − y′|

θ

]
(2.65)
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When the dimension of y is larger than one, a multi-dimensional correlation

function can be constructed from a uni-variate correlation function:

R(y,y′; θ) = R(h), h =

[ d∑
i=1

(yi − y′i
θi

)]
(2.66)

In cases where hyperparameters θ are unknown, they need to be esti-

mated based on available observations, along with other unknowns such as

the constant mean β0 and the noise variance σ2
ε . To this end, a leave-one-out

(LOO) cross-validation method is employed to set up the optimization prob-

lem. Specifically, the set of observations Z excluding the i-th observed value,

denoted as Z\Zi, is used to form the Kriging predictor. The corresponding

error in estimating Zi can be expressed as:

ϵi =
(
Zi − µẐ

(
yi,β, σ

2
ε ,θ,Z\Zi

))2

(2.67)

and the optimal values can be obtained by minimizing the overall LOO error:

{β,θ, σ2
ε} = argmin

β,θ,σ2
ε

1

N

N∑
n=1

ϵi (2.68)

The optimization problem is solved by a hybrid approach, where the final

solutions obtained from the Genetic Algorithm serve as the initial trial for

the gradient-based method.

2.2.2 Sensitivity Analysis

Sensitivity analysis aims to evaluate the effects of variations in input pa-

rameters on model outcomes. Consequently, the results of the analysis can

identify the most influential input variables and offer insights into the rela-

tionships and dependencies among the inputs and outputs. As mentioned

earlier, sensitivity analysis is typically conducted by utilizing surrogates of

the computational model. It is worth noting that we only focus on model

outcomes characterized by independent random variables rather than ran-

dom fields.

Variance-based Sobol’ indices

Sobol’ indices are based on the idea of defining the computational model’s

expansion into summands of increasing dimension, such that the total vari-

ance of the model can be expressed in terms of the sum of the variances of
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the summands. Assume f to be a square-integrable function of independent

variables x = [xi, . . . , xN ], then the Sobol’ functional decomposition scheme

reads:

f(x) =f0 +
N∑
i=1

fi(xi) +
N∑

1≤i<j≤N

fij(xi, xj) + . . .+ f12...N(x1, x2, . . . , xN)

(2.69)

where the following conditions hold for these terms:

f0 = E[f(x)] =
∫
f(x)π(x)dx (2.70)∫

f1,...,s(x1, . . . , xs)π(x1, . . . , xs)dxk = 0, 1 ≤ k ≤ s (2.71)

The terms in the decomposition may be derived by:

fi = Ex∼i
[f(x)]− f0

fij = Ex∼(ij)
[f(x)]− fi − fj − f0

(2.72)

where x∼i = (x1, . . . , xi−1, xi+1, . . . , xN) denotes all elements of x except the

i-th one. The same calculation applies to higher-degree terms.

The decomposition scheme allows us to attribute the variances to the

different variables or their various degree interactions. These can be given

by the partial variances:

V1,...,s =

∫
· · ·

∫
f 2
x1,...,xs

(x1, . . . , xs)π(x1, . . . , xs)dx1 . . . dxs, 1 ≤ s ≤ N

(2.73)

and similarly for higher-order terms. With the help of the partial variances,

the total variance can be decomposed as follows:

V =
N∑
i=1

Vi +
N∑

1≤i<j≤N

Vij + . . .+ V12...N (2.74)

The variance-based sensitivity is described by the ratio of the partial

variances and the total variance. The first and second-order Sobol’ indices

are defined as:

Si =
Vi
V

Sij =
Vij
V

(2.75)
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and similarly for the higher-order sensitivity indices. The first order indices

{Si}Ni=1 measure the effect on the output variance contributed from input

variable xi alone. Higher-order indices represent the combined effect of the

group of corresponding variables on the variance of the model output.

Another common sensitivity measure is the total index of the i-th vari-

able:

STi
=

∑
{1,...,s}⊃i

S1,...,s

STi
= 1− Sx∼i

(2.76)

such that STi
accounts for the contribution to the output variance from all

the terms that contain the variable xi. In practice, the calculation usually

takes the second form by excluding the variable xi:

Sx∼i =
Var(E[u|x∼i])

Var(u)
(2.77)

where u = f(x = f(xi,x∼i)). This index accounts for the sum of all the

single effects as well as interactions between the variables x∼i.

These Sobol’ indices can be calculated by Monte Carlo methods [Saltelli,

2002, Saltelli and Annoni, 2010]. The procedure implies the generation of

a q × 2N sample matrix of the input variables x. The first N columns are

gathered as matrix A and the second N columns are used similarly as matrix

B. From these two matrices, we generate N further q ×N matrices AB
i by

taking matrixA and replacing its i-th column with the corresponding column

of B. The estimators:

Vi(Ex∼i
(u|xi)) ≈

1

q

q∑
j=1

f(B)j(f(AB
i)j − f(A)j)

Ex∼i
(Vxi

(u|x∼i)) ≈
1

2q

q∑
j=1

(f(A)j − f(AB
i)j)

2

(2.78)

used in Eqs. 2.75 and 2.76 allows us to compute the indices Si and STi
.

The main problem with this sampling-based method is the cost of com-

puting f(AB
i). Except for the use of surrogate models, the computational

cost can be further reduced by decreasing the number of model evaluations.

To this end, we substitute the ordinary Monte Carlo with the Sobol’ se-

quence [Saltelli, 2002, Saltelli and Annoni, 2010], in which the design points
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are selected with low discrepancy sequences, thus improving the convergence

of the estimator.

Alternatively, PCE can be utilized with the Sobol’ indices computed ana-

lytically without using the sampling-based approximation given in Eq. (2.78).

Due to the orthogonality condition, the mean and the total variance of the

PCE can be directly computed from the coefficients of the expansion as

follows:

E(f(x)) ≈ cα||α|=0, (2.79)

V ≈
∑

0<|α|≤N

c2αγα. (2.80)

According to Sudret [2008], if we introduce the set of α tuples Ji1,...,is such

way that only the indices (i1, . . . , is) are nonzero:

Ji1,...,is =

{
α :

αk > 0 ∀k = 1, . . . , N, k ∈ (i1, . . . , is)

αj = 0 ∀j = 1, . . . , N, j /∈ (i1, . . . , is)

}
, (2.81)

than Ji is defined as a set of all multi-indices that correspond to the poly-

nomials depending only on parameter xi.

Consequently, the Sobol’ decomposition (see Eq. (2.69)) of the PCE ap-

proximation is straightforward:

f(x) = f0 +
n∑

i=1

∑
α∈Ji

cαΦα(xi) +
∑

1≤i1<i2≤N

∑
α∈Ji1,i2

cαΦα(xi1 , xi2)

+ · · ·+
∑

α∈J1,2,...,N

cαΦα(x1, x2, . . . , xN)

and thus any element of the decomposition can be written as:

fi1,...is =
∑

α∈Ji1,...,is

cαΦα(xi1 , . . . xis) (2.82)

The partial variances can be also easily computed from:

Vi1,...is =
∑

α∈Ji1,...,is

c2αγα (2.83)

that is, the coefficients corresponding to the polynomials that have depen-

dence only on the selected variables have to be collected, squared, multiplied

with its norm, and summed up. For the sensitivity index, this expression

has to be divided by the total variance provided in Eq. (2.80).
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Mean Decrease Accuracy (MDA)

Theoretically, GBT surrogates can be plugged into Eqs.2.78 for comput-

ing Sobol’ indices. However, like other machine learning methods, GBT

lacks interpretability, meaning the functional relationship between the input

and output is not clear. Consequently, GBT and other tree-based methods

are commonly associated with mean decrease accuracy (MDA), a sensitivity

measure indicating how input variables contribute to the predictive perfor-

mance of an estimator. Each feature importance is evaluated through a

permutation-based measure following the idea of Breiman [2001] and the ap-

plication in Jaxa-Rozen and Kwakkel [2018]. Moreover, unlike Sobol’ indices,

MDA can be applied to evaluate correlated input variables.

Given the q × N matrix A of the random input variables x, the MDA

index of the i-th feature measures the decrease of the estimator accuracy by

randomly permuting the values of xi (i-th column of input variables matrix)

for K times in total and for each repetition re-computing the ensemble tree

predictions with the k-th (for k = 1, . . . , K) permuted column Ai . The

higher the inaccuracy, the more important the feature for the particular

model. MDA of the i-th feature is defined as

MDAi = s− 1

K

K∑
k=1

sk,i (2.84)

where s is the reference score and sk,i the score for the k-th permutation of

feature xi, where the score is obtained by computing the mean square error

between predictions and observations. The feature is important if permuting

its values causes a large drop in the model performance.

In the context of MC sampling, we introduce a convergence criterion

proposed by Roustant et al. [2014] to evaluate the stability of the important

indices. The vector Iq = (I1, . . . , IN) of the variable importance indices is

estimated from a sample size of q design points, where N is the number of

input features. Specifically, the Euclidean norm of the vector is taken into

account rather than the individual indices so that the more influential indices

have more effect on the convergence measurement. The importance indices

are computed sequentially over an increasing sample size at intervals of ∆q.

Then the convergence criterion kq is computed by:

kq =
1/nt

∑nt

j=1 ∥Iq − Iq−j∆q∥
∥Iq∥

(2.85)
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where ∥ ∥ is the Euclidean norm and nt is the number of total intervals. The

values of ∆q and nt are case-dependent. This criterion will be imposed on

the total Sobol’ indices ST and MDA.

Partial Dependence

So far, PCE and GBT surrogates have been introduced to compute their re-

spective sensitivity measures, namelly Sobol’ indices and MDA. Lastly, par-

tial dependence is included to be incorporated with both PCE and GBT sur-

rogates. Compared to Sobol’ indices and MDA, partial dependence is more

straightforward and analogous to one-at-a-time (OAT) sensitivity analysis,

which assumes the model response is a function of one or two input variables

and characterizes the average marginal effect on model prediction [Goldstein

et al., 2015]. Owing to this feature, partial dependence plots can visually

depict the relationship between model output and the parameters of interest.

The partial dependence function Mi reads:

Mi (xi) = Exj
[M (xi,xj)] =

∫
M (xi,xj) dπ (xj) (2.86)

where xi and xj are respectively the feature set of interest and its com-

plement used in the computational model M. Generally, xi is allowed to

contain two components at most. Analogously, the computational model M
in Eq. 2.86 can be substituted by its surrogates M̂ and the expectation can

be computed by Markovian samples.

2.2.3 Bayesian Inversion

In practical scenarios, critical input parameters such as hydraulic conductiv-

ity and compressibility typically remain elusive. One may turn to measurable

quantities of interest (QoIs) that are inferable through the application of the

computational model which maps these QoIs from the underlying input pa-

rameters. Consequently, we are interested in inferring plausible parameter

values based on available data. This inverse problem can be tackled in the

Bayesian framework, see e.g. Stuart [2010]. In this context, the goal is to de-

rive a probability distribution of the parameters describing the plausibility

of different parameter values given the information provided by the avail-

able data. The sought-after distribution is called data-informed or posterior
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distribution and can be interpreted as an update of a prior parameter distri-

bution, i.e. the distribution assumed for the parameters before incorporating

information from data. We consider M independent measurements mi of

the QoI forming a set of data O = {m1, · · · ,mM}. We assume that they

correspond to the model outputs at the points {(yi, ti)}M1=1 for an unknown

value x̄ ∈ Ξ of the parameters and that they are affected by an error. We

write

mi = Mi(x̄) + εi, i = 1, . . . ,M, (2.87)

where εi are independent and identically distributed Gaussian random vari-

ables representing the measurement errors, i.e. the discrepancy between the

model response and the data. Similarly, we assume ε = [ε1, . . . , εM ] to fol-

low a joint normal distribution ε ∼ N (0,Σ) with zero mean and diagonal

covariance matrix Σ = σ2
εIM , IM being the identity matrix of dimension

M ×M . Then, according to Bayes’ theorem, the posterior probability den-

sity function (pdf) πpost(x|O) of x is obtained by:

πpost(x|O) =
πprior(x)π(O|x)

π(O)
, (2.88)

where πprior(x) is the prior pdf of the parameters mentioned above, π(O|x) is
the so-called likelihood function (denoted in the following by L(x,O)) which

represents the probability of x given the set of measurements O, and π(O)

is termed evidence or marginal likelihood and can be seen as a normaliza-

tion constant. The posterior pdf is thus proportional to the product of the

likelihood function and the prior distribution

πpost(x) ∝ L(x,O)πprior(x). (2.89)

Since the errors εi, i = 1, . . . ,M are assumed to be independent Gaussian

random variables, the likelihood function can be written as follows

L(x,O) =
M∏
i=1

1√
2πσ2

ε

e
− (mi−Mi(x))2

2σ2
ε . (2.90)

However, in general, the variance σ2
ε of the measurement errors is not known

and needs to be estimated according to the case study. One option is to relate

the estimation of the variance to the maximum a posteriori (MAP) estimate,

i.e. the estimate of the maximum point x∗ of the posterior pdf (2.88) Carrera

and Neuman [1986]. For computational reasons, it is common to turn the
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maximization problem into a minimization one by introducing the so-called

negative log-likelihood function (NLL) NLL(x,O) := − ln(L(x,O)) that has

the following form

NLL(x,O) =
1

2σ2
ε

M∑
i=1

(
mi −Mi(x)

)2
+

1

2
M ln(2πσ2

ε). (2.91)

Then, the MAP estimate x∗ is obtained by minimizing the negative loga-

rithm of the right-hand side of Eq. 2.89:

x∗ := argmin
x∈Ξ

[
− ln(πpost(x,O))

]
= argmin

x∈Ξ

[
NLL(x,O)− ln(πprior(x))

]
.

(2.92)

Note that the minimization is independent of σε. Finally, the following

sample variance estimation is employed

σ2
ε ≈ 1

M

M∑
i=1

(
mi −Mi(x

∗)
)2
. (2.93)

In general, the form of the posterior pdf cannot be computed analytically

and can be estimated by e.g. sampling techniques to obtain values of x dis-

tributed according to it. The class of methods to this aim are Markov Chain

Monte Carlo methods (MCMC) that, roughly speaking, construct a sequence

of random variables, where the current sample depends probabilistically on

the previous one. In this work, we consider the slice sampling algorithm

Neal [2003], which approximates the unnormalized posterior pdf, i.e. does

not require calculating the normalization constant π(O). Furthermore, with

respect to other MCMC algorithms, it has the advantage of not requiring

a proposal distribution that is usually difficult to tune and strongly affects

the performance of the method. Commonly, the available data describe mul-

tiple QoIs associated with the model measured from various devices that

are affected by different measurement errors (for instance, in this work we

consider piezometric and InSAR measurements describing drawdown and

average subsidence rate, respectively). One has then to group together mea-

surements of the same type and extend the above-described procedure to

the case of multiple sets of data. Let us consider Ng group of measurements,

each consisting of Mg data, and denote them by O(g) such that

O(g) = {m(g)
1 , . . . ,m

(g)
Mg

}, g = 1, . . . , Ng.
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Further, let us denote the error variance of each measurement group by σ2
εg .

The MAP estimation requires the following (extended) negative logarithm

posterior function,

− ln(πpost)
(
x,

Ng⋃
g=1

O(g)
)
=

Ng∑
g=1

− ln(πpost)(x,O(g)). (2.94)

Since each term in the sum has a different weight 1/2σ2εg (cf. Eq. (2.90)) the

minimization is not variance-independent as above. Hence, the optimization

has to be done over the parameter x and the variances σ2
εg , g = 1, . . . , Ng.

We will give more details on this in the following Section 3.2.3 where two

measurement variances were estimated. Finally, we observe that the com-

putation cost associated with the computation of the MAP estimate and

to sampling of the posterior pdf can be prohibitively expensive for calling

for the computation model repeatedly. To overcome this issue, the original

computational model is usually substituted by cheaper surrogate models.

2.3 Motivation

The thesis deals with the characterization of mechanical properties and me-

chanical response of complex aquifer systems to groundwater pumping. Each

of the three case studies, namely the Alto Guadalent́ın in Spain, the Gediz

Basin River in Turkey, and the Guangming village in China, requires the use

of a specific physics-based numerical simulations to model the response of

the aquifer system to groundwater extraction. With the aim of investigating

the uncertainty characterizing the aquifer parameters, the computationally

intensive modelling applications are substituted with more economical sur-

rogates, allowing for sample-based statistical analyses at a reasonable cost.

In the case of the Alto Guadalent́ın basin, the phreatic aquifer system

is characterized using a coupled poroelastic model, introducing nonlinearity

corresponding to saturation and porosity variation. Moreover, the complex-

ity of the discretization scheme exacerbates simulation costs. To mitigate

this, sparse grid collocation is employed to accurately approximate numer-

ical solutions with tens of interpolants. Using polynomial chaos expansion

(PCE) indirectly necessitates employing the collocation technique to com-

pute the coefficients of polynomials. In comparison, gradient boosted trees

(GBT), as a machine learning technique, requires a sufficiently large sample

size to ensure the performance of surrogates.
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In the Gediz Basin River, the heterogeneous nature of specific storage of

clay units, as suggested by the cross-comparison between the evolution of

the hydraulic head and land subsidence, is mathematically represented by a

Gaussian field. Thus, the Kriging method is utilized to estimate the spatial

distribution of aquifer properties.

In the last section, one of goals is to assess how various factors influence

earth fissure behaviors. Initially, Sobol’ indices are used as a global sensi-

tivity analysis method to fully explore the parameter space and compute

high-order interactions. Apart from Monte Carlo estimation, Polynomial

Chaos Expansion (PCE) serves as an alternative to compute Sobol’ indices

with fewer computational efforts. However, PCE is theoretically unsuitable

for approximating discontinuous variables such as earth fissure opening or

sliding. Therefore, Gradient Boosted Trees (GBT) are employed due to their

proficiency in addressing discontinuities. Furthermore, Mean Decrease Ac-

curacy (MDA) is performed, especially efficient for nonlinear or opaque esti-

mators like GBT. Finally, Partial Dependence metrics offer a straightforward

measure of sensitivity that can be integrated with any fitted surrogates.

In summary, the selection of meta-modeling techniques and sensitivity

analysis methods is tailored to address the specific challenges of the problem

at hand. In particular, the earth fissure output exhibits significant disconti-

nuity, and hence different sensitivity measures and their corresponding sur-

rogate techniques are adopted for cross-validation, ensuring the reliability of

analyses.

2.4 Software Utilized

In this thesis, the forward groundwater flow and geomechanical models are

carried out by the FLOW3D and GEPS3D simulators [Paniconi and Putti,

1994, Isotton et al., 2019, Nardean et al., 2021]. The Sobol’ technique is

implemented by the SALib library in Python environment [Herman and

Usher, 2017]. SALib library [Zander, 2020, Friedman and Zander, 2020] is

used to compute the polynomial chaos expansion and Sobol’ indices [Vittek

et al., 2006]. Gradient boosting tree algorithm and mean decrease accu-

racy computation are carried out by the scikit-learn module in Python with

gradient boosting regression estimator and permutation feature importance

function [Pedregosa et al., 2011]. The Bayesian parameter calibration was

implemented in Matlab, using the Sparse Grid Matlab Kit [Piazzola and



2.4 Software Utilized 35

Tamellini, 2023a,b] for the construction of the required sparse-grids-based

surrogate models. The construction and estimation of Kriging model are

carried out in UQlab [Lataniotis et al., 2022].
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Chapter 3

Inference of Homogeneous

Aquifer Properties affecting

Land Subsidence

This chapter presents a novel methodology aimed at determin-

ing the basin-scale hydrogeomechanical properties of an over-

exploited phreatic aquifer system experiencing significant land

subsidence due to the extensive lowering of the water table. The

approach involves utilizing a three-dimensional (3D) coupled non-

linear poroelastic model. Soil deformation is explicitly used to

quantify variations in porosity and their impact on variably-

saturated groundwater flow. On the other hand, variations in

pressure and water saturation influence soil deformation. The

modelling approach is implemented within a Bayesian frame-

work to infer the basin-scale hydrogeomechanical properties of

the aquifer system. This framework utilizes Markov Chain Monte

Carlo (MCMC) sampling algorithms, which are augmented by

sparse grid-based surrogate models. Piezometric and Interfero-

metric Synthetic Aperture Radar (InSAR) datasets provide mea-

surements of hydraulic head variations and land displacement,

which are utilized to infer the aquifer properties.

The methodology is applied to the Alto Guadalent́ın basin in

Spain, an inner valley that has experienced land subsidence larger

than 3 m in recent decades following a lowering of the water table

37
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exceeding 100 m [Boǹı et al., 2015, Ezquerro et al., 2017].

Initially, a brief overview of the study region is provided. Sub-

sequently, the set-up of the coupled flow-poroelastic and sur-

rogate models is presented, with a detailed description of how

the Bayesian framework facilitates the estimation of parameters

through the analysis of piezometric data and satellite records.

Following these steps, the forward model is used to evaluate how

uncertainties in input parameters influence output variability. A

final comparison between the numerical solutions, derived using

estimated parameters, and observations is carried out.

The proposed approach and the outcomes achieved are the ba-

sis of the publication entitled “Characterizing aquifer properties

through surrogate-based Bayesian framework and InSAR mea-

surements: A case study in the Alto Guadalent́ın Basin” by

Li Y., Piazzola C., Zoccarato C., Bru-Cruz G., Tamellini L.,

Guardiola-Albert C. and Teatini P., submitted to Water Re-

sources Research.

3.1 Study Area

The Alto Guadalent́ın Basin is an elongated tectonic depression-oriented NE-

SW located in Southeast Spain, covering an approximate area of 300 km2.

The phreatic aquifer system consists primarily of Plio-Quaternary and Miocene

sediments that fill the basin, limited by mountain fronts (Figure 3.1A). The

ranges are controlled by large NE-SW faults [Mart́ınez Dı́az et al., 2012].

The Plio-Quaternary filling comprises two layers: a shallower clayey unit in

the central part of the valley, characterized by high compressibility (“clay”

in Figure 3.1B), and a lower unit consisting of coarser sandy soils and gravel,

characterized by high permeability (“sand” in Figure 3.1B). For this reason,

it is the main extraction layer [CHS, 2005].

The thickness and spatial distribution of the clay layer were delineated in

the work of Béjar-Pizarro et al. [2016]. Beneath the Plio-Quaternary filling,

the Miocene sediments comprise conglomerates, marl, and sandstones. Al-

though some groundwater extraction occurred also from this deep unit, its

permeability is considerably lower than that of the sandy layer [CHS, 1994,

2005]. The geometry of these layers was studied by Cerón-Garćıa [1995]
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Figure 3.1: Axonometric views of: A) the 3D simulated domain with colors

representative of the land elevation (m above msl); and B) the finite element

discretization of the domain with colors representative of the main litholog-

ical classes.

through vertical electric soundings. Moreover, borehole information and

lithostratigraphic data are available from the piezometric network of the Se-

gura River Hydrographic Confederation (CHS) and technical reports [CHS,

2005]. The underlying basement consists of Paleozoic pre-orogenic meta-

morphic rocks exhibiting a horst and graben structure with depths varying

between 400 to 1000 m [Cerón and Pulido-Bosch, 1996]. For the model de-

veloped in the present work, the Paleozoic and the lower Miocene layers are

considered to barely participate in the hydraulic and mechanical activities of

the upper layers. Figure 3.2 provides a few representative geological sections

of the basin together with their representation in the numerical model.

The basin experiences a semi-arid climate, with an average annual pre-

cipitation of approximately 250 mm over the last 20 years. The main in-

flows to the aquifer are seasonal watercourses, being the most relevant one

the Guadalent́ın River, which flows through the northeastern corner of the

basin, at the north of the city of Lorca (Figure 3.1A). The Guadalent́ın River

is the largest tributary of the Segura River. Other seasonal watercourses,

including Nogalte, Torrecilla, and Béjar Ramblas, located at the NW and

SE of the basin, become active only after periods of intense rainfall. In the
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northeastern sector, the Alto Guadalent́ın aquifer connects laterally to the

multi-layer aquifer system of the Bajo Guadalent́ın Basin [CHS, 2005]. His-

torically, groundwater flowed from the Alto Guadalent́ın Basin to the Bajo

Guadalent́ın Basin. However, long-term groundwater depletion in the Alto

Guadalent́ın Basin reversed the flow direction.

In the Guadalent́ın Basin groundwater extraction for agricultural pur-

poses began in the early 1960s and rapidly increased during the mid-1970s

and early 1980s, reaching its peak in the late 1980s, as shown in Figure 3.3.

The largest extraction rate amounted to 8 × 107 m3 in 1987. The excessive

pumping caused a great lowering of the water table, which further raised the

extraction cost. Following the long-term extraction, the water table declined

not only in the sandy layer but drained the upper clay unit too, causing large

land subsidence that remained unnoticed for decades. The discovery of sig-

nificant subsidence rates occurred quite recently by González and Fernández

[2011] who used InSAR analysis to process ERS and ENVISAT images ac-

quired between 1992 and 2007. Indeed, this contribution and more recent

papers [Boǹı et al., 2015, Béjar-Pizarro et al., 2016, Ezquerro et al., 2020]

highlight how this region was experiencing one of the highest subsidence

rates in Europe. Cumulative land subsidence amounted to more than 3 m

and, surprisingly, it did not cause any evident effects on the natural and

anthropogenic environments.

The lowering of the water level, as pointed out by the piezometric network

established in the area, led the government to impose strict regulations since

1989 in order to reduce groundwater pumping. Countermeasures included

importing water from Tajo’s basin, Central Spain, and shutting down a cer-

tain number of wells. As a result, the amount of extraction was cut more

than half from 1988 to 2000 (Figure 3.3). Afterward, the extraction recov-

ered a bit but stabilized around 4×107 m3/yr around the 2010s. These new

wells were drilled after 1988 in northeastern part of the basin to offset the

wells abandoned in the southwest. Despite these efforts, the overall pressure

head has decreased by over 150 m as of 2012.

3.2 Modelling Approach

Over the last decades, the phreatic aquifer system in the Alto Guadalent́ın

basin has experienced a significant lowering of the water table, up to 150 m,

that was accompanied by land subsidence of more than 3 m. From a me-
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chanical point of view, land subsidence is due to the increase of the effective

stress acting on the soil skeleton. However, according to Eq. 2.12, the effec-

tive stress variation in variably-saturated aquifer depends not only on the

pore pressure change but also on the variation of the saturation degree. As

this latter is always smaller than 1, it can be generally states that the contri-

bution of unsaturated zone to land subsidence is smaller than that exerted

by the pressure change within the saturated porous medium. As the water

table declines, the unsaturated zone propagates downwards with Sw varia-

tions that progressively reduces in the shallower soils because of the shape of

the capillary curve linking the pore pressure head to Sw. On the other side,

the deformation caused by the change of the effective stress yields a porosity

variation (Eq. 2.9), and consequently a variation of Sw also in the case of a

constant water content.

This complex dynamics is properly accounted for in the analysis of land

subsidence and the characterization of the soil parameters in the Alto Guada-

lent́ın basin. Due to the features of the aquifer system, the coupling be-

tween hydrologic and geomechanical parameters and processes cannot be

neglected. Necessarily, this complexity and non-linearities make the model

solution challenging and CPU demanding, requiring the development of a

specific modelling approach.

It must be highlighted that the natural (e.g., rainfall recharge) and an-

thropogenic (i.e., groundwater pumping rates) factors driving the piezomet-

ric head evolution in this basin are highly uncertain. Although the main

uncertainties are described in the following, here it is worth pointing out

that this gap has suggested the use of homogeneous parameter distribu-

tions within each main geologic unit. With this assumption, the objective

of the modelling effort is to ascertain the extent to which the hydrologic

and mechanical behavior of the system can be captured at the ”basin scale,”

acknowledging beforehand that local-scale ”anomalous” trends recorded by

individual piezometers or radar scatterers are unlikely to be satisfactorily

replicated.

3.2.1 Calibration Scheme

In the present study, the focus is directed toward the two critical parameters

of the aquifer system, which are the hydraulic conductivity of the sandy

layer (Ks) and the oedometric compressibility of the clayey layer (cmc). The
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Table 3.1: InSAR stacks used to characterize land subsidence in the Alto

Guadalent́ın Basin. The datasets are used to calibrate and validate the

model.
satellite period modelling reference

purpose

ERS-ENVISAT 1992 - 2007

ALOS-PALSAR 2007 - 2010 calibration Boǹı et al. [2015]

COSMO-SkyMed 2011 - 2012

COSMO-SkyMed 2012 - 2016 validation Ezquerro et al. [2020]

sandy layer is characterized by a hydraulic conductivity markedly larger

than that of the other units filling the basin. Therefore, Ks is expected

to exert a substantial impact on the distribution of pore pressure and the

evolution of the water table throughout the entire aquifer system. Similarly,

cmc is selected for its significant role in the amount of land subsidence that

affected the area. Because of the complexity of the coupled model, it has

been assumed that each hydrogeologic unit is uniform, i.e. characterized by

a single value of hydraulic conductivity and oedometric compressibility (i.e.,

elastic storage).

The measurements employed to characterize the properties of the aquifer

system are categorized into two groups: piezometric records and land sur-

face displacement observations. Regarding piezometric records, nine mon-

itoring wells (Figure 3.4A) recorded data spanning from the 1970s to the

1980s. More recent water level data were collected from other six piezome-

ters (Figure 3.4B). Land displacements in the study area were measured by

processing four InSAR datasets spanning the period from 1992 to 2017 (Ta-

ble 3.1). Figure 3.5 shows the average vertical rate (vz = ∆uz/∆t) over

each time interval. It is to be noted that ERS, ENVISAT, ALOS-PALSAR,

and COSMO-SkyMed until 2012 are utilized for parameter inversion, while

COSMO-SkyMed between 2012 and 2016 is reserved for model validation.

The calibration procedure begins by inferring Ks solely, rather than es-

timating both Ks and cmc parameters. This choice arises from convergence

challenges encountered in certain regions of the prior parameter space using

the coupled model. Specifically, combinations of relatively low Ks and high

cmc lead to nonphysically large drawdown in the clayey layer. The result-



3.2 Modelling Approach 43

ing compaction, in turn, contributed to a drastic porosity collapse, thereby

causing convergence failure during the coupled simulation.

Subsequent experiments revealed that the coupled model is more sen-

sitive to variations in Ks. Moreover, piezometric records, which can more

effectively constrainKs than cmc, have been available since 1972, i.e. 20 years

in advance than InSAR measurements.

Consequently, Ks was calibrated first using the groundwater model only

and the available piezometric data. Maintaining fixed porosity over time,

the GW model converges more easily. Once the variability of the prior Ks

distribution is bounded, the coupled model converges smoothly.

The calibration process for both parameters unfolds as follows:

1. Set up the GW model to investigate variations in hydraulic change

(∆H) given different Ks. The simulated time ranges from 1962 to

1988, a period encompassing early and intensified extraction phases

(indicated by a green shadow in Figure 3.3);

2. Use of sparse grid collocation method to construct surrogate models ca-

pable of capture ∆H at the 9 available monitoring wells (Figure 3.4A);

3. Derivation of piezometric records noise via MAP estimation (Eq 2.92)

and formulation of the posterior probability function of Ks, denoted

as π1
post(Ks);

4. Approximation of π1
post(Ks) through 10,000 samples generated through

MCMC simulations and calculation of statistical moments of Ks, in-

cluding mean and variance;

5. Set up the coupled model designed to simulate both ∆H and the av-

erage vertical rate (vz = ∆uz/∆t), considering various pairings of Ks

and cmc over an extended timeframe from 1962 to 2012;

6. Construction of surrogate models for approximating both ∆H at the

9 monitoring wells and vz at the 39 locations shown in Figure 3.6)

properly selected to represent the measured subsidence bowl. Notably,

the prior distribution has been updated by

π1
post(Ks);

7. Estimation of noises for piezometric records and InSAR measurements

through a Grid Search methodology followed by derivation of a joint
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posterior probability function encompassing both parameters, i.e.,

π2
post(Ks, cmc);

8. Approximation of π2
post utilizing 10,000 Markovian samples with subse-

quent computation of statistical moments for each parameter respec-

tively;

9. Implementation of the coupled simulation incorporating expectations

derived from the last step over a time frame extended to 2016. This step

serves as validation against the InSAR dataset provided by COSMO-

SkyMed from 2012 to 2016 (Table 3.1).

It is essential to point out the notable intrinsic uncertainties arising from

groundwater withdrawals, natural recharge and piezometric observations, ex-

cluding aquifer properties. Concerning pumping values, rough estimations of

the total annual pumping amount and the distribution of pumping wells are

available, as illustrated in Figures 3.3 and 3.4. However, detailed information

regarding the withdrawal rates and screen depths for each production well

is unavailable, similar to the uncertainties surrounding discharging condi-

tions. Regarding observations, piezometric records are expected to be more

uncertain compared to InSAR datasets. Many monitoring wells lack full-

time spans, especially during the 1980s when extraction was most intense.

Additionally, the depth of monitoring wells are missing, and the precision

associated with these wells, established in different periods, are also unavail-

able.

Considering the available information, attempting to quantify heteroge-

neous distributions of aquifer properties with all these uncertainties proves

meaningless and impractical. Therefore, the inference of aquifer properties is

simplified to two homogeneous variables, i.e. Ks and cmv. This is the reason

why the primary objective is not to achieve a perfect fit with all point-wise

observations but rather to examine how well the predictive model aligns with

data at a basin scale after inferring these two variables.

3.2.2 The Groundwater Flow Model

The primary objective of employing the groundwater (GW) model (alone)

is to ascertain a relatively secure range for hydraulic conductivity (Ks) that

would mitigate potential convergence issues within the coupled model.
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Surrogate models are developed with the purpose of emulating solutions

to GW flow, specifically changes in the hydraulic head (∆H), utilizing sparse

grid collocation methods. Hydraulic head change, rather than absolute head,

is selected as the quantity of interest (QoI) due to its reduced sensitivity to

initial head conditions. These surrogates serve as an efficient means to reduce

the computational burden within the Bayesian framework to infer Ks.

By incorporating piezometric records, Bayesian inference enables us to

derive posterior distributions for Ks, thereby allowing us to identify a range

ofKs values that are consistent with observed hydraulic behavior while main-

taining numerical stability in coupled simulations.

The Groundwater model setup

The geological structure of the aquifer system is conceptualized by four litho-

logical units, i.e., clay, sand, silt, and rock. The geometry of each unit is

reconstructed using the thickness contour maps available from Cerón-Garćıa

[1995]. The bottom of the three-dimensional (3D) domain is fixed at -350 m

above the mean sea level, where the bedrock acts as the basement for the

model (Figure 3.2). This depth ensures that the prescribed boundary con-

ditions do not affect the model solution within the upper layers.

The 3D tetrahedral mesh is developed starting from a two-dimensional

(2D) triangulation of the geologic surfaces. The top of each unit is repre-

sented by applying an array of z-coordinates on the surface. An initial coarse

3D outline of geological structure is formed by stacking and connecting these

2D surfaces according to their coordinates. Lastly, this 3D structure is finely

discretized into 163,333 nodes and 909,301 tetrahedra. The TetGen code [Si,

2008] was used to generate the boundary constrained conforming (Delaunay)

discretization. The characteristic element size varies across the lithological

units. The clay layer is discretized by the smallest elements, whose charac-

teristic size amounts to a few meters to accurately reproduce the evolution

of the water content a pore pressure. The element size of bedrock exceeds

1,000 m, while the size of sand and silty layers falls within the range of clay

and bedrock layers.

As regards the boundary conditions, the lateral and bottom surfaces,

which predominantly consist of bedrock, are generalized as no-flow bound-

aries. The northern boundary, hydraulically connected to the Bajo Guada-

lent́ın Basin, is prescribed as a Dirichlet boundary. The variation of the hy-
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draulic head is estimated by linear regression analysis on piezometric records

available from wells located near the boundary between the two basins. Note

that precipitation and irrigation recharge are not considered in the simula-

tion due to their low significance. Indeed, the presence of a thick clay layer,

combined with a depth to the water table exceeding tens of meters in the

sandy area, substantially prevents precipitation and return irrigation water

from infiltrating and recharging the aquifer.

Pumping wells (Figure 3.7A) and the Guadalent́ın River inflows (Fig-

ure 3.7B) are designated as Neumann boundaries in the GW model. The

annual recharge rate is evenly distributed among the respective finite ele-

ments. To prevent water extraction from unsaturated areas, each pumping

well is represented by a series of vertically aligned nodes within the sandy

layer with an elevation lower than 230 m above msl. Due to the lack of spe-

cific information, the annual pumping rate provided in Figure 3.3 is equally

divided between the various wells. The initial hydraulic head distribution

is obtained from a pre-development map of the water table elevation after

Ezquerro et al. [2017]. The values are first interpolated on the 3D mesh

assuming a hydrostatic distribution. A few-year warming-up period with-

out discharging conditions is initially run to initialize the groundwater flow

model with an equilibrium condition. Finally, Table 3.2 lists the hydraulic

properties of each unit from top to bottom, with values derived from previ-

ous studies carried out in the area [Ezquerro et al., 2017, Fernandez-Merodo

et al., 2021]. Notice that Ks is the only non-deterministic parameter. More-

over, the silt layer is subdivided into an upper 50 m layer, characterized

by higher permeability where extraction can occur, and a lower layer that

is nearly impervious. Concerning the parameters of the capillary curves

(Eqs. 2.7 and 2.8), the following parameters have been used [Fernandez-

Merodo et al., 2021]: α = −0.54 m−1, n = 1.25, and Swr = 0.13. Due to the

lack of more specific data, these values are associated with both the sand

and clay units.

Sparse-grids-based surrogate model

In this section, we aim to approximate the relationship between hydraulic

conductivity (Ks) and drawdown (∆H) at a set of space-time points

{(yi, ti)}Mi=1, corresponding to the nine monitoring wells shown in Figure 3.4A

and at time points between 1972 to 1988, thus M = 9× 16.
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Figure 3.2: Comparison between the NW-SE geologic profiles as published

in Cerón-Garćıa [1995] and reconstructed in the numerical model. The soil

classification is the following. 1: clay, limestone, sand and gravel; 2: sand,

gravel and conglomerate; 3: marl; 4: marl with sand and conglomerate;

5: marl with gypsum; 6: metamorphic substratum. The elevation values

inserted in the sections are in m above mean sea level (msl). The correspon-

dence between the legend by Cerón-Garćıa [1995] and the one used in the

numerical model is provided.

Table 3.2: Hydro-geomechanical properties of the lithological units used in

the GW model
unit hydraulic conductivity K (m/d) compressibility cm (kPa-1)

clay 5 · 10−3 2 · 10−5

sand U [0.03, 3] 5 · 10−6

silt 1 1 · 10−3 2.5 · 10−6

silt 2 1 · 10−8 1.8 · 10−7

bedrock 1 · 10−9 1.8 · 10−7
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Figure 3.3: Yearly groundwater withdrawal from the Alto Guadalent́ın

aquifer system over the time interval from 1962 to 2016 spanned by the

study. The color shadows indicate the periods used for the groundwater flow

calibration (green), coupled model calibration (yellow), and model validation

(blue).

Figure 3.4: A) Location of the 9 monitoring wells where piezometric records

are available from 1972 to 1988 and are used for model calibration. B)

Location of the six monitoring wells where piezometric records are available

between 1988 and 2012. These data are used for model validation. The black

line in B marks the profile selected to present the calibrated model outcome

in terms of Sw.
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Figure 3.5: Average vertical displacement rates vz = ∆uz/∆t measured by

InSAR over the period A) 1992-2007, B) 2007-2010, C) 2011-2012, and D)

2012-2016. Redrawn after Boǹı et al. [2015] and Ezquerro et al. [2020].

We assume that Ks follows a uniform prior distribution, i.e., Ks ∼
U(0.03, 3) m/d (Table 3.2), with thresholds determined through the pre-

vious study Ezquerro et al. [2017]. Moreover, the prior is transformed into

a log-uniform form, i.e., log(Ks/3) ∼ U(−2, 0), facilitating comprehensive

exploration over the parameter space that spans two orders of magnitude,

especially in the lower range. Specifically, according to the notation intro-

duced in Sections 2.2.1and 2.2.3, we set N = 1 and x = log(Ks/3). Then,

we consider the models Mi(x) = M(yi, ti, x), i = 1, . . . ,M (cf. Eq. 2.20)

and corresponding surrogate models M̂i(x) ≈ Mi(x) (cf. Eq. 2.21).

Suitable collocation knots for uniform random variables are symmetric

Leja knots (see Piazzola and Tamellini [2023a] and Section 2.2.1) with the

appropriate level-to-knots function provided in Eq. 2.22. Their nested struc-

ture ensures the reuse of existing knots in higher refinement levels, as shown
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Figure 3.6: Locations of the 39 sites (corresponding to surface nodes of the

FE mesh) used to calibrate the coupled model.

Figure 3.7: Distributions of hydraulic boundary conditions. A) location of

the pumping wells over two periods. B) Lateral recharges represented by the

Guadalent́ın and Nogalte rivers and distributed ramblas.
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Figure 3.8: A) Collocation knots on x = log(Ks/3) at refinement levels

w = 1, 2, 3. B) Mean relative error e with an increasing refinement level w.

in Figure 3.8A, where the knots corresponding to increasing refinement levels

w = 1, 2, 3 as shown in Eq. 2.34.

The corresponding surrogates are obtained according to Eq. 2.32, using

the full model (GW) solutions for the prescribed collocated knots. Note that,

since the knots are computed for x = log(Ks/3), the corresponding values of

Ks must be derived and input in the simulations. The quality of the three

surrogates is assessed by evaluating the mean relative error e as follows:

e =
1

L

L∑
l=1

M∑
i=1

∣∣∣∣∣Mi(x
l)− M̂i(x

l)

Mi(xl)

∣∣∣∣∣ (3.1)

The value of e is evaluated by randomly selecting L = 6 validation designs

xl, l = 1, . . . , L from the prior uniform interval [−2, 0]. The refinement level

w was increased until e fell below the threshold value of 0.05. Figure 3.8B

shows the decrease in relative error with increasing w, reaching the criterion

for w = 3. The corresponding surrogates require seven collocation knots, see

Figure 3.8A.

With the aid of surrogates, the responses of each monitoring well over

different Ks were readily generated, as shown in Figure 3.9. Note that, the

secondary horizontal axis is obtained by stacking different yearly surrogate

outcomes, which aims to elucidate the temporal responses of the aquifer sys-
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Figure 3.9: Surrogate model outcomes ∆H (m) at nine monitoring wells

(Figure 3.4A) with the refinement level w = 3. Notably, the approximation

is inherently a one-dimensional problem, as denoted by M̂i(log(Ks/3)). The

secondary horizontal axis represents temporal progression, constituted by an

ensemble of surrogates for different years.

tem. The monitoring wells could be divided into two groups based on their

pressure head behaviors. The first group, including well 25392041, exhibited

a positive correlation between drawdown and time, indicating their proxim-

ity to the extraction wells. They quickly responded to groundwater pump-

ing with noticeable drawdown. In contrast, the second group, exemplified by

well 25392011, demonstrated the opposite behavior, with drawdown surfaces

decreasing as hydraulic conductivity and time increased. These wells were

farther from the extraction wells, and they experienced significant drawdown

only when the aquifer was more permeable. As Ks decreased, these mon-

itoring wells became less affected by groundwater extraction, resulting in

smaller drawdown.
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Bayesian calibration for hydraulic conductivity with piezometric

records

Unfortunately, the temporal continuity of the piezometric dataset is com-

promised due to missing records in various years for each monitoring well,

thus the aggregate size of drawdown measurements is reduced to 82, i.e.,

O = {m1, . . . ,mM} with M = 82. As described in Section 2.2.3, to per-

form the Bayesian calibration we need first to estimate the noise variance

of the piezometric data. Since we assume a uniformly distributed prior

for log(Ks/3), the MAP estimation simply requires minimizing the sum of

squared errors between model solutions and observations:

x∗ = argmin
x∈[−2,0]

M∑
i=1

(
mi − M̂i(x)

)2
.

Then, the variance of the piezometric noise σ2
ε∆H

can be approximated by

Eq. 2.93.

The optimization problem is solved by the gradient descent algorithm

with various initial guesses to avoid the local minimum, resulting in x∗ =

−0.91. Correspondingly, we obtained σε∆H
≈ 16.63 m/yr. Subsequently,

the slice sampling method (see Section 2.2.3) is employed to sample from

the posterior pdf. We discarded the first 1,000 samples, known as burn-in to

ensure convergence, and thereafter drew 10,000 samples using the GW surro-

gates. The resulting Markovian samples suggest that the parameter follows a

Gaussian distribution, i.e., log(Ks/3) ∈ N (−0.94, 0.242). Hence, Ks follows

a log-normal distribution, as depicted in Figure 3.10B. The median of the

log-normal pdf, which corresponds to the mean of log(Ks/3), is considered

the most likely value of Ks given the available piezometric records.

3.2.3 The Coupled Model

The coupled model is utilized to represent the relationship between two in-

put variables and two quantities of interest (QoIs): the variation in hydraulic

head and average vertical displacement rate. The relationship can be repre-

sented as [∆H, vz] = M(Ks, cmc). This computational model serves as the

forward model within a Bayesian framework to deduce the probability func-

tion of the two input parameters. In practical applications, cost-effective

surrogate models, M̂∆H and M̂vz , are developed using sparse grid colloca-

tion technique. These surrogates facilitate the generation of an extensive set
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Figure 3.10: A) Posterior pdf π1
post and mean of log(Ks/3) as derived from

the Markovian samples. B) Corresponding log-normal distribution of Ks

of Markovian samples that characterize the statistical properties of the input

parameters.

The subsequent sections delineate the set-up of the coupled model and de-

scribe the implementation of sparse grid collocation. Thereafter, a Bayesian

inferential process is employed to ascertain the posterior distribution of these

parameters.

The coupled model setup

The configuration of GW model is nearly retained in the coupled model.

The FE grid, unit zonation, and hydraulic conditions are the same as in

the previous analysis. The coupled simulations extend to 2012 during the

calibration phase, and the model validation ends in 2016. Within the ex-

tended periods, the distribution of hydraulic boundaries is identical to that

of the GW model, with the exception of the pumping wells as indicated in

Figure 3.7A. The temporal variations of boundary conditions are updated in

the same manner as introduced in the GW model.

As for the mechanical part, horizontal displacements are precluded along

the lateral boundaries with a traction-free top plane and zero displacements

on the bottom. The density of the soil bulk is 2,000 kg/m3. We assume the

minimum (maximum absolute value) σ1 and maximum σ3 (minimum ab-
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Table 3.3: Hydro-geomechanical properties of clayey and sandy units used

in the coupled model.
unit hydraulic conductivity K m/d compressibility cm kPa-1

clay 5 · 10−3 U(4 · 10−6, 4 · 10−5)

sand log-normal(−0.94, 0.242) 5 · 10−6

solute value) principal stresses coincide with the vertical σ̂v and horizontal

σ̂h stress, respectively. The initial σv increases with a depth in proportion

to the specific weight of the overlying sediments. The initial σ̂v obtained

by Eq. 2.12 is set to be the preconsolidation stress, namely the maximum

historical vertical effective stress σ̂z,max. Besides, the ratio between σ̂h and

σ̂v is fixed equal to ν/(1 − ν) with Poisson’s ratio ν = 0.25. In this work,

clay and sand layers are both prescribed as bi-elastic materials whose cm
varies depending on σ̂z,max as presented in Eq. 2.16. The other units behave

elastically whose compressibility cm is provided in Table 3.2. Table 3.3 sum-

marizes the hydraulic and oedometric compressibility values adopted in the

coupled model.

Sparse-grids-based surrogate model

The use of surrogate models becomes a necessity as the CPU cost of coupled

models is very large, with a single run needing more than 3 days on a com-

puter equipped with Intel Core i7-10700 2.90GHz. The focus is placed on

two input parameters, namely the hydraulic conductivity of the sand unit

Ks and the compressibility of the clay unit cmc, alongside two quantities

of interest (QoIs): the drawdown ∆H and the average subsidence rate vz.

The surrogate models are designated as M̂∆H
i (x) and M̂vz

j (x), for which

i = 1, . . . ,M∆H and j = 1, . . . ,Mvz denote indices within their respective

sets.

The measurement set O∆H corresponds to an array of space-time points

similar to that discussed in preceding sections. In contrast, InSAR datasets

offer a more comprehensive array of measurements represented by the move-

ment of the Permanent Scatterers (PS). However, it is technically imprac-

ticable to represent all the PS using mesh nodes due to the PS excessive

density. Given that the primary focus is on the parameter cmc, we select 39

uniformly distributed observation points within the trace of the clay layer,

i.e. within the area experiencing a significant land subsidence, as illustrated
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Figure 3.11: Mean relative errors A) e∆H and B) evz with an increasing

refinement level w = 1, 2, 3, 4.

in Figure 3.6.

The logarithm of Ks, specifically log(Ks/3), is assumed to follow the

Gaussian prior distribution derived from the prior calibration of Ks only

(GW model). The parameter cmc is supposed to follow the uniform dis-

tribution cmc ∼ U(4 · 10−6, 4 · 10−5) kPa-1. For an easier notation, let

us define c′mc = 105cmc. Thus, the parameter vector x is represented as

[log(Ks/3), c
′
mc], constrained within the domain Ξ = N (−0.94, 0.242)×U(0.4, 4).

In the following analysis, the 2-step level-to-knots function with symmet-

ric Leja points is utilized again to establish collocation points. Figure 3.11

shows that the surrogate models yield accurate approximations when the

refinement level w is augmented to 4. The accuracy is quantified by cal-

culating the mean average error, as defined in Eq 3.1, for four validation

designs (L = 4). These errors are denoted as e∆H and evz for drawdown and

average subsidence rate, respectively. The errors are below the threshold

value of 0.05 at an refinement level of 4.

The construction of a two-dimensional sparse grid warrants attention.

Figure 3.12 displays the multi-index i corresponding to w = 4, derived from

Eq 2.34. It is important to mention that Leja points, weighted by the Gaus-

sian measure (referenced in Piazzola and Tamellini [2023a]), have been em-

ployed for sampling the hydraulic conductivity parameter Ks. Given that Ks

was estimated during previous calibration, it is considered more imperative

to calibrate compressibility c′mc. Therefore, a greater number of knots are

allocated along this dimension. This approach implies an anisotropic sam-

pling strategy within the parameter space. Figure 3.13A shows the sparse
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Figure 3.12: Multi-index i of the final tensor grid. More knots were drawn

from cmc, which corresponds to i2, using an anisotropic sampling strategy.

grid employed for the approximation based on 21 collocation knots with the

refinement level w = 4. Figures 3.13(B-G) depict the set of tensor grids

that contribute to the final sparse grid. Notice that specific tensor grids of

lower order involved in Figure 3.12, such as T[1,1], are included within tensor

grids of higher order and are consequently omitted from representation in

Figure 3.13.

Bayesian calibration for parameters with measurements

The InSAR observations are utilized by selecting the values from the closest

PS to the node of the finite element mesh at 39 locations as depicted in

Figure 3.6, over three time periods. If the distance between the node under

investigation and the nearest PS exceeded 100 m, it was assumed that no

measurement is available at that space-time node. As a result, the aggregate

number of InSAR measurements amounted to 78 (Mvz = 78). In addition

to the InSAR data, the same set of piezometric records (M∆H = 82) used in

the GW analysis are utilized to infer two input parameters.

In this setting, the − ln(πpost) has to take into account the two sets

of measurements, see Eq. (2.94). Specifically, we can introduce a hyper-

parameter λ ∈ R that takes into account the ratio between the variances,
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Figure 3.13: A) Final sparse grid. B-G) Decomposition of the final sparse

grid into tensor grids. Some repeated knots were discarded in the final sparse

grid.

i.e. λ := σ2
ε∆H

/σ2
εvz

and write the− ln(πpost) as follows:

− ln(πpost) = NLL(x,O∆H ∪ Ovz)− ln(πprior)

=

M∆H∑
i=1

(
m∆H

i −M∆H
i (x)

)2
+ λ

Mvz∑
j=1

(
mvz

i −Mvz
i (x)

)2
+

1

2
M∆H

ln(2πσ2
ε∆H

) +
1

2
Mvz ln(2πσ

2
εvz

) +
σ2
ε∆H

0.242
(x1 + 0.94)2

(3.2)

where x1 = log(Ks/3). The constant terms that come from the prior pdf are

dropped here. Due to the presence of the Gaussian prior pdf, λ cannot be

directly solved as shown in Porta et al. [2014]. Alternatively, we employ a

Grid Search method in which we propose several possible combinations for

[σ2
ε∆H

, λ] based on prior information, including the last estimation of σ2
ε∆H

and

InSAR precision. For each selected [σ2
ε∆H

, λ], we compute the corresponding

MAP that minimizes Eq. 3.2. In this way, we estimated σ2
ε∆H

= 254 m2 and
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Figure 3.14: Marginal posterior pdfs and corresponding means for the two

input parameters A) log(Ks/3) and B) c′mc as obtained by inference with

piezometric and InSAR measurements. The Gaussian pdf of log(Ks/3) ob-

tained by inference with piezometric records only is denoted by the light blue

line in panel A.

λ = 57.

Similarly to the GW analysis, 10,000 samples with 1,000 burn-in are

drawn using the same slicing MCMC method (cf. Section 2.2.3). It re-

veals that both parameters follow Gaussian distributions, i.e., log(Ks/3) ∈
N (−0.74, 0.082) and c′mc ∈ N (3.42, 0.072). In comparison to the preced-

ing calibration outcome, as depicted by the light blue line in Figure 3.14A,

a substantial reduction in the variance of log(Ks/3) was observed. Addi-

tionally, there was a certain shift in the distribution toward higher values.

These discrepancies underscore the enhanced characterization of hydraulic

conductivity attributable to the incorporation of InSAR measurements. It is

imperative to acknowledge that an understanding of the interaction between

hydraulic dynamics and deformation is crucial for mitigating biases inherent

within computational models.

In addition to solving the inverse problem, surrogates also allow us to

evaluate the effects of input parameter uncertainties on the uncertainty of the

model outputs at a reduced computational cost. Therefore, the Markovian

samples are used to compute the corresponding drawdown and subsidence

rate using the surrogates.
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Figure 3.15: Hydraulic head variation (m) within the sandy layer from 1962

to 1988. A) ∆H on the top and B) on the bottom of the geologic unit. The

gray area in B) denotes the bedrock.

3.3 Model Outcomes

The expectation of Markovian samples is frequently regarded as a robust

estimator for the true parameter values. The outcomes derived from the

coupled model with the latest inferred values, i.e., Ks = 0.54 m/d and cmc =

3.42 · 10−5 kPa-1 are presented. The numerical outcomes are compared with

the available measurements.

3.3.1 Hydrological Behavior

Figure 3.15 shows the hydraulic head change from 1962 to 1988 as obtained

on the top and bottom of the sandy unit, which is the layer experiencing the

largest drawdown. Notably, ∆H exhibited pronounced values in the south-

western region, as the consequence of the larger concentration of pumping

wells, and progressively propagated towards the northeastern basin. At the

end of 1988, drawdown exceeded 100 m in southern regions while reaching

approximately 30 m in northern sectors.

The variations of the hydraulic head within the clay layer were relatively

smaller due to the lower permeability of this unit. Particularly, the upper
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part of the clay was barely affected in 1988. A region to the north-east adja-

cent to zones of lateral recharge and near the northeastern basin contiguous

with the Bajo Guadalent́ın Basin exhibits an increase in hydraulic head (de-

noted by warmer colors in Figure 3.15). The rise of the hydraulic head can

be explained by the imposed boundary condition in terms of lateral recharge

and by a pre-existing inflow from the northeastern boundary associated with

an approximated initial condition. Unfortunately, no piezometric wells are

located in that region to better condition and calibrate the aquifer system.

A comparative analysis between the model outputs and the piezometric

measurements in terms of hydraulic change ∆H is displayed in Figure 3.16.

The figure reveals a generally good agreement between the model and obser-

vations on piezometers 25392041, 25395004, 25396024 and 25396051. For

the remaining piezometers, discrepancies primarily arise from inconsistencies

between the imposed withdrawal conditions and piezometric records. Take

piezometer 25392011 as an example, where only a few wells are located in

the surroundings, as illustrated in Figures 3.7 and 3.4. Additionally, the cu-

mulative extraction was evenly distributed between all the wells, leading to

an underestimated pressure decline, similar to wells 25392043 and 25393012.

Conversely, piezometers 25393035 and 25393036 were surrounded by more

wells, but their hydraulic head records are characterized by a stable behavior.

Unfortunately, as highlighted above, data are limited for both pump-

ing and monitoring wells, and additional information would be necessary

to accurately reproduce their responses, in particular the specific pumping

amount from each wells. Overall, the comprehensive spatio-temporal piezo-

metric data during the critical period in the 1980s are scarce. Therefore,

any inversion efforts based solely on these sparse datasets may be biased and

incomplete.

Notice in Figure 3.16 that the model outcomes as obtained from the

GW and coupled approaches differ negligibly. Despite characterized by a

higher permeability, the coupled model predicted a gently larger hydraulic

head decline than that computed by the GW model. This phenomenon

can be attributed to the porosity decrease induced in the coupled model by

land subsidence. The finding presented herein highlights the bidirectional

relationship between hydraulic dynamics and aquifer deformation: not only

the former exert an influence on the latter, but alterations in aquifer porosity

due to soil deformation also affect the hydraulic dynamics.

The cumulative outcomes in terms of drawdown over the entire simulated
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Figure 3.16: Comparison between the measured and simulated hydraulic

head change ∆H from 1972 to 1988. Blue and orange lines represent the

outcome obtained by the GW and coupled solutions, respectively, while red

dots indicate the piezometric observations. The green-shaded areas provide

the ∆H uncertainty [µ−3σ, µ+3σ] as quantified using surrogate predictions

on Markovian samples (Section3.2.3). Each subplot refers to one of the nine

observation wells shown in Figure 3.4A).
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Figure 3.17: Hydraulic head variation (m) within the sandy layer from 1962

to 2016. A) ∆H on the top and B) on the bottom of the geologic unit. The

gray area in B) denotes the bedrock.

period from 1962 to 2016 is presented in Figure 3.17. The model highlights

the two drawdown centers that correlate with the well locations during the

two extraction phases (Figure 3.7). The maximum decline of the hydraulic

head amounted to more than 130 m.

Figure 3.18 displays the saturation distribution along a vertical section

crossing the basin along a southwest-to-northeast direction. The results refer

to the years 1962 (initial condition, 1988 (in correspondence with the maxi-

mum annual pumping rate), and 2016 (at the end of the simulated period).

Notice how the saturation degree within the clay layer reduced significantly

only during the last period.

Figure 3.19 presents a comparison in terms of hydraulic head change

from 1988 to 2012 at the six monitoring wells available over the last sim-

ulation interval (Figure 3.4B). These data were used for model validation

and were not incorporated into the calibration process. The model simula-

tions indicate that all six wells experienced a certain decrease in hydraulic

head before the 1990s, followed by a certain recovery during the early 1990s

due to the significant decrease of the pumped volume during those years

(Figure 3.3), and subsequently a further gentle decline until the end of the
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Figure 3.18: Saturation degree Sw along the profile indicated in Figure 3.4B)

in A) 1962, B) 1988, and C) 2016. The grey areas denote the bedrock.

simulation period. As outlined before, the uncertainty in terms of pumping

conditions primarily lead to the discrepancies between piezometric records

and simulation outcomes. For instance, piezometers 25392008 (Figure 3.4B)

and 25392011 (Figure 3.4A) are spatially close. The corresponding piezo-

metric records suggest that this area experienced more intensive pumping

after 1988. However, Figure 3.3 shows that the estimated extraction rates

significantly dropped during the 1990s, which explains why the model fails to

align with the piezometer. Well 25393055 recorded a head recovery, whereas

the simulation assumes pumping activities nearby, and InSAR measurements

also indicate a huge subsidence rate (larger than 7 cm/yr) in this area over

the 1990s and 2000s.

3.3.2 Geomechanical Behavior

The outcomes of the coupled model in terms of land displacements are dis-

cussed in this section. In the following, vertical displacements are denoted

by uz, while the modulus of horizontal displacements, which includes the

displacements in both east-west and north-south directions, are denoted as

uh =
√
u2ew + u2ns. Due to variations in reference years across datasets, ∆uh
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Figure 3.19: Comparisons between coupled model outcomes and piezometric

records on ∆H from 1988 to 2012 at six validation wells are shown in Fig-

ure 3.4B. Notice that well 25390241 is the only one with records available

since 1972 (Figure 3.16).

may assume negative values when indicating a reduction in horizontal dis-

placement relative to the preceding interval. Average displacement rates

over a certain time interval are denoted as vz and vh.

In agreement with the hydraulic head drop, the maximum land subsi-

dence over the period between 1962 to 1988 is computed in the southern

clay areas (Figure 3.20A), with an average subsiding rate reaching up to

10 cm/year. Figure 3.20B shows that the area surrounding the subsidence

bowl is also affected by horizontal displacements at rates up to 1 cm/year.

Notice that no measurements are available to evaluate the reliability of these

amounts.

After the year 1988, stringent regulatory measures were instituted to

limit groundwater withdrawals. A notable number of extraction wells, espe-

cially those situated in the southern sector of the valley were closed. Despite

the reduction in total extraction volumes, groundwater withdrawal inten-

sified from the wells in the northern basin. This unsustainable use of the

subsurface resources continued to cause a further decline of the piezomet-
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Figure 3.20: Average displacement rates (cm/yr) as computed by the coupled

model over the period from 1962 to 1988. A) Vertical movements vz, and B)

horizontal movement vh.

ric levels, especially in the northern basin, thereby triggering subsidence in

this region. Between 1992 and 2007, the average rate of land subsidence as

computed by the coupled model reached up to 14 cm/yr (Figure 3.21A), in

agreement with InSAR measurements (Figure 3.5A). The most significant

horizontal displacements around the subsiding area amounted to approxi-

mately 1.5 cm/yr (Figure 3.22A), i.e. about one order of magnitude smaller

than vz.

From 2007 to 2010, groundwater extraction persisted at a rate of 4.3 ×
107 (m3/yr) (Figure 3.3), leading to a further decrease in hydraulic head

and resulting in a peak subsidence rate of 15 cm/yr (Figure 3.21 B). The

rate of horizontal displacements stabilized with a certain southward shift

corresponding to areas experiencing the steeper gradients of land subsidence

(Figure 3.22B). Both drawdown and land subsidence rates experienced a

progressive increase during this timeframe.

A decline in extraction rates was recorded after 2010 Figure 3.3), which

was responsible for a slight reduction in land subsidence rates, particularly

within the northwestern extents of clay deposits (Figure 3.21C). Notice that

land subsidence amounts are directly correlated with the thickness of the clay



3.3 Model Outcomes 67

Figure 3.21: Average vertical displacement vz (cm/yr) as computed by the

coupled model over the four periods monitored by InSAR: A) 1992-2007, B)

2007-2010, C) 2011-2012, and D) 2012-2016.
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unit. The maximum horizontal displacements predominantly occurred along

southwest-northeast alignments in correspondence to the clay boundaries

(Figure 3.22C). During the period between 2012 and 2016, the effects of the

reduction of aquifer exploitation became evident. Average subsidence rates

exhibited appreciable reductions with maximum annual rates decreasing to

approximately 11.5 cm/yr (Figure 3.21D). Similarly, the horizontal displace-

ment rates decreased from an annual rate of 1.5 cm/year to approximately

1.1 cm/year (Figure 3.22D), with a reduction also of areas experiencing the

movements.

Recently, Bru et al. [2022] processed Sentinel-1 images acquired in as-

cending and descending orbits over the period 2015-2021. Decomposition of

the LOS displacements has allowed us to derive the average displacement

rate along the west-east direction. Figure 3.23 compares these vwe measure-

ments with the same displacement rate as computed by the model over the

period from 2012 to 2016. Although the two-time intervals do not overlap,

the displacement pattern and amount are in good agreement, supporting the

validity of the model calibration.

The cumulative vertical and horizontal displacements as computed by

the coupled model over the whole simulated period between 1962 and 2016

are presented in Figure 3.24. The coupled hydrogeological model successfully

represented the two main subsidence bowls corresponding to the two separate

extraction phases (Figure 3.7). It is evident that spatial characteristics of

clay, most notably its thickness, exert a predominant influence on patterns

and magnitudes of land subsidence compared to hydraulic head decline. In

summary, the results derived from the coupled simulation suggest that the

total land subsidence reached an impressive amount of 4.7 m. The maximum

horizontal displacements peaked at 0.6 m at the inlet of the Guadalent́ın river

in the valley, i.e. in correspondence with the city of Lorca.

Furthermore, Figure.3.25 shows the porosity distribution on a represen-

tative vertical section at the beginning and the end of the simulation. As

indicated by Eq. 2.9, porosity generally decreases within the Quaternary fill-

ings due to the declining pore pressure and consequent deformation. This is

particularly particularly notable within the lower portion of the clayey layer,

which is closed to the exploited aquifer. The cumulative volume loss re-

sulting from compaction is estimated around 2.2 km3, obtained by summing

the product of volume and porosity reduction over all elements in Quater-

nary fillings. This reduction in porosity undermines the permeability of soil,
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Figure 3.22: Average horizontal displacement vh (cm/yr) as computed by

the coupled model over the four periods monitored by InSAR: A) 1992-2007,

B) 2007-2010, C) 2011-2012, and D) 2012-2016.
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Figure 3.23: Average west-east displacement vwe (cm/yr) A) as derived from

InSAR by Bru et al. [2022] on Sentinel-1 images acquired from 2015 to 2021

and B) by the coupled model over the period between 2012 and 2016.

Figure 3.24: Cumulative A) vertical (uz) and B) horizontal (uh) displace-

ments (m) as computed by the coupled model from 1962 to 2016.
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Figure 3.25: Porosity ϕ along the profile indicated in Figure 3.4B) in A) 1962

and B) 2016. The grey areas denote the bedrock.

demonstrating why the coupled model is attributed to higher permeability

but predicts gently greater decline in hydraulic head compared to the GW

solutions, as shown in Figure 3.16. The findings presented herein highlight

the bidirectional relationship between hydraulic dynamics and aquifer defor-

mation: not only the former exert an influence on the latter, but alterations

in aquifer porosity due to soil deformation also affect the hydraulic dynamics.

Finally, Figure 3.26 shows a comparison between the simulated and ob-

served vertical displacement rates at the 39 observational points highlighted

in Figure 3.6. Notice that in Figure 3.26 the abscissa in the left row rep-

resents the sequence of observational points and not a temporal progression

or coordinates. The figure demonstrates that the simulation results capture

both the general spatial distribution and magnitude of the vertical displace-

ments recorded by satellite observations, especially during the first three

InSAR periods.

The comparison of the spatial distribution of land subsidence over the

four-time intervals (Figure 3.26) suggests that the area affected by the loss

of land elevation did not change significantly over time, with the land subsi-

dence magnitude strongly correlated with the clay thickness.

A certain discrepancy between the model outcome and InSAR data is

also evident in Figure 3.26. The green-shaded areas depicted in the first
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Figure 3.26: Comparisons between the numerical outcomes and InSAR mea-

surements in terms of subsidence rate vz on the 39 observation points shown

in Figure 3.6 over the four InSAR spans: 1992-2007, 2007-2010, 2011-2012,

and 2012-2016. The left panels presents observed and simulated vz in spatial

sequence. Green-shaded bands in the three periods used for the inversion

represent the 3-standard deviation interval of QoI, i.e., µ± 3σ, obtained us-

ing surrogate predictions on Markovian samples. Subplots in the last row

represent the behavior during the validation period in which the surrogate

model is not available to compute the model uncertainty.
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three rows of Figures 3.26 represent the 3 standard deviation interval asso-

ciated with the mean, i.e. the 99.7% of the model outcomes lie within this

interval, as calculated using surrogate modeling with Markovian samples.

Observations falling outside these bounds (green areas) mainly correspond

to points with a number ID greater than #30. There is an underestimation

of subsidence in the southern portion of the sinking zone. These discrepan-

cies may be attributed to factors related to model configurations, such as

underestimation of the clay thickness or pumping rates in this local area.

The marked decrease in subsidence rates observed in the COSMO-SkyMed

image implies a substantial reduction in groundwater extraction rates, po-

tentially allowing for pressure head recovery and deceleration of delayed

compaction within low-permeability clay layers. It is plausible that current

model assumes overestimated extraction rates, yielding simulated subsidence

larger than observed. Alternatively, the aquifer system is regarded as elastic

materials with constant compressibility, overlooking the fact that soil may

become stiffer after long-term compaction. This oversight could lead to an

exaggeration of subsidence over time, particular during the last time period.

In summary, despite the discussed inconsistencies, there is general con-

sistency between numerical simulations and observations concerning both

patterns and magnitudes of land subsidence, a fact that corroborates the

fidelity of calibration outcomes and endorses the integrated modeling ap-

proach employed herein. To enhance model accuracy, the incorporation of

additional data such as current extraction volumes and extended InSAR

datasets would be advantageous.

3.4 Discussion

The modelling study presented in this chapter has yielded significant insights

into the spatiotemporal evolution of hydraulic head and land subsidence in

the Alto Guadalent̀ın basin. The simulation reveals that hydraulic head

drawdown affected only partially the clay layer from the 1960s to the 1980s,

resulting in localized land subsidence only in the southwestern sector of the

basin. However, after 1988, the drawdown began to influence the entire

clay layer, causing significant subsidence rates. Over the monitored three

decades, the cumulative land subsidence exceeded 3 m, as highlighted by the

InSAR observations. From 1962 to 2016 the model predicts a maximum land

subsidence of almost 5 m. Despite these substantial ground displacements,
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structural damage to buildings was not observed and only some minor effects

in terms of reduction of hydraulic efficiency of the drainage network were

reported.

Because of the peculiarity of the case study, other researchers in the last

few years have engaged in developing numerical models for simulating sub-

sidence in the area. Ezquerro et al. [2017] used MODFLOW to simulate the

pressure evolution in the aquifer system over the period from 1960 to 2012.

They used a similar aquifer system geometry but heterogeneous distribu-

tions of the saturated hydraulic conductivity and elastic storage were imple-

mented. Land subsidence was computed through an empirical relationship

between groundwater changes, soft soil thickness, and surface deformation.

This relationship has been validated with the displacement data from ERS

and COSMO-SkyMed satellites. The resulting regression function is then

used as an empirical subsidence model to estimate a first approximation of

the deformation of the aquifer system since the beginning of the groundwa-

ter extraction, reaching 5.5 m in 52 years. This amount is in line with the

maximum total land subsidence computed in this study.

Fernandez et al. [2018] computed surface displacement in the Alto Guada-

lent́ın basin using Geerstma’s nucleus of strain model in a half-space. Given

that Geertsma’s model is linear and the entire subsurface was assumed to

be isotropic, superposition is allowable. The computation of surface de-

formation was based on the superposition of many prismatic blocks within

the compacting aquifer system. The joint inversion of LOS measurements

acquired on ascending and descending orbits between November 2015 and

February 2017 was used to estimate the volume changes of the water ta-

ble (volume and geometry) assuming a given pressure change value equal to

-3 MPa and aquifer compressibility.

More recently, Fernandez-Merodo et al. [2021] used MODFLOW to repro-

duce groundwater evolution in the aquifer system since 1960 and a general-

ized plasticity state parameter-based model calibrated on oedometer labora-

tory tests of compressible materials extracted from a 300-m drilled borehole

located in the area of maximum subsidence to simulate land subsidence.

Specifically, land subsidence was assessed through a partially saturated 1D

vertical finite element model, solving Biot equations reproducing the slow

vertical drainage and vertical consolidation processes with the clay unit. The

17-parameter dependent constitutive model and the pressure variation at the

column bottom as obtained by MODFLOW were used to run the simula-
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tion. Finally, the subsidence model was adjusted to match the displacement

datasets acquired by ERS, ENVISAT, COSMO-SkyMed satellites and the

global positioning system GNSS. The proposed calibrated subsidence model

reproduced the 3.1 m subsidence monitored in the period 1992-2018, and

quantifies historical subsidence (since 1960) in the Alto Guadalent́ın Basin

area at around 5.8 m.

The model approach developed in this thesis appears to be the most com-

prehensive and effective. Along with the model by Fernandez-Merodo et al.

[2021], this is the only approach that utilizes a physics-based model for both

the hydrologic and geomechanical processes. Moreover, it is the only simula-

tor that implemented a fully 3D approach, with a coupled scheme that links

pressure change to deformation and this latter to variation of the hydrologic

parameters. For instance, this coupling approach enables the estimation of

storage capacity loss due to groundwater depletion across the entire basin.

With respect to Fernandez-Merodo et al. [2021], it implements a much more

simple constitutive model (3 parameters, i.e. cmc, ν, and the ratio r be-

tween soil compressibility in loading and unloading condition, with respect

to 17 parameters) that allows anyway to match satisfactorily the observed

land subsidence. Moreover, the statistical framework allows quantifying the

uncertainty associated with the key parameters governing the hydrogeome-

chanical response of the aquifer system, which are the hydraulic conductivity

of the sandy unit and the oedometric compressibility of the clay formation.

Nonetheless, discrepancies between model predictions and observations

suggest potential deficiencies in the current simulation ability to fully cap-

ture the complexity of the aquifer behavior. It is crucial to acknowledge

inherent limitations and uncertainties associated with both modeling and

observational data. For instance, predictions of drawdown and subsequent

subsidence hinge on withdrawal conditions, particularly well locations and

annual extraction rates, which were insufficiently detailed in this case study.

The discrepancies between discharge and observations primarily contributed

to disparities between numerical outcomes and piezometric levels, along with

significant piezometer noise exceeding typical precision expectations, and the

exaggerated subsidence observed in the most recent InSAR period.

On the other hand, the agreement between numerical outcomes and In-

SAR measurements regarding subsidence spatial distribution suggests lim-

ited spatial variability in hydraulic conductivity and oedometric compress-

ibility. In other words, the uncertainty associated with withdrawal conditions
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may surpass that of aquifer properties.

Furthermore, a linear constitutive law is adopted to describe soil defor-

mation to reduce the complexity of the modeling approach. However, the

assumption of compressibility independent of pressure may contribute to an

overestimation of subsidence over time. Consequently, this simplification

yields a final porosity smaller than the common range observed for clay,

potentially resulting in an overestimation of storage capacity loss.

In conclusion, this study delineates a methodological approach for in-

verse estimation of principal parameters affecting land subsidence at a basin

scale through a 3D poroelastic model accounting for aquifer compaction due

to groundwater extraction. This methodology operates within a Bayesian

framework employing Markov Chain Monte Carlo (MCMC) sampling algo-

rithms facilitated by surrogate models alongside InSAR datasets for robust

calibration metrics. The Alto Guadalent́ın basin serves as an illustrative

case study where significant land subsidence has been recorded over recent

decades.

Key findings from this research include:

1. Sparse grid collocation methods employed as surrogates for compu-

tationally intensive models have been demonstrated to be accurate;

they enable enhanced approximation accuracy while maintaining com-

putational feasibility, facilitating implementations of sampling-based

approaches like MCMC algorithms.

2. Integration of piezometric data into GW models reduces uncertainties

associated with hydraulic conductivity but may introduce bias if de-

formation effects on hydraulic dynamics are neglected; incorporating

surface deformation measurements further diminishes parameter vari-

ability, highlighting the advantages of diverse measurement types in

inverse and validation exercises.

3. Remote sensing techniques, particularly InSAR, significantly enrich the

information available for aquifer characterization. The proposed inver-

sion framework has successfully quantified the uncertainty of aquifer

properties by incorporating the poroelastic model with InSAR mea-

surements. Furthermore, the numerical solutions with inferred Maxi-

mum A Posteriori (MAP) hydraulic conductivity and compressibility

allow for the reproduction of the fourth InSAR image. These satisfac-
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tory outcomes demonstrate the great potential of this methodology for

regional groundwater management.

Future research directions could encompass validating aquifer properties,

inferring discharge conditions using more recent InSAR datasets to improve

the knowledge of the study area and investigating other constitutive laws to

precisely characterize aquifer deformation. Methodologically, improvements

could include addressing heterogeneities in aquifer properties such as perme-

ability through controlled synthetic cases; and integrating model inadequacy

into inversion frameworks to enhance the reliability of outcomes.
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Chapter 4

Storage Quantification in

Heterogeneous Compacting

Aquifers

This chapter introduces an original methodology designed to ad-

dress this issue in cases where InSAR measurements are available.

The use of this EO product is particularly effective in characteriz-

ing the heterogeneous distribution of aquifer properties, primarily

the elastic storage Ss (or oedometric compressibility cm). In fact,

it must be noticed that the mechanical response of an aquifer sys-

tem is more sensitive than the hydrologic response to Ss. There-

fore, measurements derived from InSAR above exploited aquifers

are valuable information to infer soil compressibility if pressure

variations are available. This is especially important for aquifer

systems where field characterization, e.g. through pumping tests,

and lab testing, e.g. through oedometric tests, lack or are scarce.

Central to the proposed approach is the application of Kriging, a

geostatistical predictor that treats parameters as Gaussian pro-

cesses. The strength of Kriging lies in its capacity to provide

a mathematical formulation that facilitates the interpolation of

variables across a spatial domain. It utilizes the measurement

covariance structure to estimate unknown values based on the

spatial correlation of available observations. Observation avail-

ability is mandatory to use Kriging, and this study incorporates

79
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the use of Terzaghi’s one-dimensional consolidation equation as

a way to analytically derive “measurements” of Ss from InSAR

outcomes.

The effectiveness of the proposed framework is illustrated and

tested to estimate the spatial distribution of Ss in the confined

aquifer system of the Gediz River Basin (GRB) in Turkey. Firstly,

the chapter provides a general overview of the study area, fol-

lowed by a description of the numerical modelling used to simu-

late the hydrologic and geomechanical behavior of the area and

how Kriging is operated within this research context. Finally, the

integration of the estimated Ss distribution into a 3D bi-elastic

GM model (see Section 2.1.2) allows to compare the simulated

land subsidence rates to the actual InSAR-derived subsidence

data.

The proposed approach and the outcomes achieved are the basis

of the publication entitled “Characterizing hydro-geomechanical

properties of ungauged aquifer systems by InSAR-based land sub-

sidence observations” by Li Y., Elçi A., Caylak B., Zoccarato C.,

C. Meisina, and Teatini P. in preparation for submission to Hy-

rogeology Journal.

4.1 Hydrogeological features of the Gediz River

Basin

The Gediz River Basin, situated in western Turkey (Figure 4.1A), derives

its name from the primary river within its expanse, the Gediz River, which

extends approximately 400 km along a west-east direction.

This region typifies a Mediterranean climate, characterized by warm and

arid summers, with cold and rainy winters. The average annual temperature

stands at 15.2◦C, and the basin experiences an average annual precipita-

tion of 617 mm, as reported by [Elçi et al., 2015]. Precipitation exhibits

variability across the basin, ranging from 440 to 672 mm annually. January

and February notably experience the highest precipitation, whereas July and

August emerge as the driest months.

This study focuses on the alluvial aquifer located in the easternmost part
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of the basin, covering an area of approximately 320 km2. The alluvial aquifer

is affected by significant land subsidence, mainly attributed to extensive

groundwater extraction for agricultural purposes. Aligned in the WN-ES

direction, the alluvial aquifer corresponds to the underlying Gediz Graben,

also recognized as the Alasehir Graben. The basement rocks of the graben

consist of Paleozoic-aged metamorphic gneiss, schist, and marble derived

from the Menderes Massif. These metamorphic rocks are widespread along

the perimeters of the alluvial aquifer (Figure 4.1C), except for the northwest

boundary that intersects the GRB basin. Bounded by active faults, the

study area is frequently affected by earthquakes.

The alluvial aquifer encompasses Neogene and Quaternary sedimentary

layers, with the thickness of the alluvial sediments ranging from 20 to a maxi-

mum of 320 m. These sedimentary layers predominantly comprise sandstone,

conglomerate, claystone, limestone, and volcanic layers. Quaternary uncon-

solidated deposits blanket these formations throughout the plain, consisting

of clay, clayey sands, and gravel [Hacıoğlu et al., 2021, Üner and Dogan,

2021].

The primary surface runoff in the alluvial aquifer is contributed by the

Alasehir Creek, which also serves as a main tributary of the Gediz River.

Within the study site, Alasehir Creek converges with three minor tributaries.

The alluvial aquifer system in the GRB relies primarily on two groundwa-

ter recharge sources: surface recharge from precipitation and lateral recharge

originating from the surrounding mountains enclosing the alluvial plain (Fig-

ure 4.1B). Both forms of recharge exhibit evident seasonal variability, in-

fluenced by the climatic conditions of the area. Additionally, the return

flow from irrigation practices constitutes a significant recharge source to the

aquifer system.

The alluvial aquifer system has been reconstructed from a number of

borehole stratigraphies and geophysical sections scattered throughout the

valley Navarro-Hernández et al. [2023]. The multi-aquifer comprises five

hydrogeological units. Beginning from the top, the uppermost layer (L1)

represents a permeable unconfined aquifer consisting of silty sand materials.

Layer L2, situated beneath L1, comprises clays and sandy clay materials,

forming a confining layer. The subsequent aquifer layer (L3) is permeable,

and primarily composed of sand and gravel. Below L3, layer L4 acts as

a confining layer made up of sandy clay. The deepest aquifer unit (L5) is

a clayey gravel layer. The alluvial system is bounded to the North-West,
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Figure 4.1: A: Location of the Gediz River Basin (GRB) denoted by a red

polygon. B: Digital elevation model (m above msl) of the study domain. C:

Conceptual model of the study domain with the alluvial system in light blue

and the surrounding mountain ranges in dark blue. D: horizontal discretiza-

tion of the study domain.

South-East, and at the bottom by rocky mountain ranges The DEM of the

area was derived from SRTM (https://www2.jpl.nasa.gov/srtm/).

Groundwater extraction in this region is primarily for agricultural irri-

gation purposes, followed by supplying drinking water to urban areas, and

lastly, industrial use. However, a notable challenge in this study arises from

the lack of knowledge regarding the actual annual pumping amount, as a con-

siderable number of irrigation wells operate without proper licenses. Accord-

ing to SYGM [2017], the estimated groundwater-dependent water demands

for both urban and rural areas in the larger Alasehir-Sarigol sub-basin, ex-

tending beyond the model domain, amount to 2.48 ·107 m3/yr. Furthermore,

the estimated groundwater demand for irrigation purposes in the basin is ap-

proximately 3.58·107 m3/yr, based on an irrigated land area of 6050 hectares.

The water demand estimation for animal husbandry and industrial processes

amounts to 2.90 · 106 m3/yr and 1.90 · 106 m3/yr, respectively.

Groundwater depletion is considered the primary cause of land subsi-
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Figure 4.2: Average LOS displacement rate (vLOS) obtained from a stack of

descending 158 Sentinel-1 images acquired between January 2019 and August

2021. The CPT InSAR processing chain [Blanco-Sánchez et al., 2008] was

used. After Bru et al. [2021].

dence in the valley despite intense tectonic activity. Navarro-Hernández et al.

[2023] used independent components analysis to identify two spatiotemporal

displacement trends from the InSAR time series: the primary trend is posi-

tively correlated to the soft soil thickness, while the other shows significant

seasonal fluctuations that correspond with the seasonal recharge. The In-

SAR processing by Bru et al. [2021] detects a LOS (line of sight) peak equal

to -18.9 cm/yr in the center of the alluvial basin (Figure 4.2), i.e. far from

the main faults distributed along the mountain foothills, further support-

ing that groundwater withdrawal is the main process responsible for land

subsidence.
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Figure 4.3: GW grid (active cells) representing the GRB alluvial aquifer

system.

4.2 Numerical Modelling

4.2.1 Groundwater Flow Model

The groundwater flow model of the GRB was developed by Dokuz Eylül

University (DEU), Turkey. The 3D simulated domain takes the form of a

prismatic volume, with the lateral constituted by the rock ranges, represent-

ing a no-flow condition (Figure 4.1C).

The domain is vertically discretized based on aquifer layering and hori-

zontally by uniform 150× 150 m squares, resulting in 188 rows and 242 columns

(Figure 4.1D). Overall, the grid is made of 227,480 cells, 70,088 of which

are active. The alluvial aquifer system as represented in the GW model is

provided in Figure 4.3. The simulated period spans from October 2013 to

December 2022, i.e. including the entire period monitored by InSAR, with a

1-month time step to accurately capture the seasonal fluctuation of precip-

itation. Rainfall represents a main component of the water balance in this

case.

The GW simulations are carried out using ModelMuse [Winston, 2022],

applying various packages to characterize different boundary conditions [Elçi

et al., 2022]. The lateral boundary of the alluvial aquifer is prescribed as

general-head boundary (GHB) with specified head and conductance. The

Recharge (RCH) package is employed to delineate primary recharge sources.

The behavior versus time and space of monthly recharge is derived through a

water balance approach supported by EO data, with precipitation provided

by two meteorology stations, actual evapotranspiration derived from Terra

Net Evapotranspiration database, changes in soil water content and surface
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runoff obtained from ERA5-Land products processed using Google Earth

Engine scripts. The average annual recharge obtained for the study area is

72 mm/yr. River recharge including Alasehir Creek and other branches, are

delineated by the River (RIV) package.

Discharge primarily occurs through pumping wells, classified into two

types: irrigation wells and public water supply (PWS) wells. All pumping

wells are assumed to withdraw water from layers L3 and L5, given the high

permeability of these units. PWS well locations are accurately documented,

and pumping rates are approximated based on population data. However,

the challenge arises with irrigation wells, as most are unlicensed, requiring

estimation of both locations and pumping rates. For simplicity, irrigation

wells are uniformly distributed across the alluvial aquifer area, and produc-

tion rates are obtained through interviews with local farmers. Further details

on each boundary condition setting are available in Elçi et al. [2022].

The initial hydraulic head distribution is obtained by running a separate

transient simulation of the same model for a warm-up period of 4 years,

implementing recursive hydrologic conditions from the first simulation year.

The flow model was calibrated using the PEST parameter estimation com-

puter code [Doherty, 2003], with Tikhonov regularization implemented to

improve numerical stability in over-parameterized inverse problems and the

use of pilot points for the estimation of the spatial distribution of the aquifer

hydraulic conductivity [Doherty et al., 2010]. Apart from the hydraulic con-

ductivity of the aquifers and the compressibility of aquitards, other prop-

erties are considered to be homogeneously distributed. PEST is utilized to

estimate the aquifer hydraulic conductivity and its anisotropy ratio, as well

as the conductance of rivers and boundary conditions, using hydraulic head

values measured over the selected time interval in 24 piezometers scattered

in the study area.

4.2.2 Geomechanical Model

The geomechanical simulations are carried out using GEPS3D (Geomechan-

ical Elasto-Plastic Simulator 3D), a simulator developed at Dept. ICEA,

University of Padova (UNIPD), implementing tetrahedral and hexahedral

finite elements [Isotton et al., 2019]. GEPS3D has been applied in various

geomechanical studies over the last decades [e.g. Teatini et al., 2006a, 2011a,

Ochoa-González et al., 2018, Ye et al., 2018, Zoccarato et al., 2019, Zhu
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et al., 2020, Gazzola et al., 2023].

The geomechanical model is developed using the same static model as

implemented in the GW model (Figure 4.4). The use of hexahedra, i.e. 8-

node finite elements, has the matching of the geometry of the ModelMuse

finite difference grid. Therefore, no interpolation between the pressure field

computed by ModelMuse and that in input to GEPS3D has been required,

thus keeping the solution accurate. A specific driver converting the finite

different grid into the equivalent hexahedral mesh has been developed.

The need to prescribe the (null-displacement) boundary conditions suffi-

ciently far from the bottom of the alluvial system has required the insertion

of the Neogene stratigraphic unit (L6) below which the rock basement is

located. The Neogene is composed of sandstone and conglomerate, mak-

ing this layer barely contributing to aquifer recharge and land subsidence.

Globally, the 3D GM model is made of 7 geologic (and FE) layers, totaling

363,968 nodes and 315,469 hexahedra (Figure 4.4). Notice that the bedrock

bounding the alluvial aquifer system laterally and at the bottom is an “ac-

tive” unit in the geomechanical computation, although characterized by a

compressibility much smaller than that of the alluvial soils.

The aquifer deformation computed by the GM model is driven by the

GW outcomes, specifically the pore pressure changes, which are explicitly

prescribed as the forcing factor. The geomechanical model runs with a 1-

month time step, consistent with the GW model. However, the time frame

spanned by the former differs from that simulated by ModelMuse, as the

InSAR displacement measurements cover only the period from January 2019

to August 2021, corresponding to the 63rd and 95th steps, respectively, in the

GW analysis.

From the mechanical point of view, the GRB aquifer system is assumed to

exhibit a bi-elastic behavior, where the compressibility value depends on the

actual effective stress σ̂v with respect to the pre-consolidation stress σ̂v,pre,

i.e. the maximum vertical effective stress experienced by the soil. Meanwhile,

the GW outcomes and piezometric records indicate a general decline in pore

pressure head with significant seasonal fluctuations. To properly account

for this trend in the head distribution, and consequently correctly initialize

σ̂v,pre, it is decided to initiate the GM simulations two years before the first

InSAR acquisition, i.e. in January 2017. This choice enables the proper

characterization of loading/unloading conditions at the onset of the period

monitored by InSAR and simultaneously reduces the computation burden



4.2 Numerical Modelling 87

Figure 4.4: Set-up of the GM model of the GRB aquifer system. (a): Hori-

zontal view of compressible (alluvial valley) and incompressible (rocks) ma-

terials. (b): Example of one of the geophysical sections (along alignment

CD depicted in (a)) utilized to delineate the aquifer system architecture. (c)

Aquifer system layering and discretization as implemented in the GW model

along alignment CD depicted in (a). (d) Vertical section of the simulated

domain along alignment AB depicted in (a). The “rocks” material represents

inactive cells in the GW model and stiff FEs in the GM model.

required to solve a linear system with more than 1,000,000 unknowns.

As outlined in Eq. 2.16, the ratio r between compressibility in loading and

unloading conditions is equal to 5. The aquifers are assumed homogeneous

with Ss = 10−4 m−1, and the bedrock is homogeneous and elastic with

Ss = 10−8 m−1. The specific storage of the aquitards (L2 and L4 layers),

which is assumed heterogeneous, is derived using the procedure described in

the following sections. The compressibility of grains and water is assumed

negligible. The soil bulk density is set at 2,000 kg/m3. The maximum

(absolute value) σ1 and minimum σ3 principal stresses coincide with the

vertical σ̂v and horizontal σ̂h stresses, respectively. The total vertical stress

σv increases linearly with depth and the initial σ̂v distribution is set as the

initial pre-consolidation stress σ̂v,pre. Additionally, the ratio between σ̂h and

σ̂v is fixed at ν/(1− ν), with the Poisson ratio ν = 0.25.

The following boundary conditions are imposed: null vertical displace-
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ment on the model bottom, and null horizontal displacements on the model

bottom and the lateral boundaries, while the model top is a traction-free

surface.

4.3 Employed Strategy for Uncertainty Quan-

tification

4.3.1 Rationale

The objective of the modelling study for the GRB is to quantify uncertainties

in hydrogeological properties crucial for aquifer management and associated

land subsidence, namely the hydraulic conductivity Kg of the main exploited

aquifers (layers L3 and L5) and the specific storage Ssc of clayey aquitards

(layers L2 and L4). As outlined in Eq. 2.6, the specific storage is linearly

correlated to the oedometric compressibility cm if the porosity ϕ is constant.

Despite sharing common aims, the GRB study differs significantly from

the Alto Guadalent́ın study for several reasons. Firstly, upon cross-referencing

the records of hydraulic head variations ∆H, thickness d of the layers con-

stituting the multilayer system, and measured subsidence uz, it becomes

apparent that both Kg and Ssc in the RGB aquifer system should exhibit

high spatial heterogeneity. This renders the earlier Bayesian scheme un-

usable due to the curse of dimensionality. Secondly, the study period for

the RGB spans from 2013 to 2022, an 8-year interval during which ∆H

has been considerably less than that recorded in the multi-decadal analysis

carried out in the previous chapter for the Alto Guadalent́ın aquifer. This

supports the assumption of using a constant porosity over time in the mod-

elling approach. Lastly, the Spanish aquifer is predominantly a phreatic

system, whereas the main developed units in Turkey constitute a confined

multi-aquifer. Consequently, variations in saturation degree can be neglected

in the latter case. As a result, also considering the outcomes from previous

hydro-geomechanical analyses on large aquifer systems [e.g. Gambolati et al.,

2000], the GW and GM models can be decoupled due to the limited feed-

back between hydraulic and mechanical behaviors over the decadal duration

investigated for the GRB.

An iterative approach has been developed to optimally utilize the avail-

able measurements in constraining uncertain parameters (Figure 4.5). Specif-
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Figure 4.5: Workflow of the calibration procedure.

ically, piezometric head measurements collected at available piezometers pro-

vide fundamental information to quantify Kg through the GW model, given

the linear dependence between ∆H and Kg in a confined aquifer system.

Additionally, the displacement measurements of the land surface provided

by InSAR are used in the GM model to constrain cm, and consequently, Ssc,

as uz is linearly dependent on cm in an elastic porous medium. The effort is a

collaboration between DEU and UNIPD, with DEU applying the GW model

and UNIPD applying the GM model. Here, the focus is on the methodology

employed to estimate the statistical moments of Ssc by integrating “obser-

vation” of the specific storage with Kriging and the GW model.

The “observation” of Ssc are obtained by rearranging the one-dimensional

(1D) Terzaghi consolidation equation [Terzaghi et al., 1996] as follows:

Ssc =
uz

∆H × d
(4.1)

where uz is the vertical displacement of a PS as measured by InSAR, ∆H

is the hydraulic head change within the aquitards L2 and L4 as provided by

the GW model with calibrated Kg in correspondence with the PS location,

and d is the sum of the L2 and L4 thickness at the same location as readily

derived from the mesh.

The use of Eq. 4.1 is based on the assumption that the contribution of

aquifer compaction to the measured land subsidence is negligible, a premise
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typically valid in shallow aquifer systems. Moreover, the compressibility of

L2 and L4 are assumed to be equal. The uncertainty introduced by this

1D approximation is treated as measurement noise and assessed in the sub-

sequent Kriging analysis. Assuming Ssc as a Gaussian random field allows

for the efficient and accurate characterization of the spatial distribution of

this aquitard feature interpolating the “observation” available at the PS lo-

cations. The Gaussian process in this chapter is assumed to be stationary

and isotropic, implying that the correlation between any two points in the

domain depends solely on their distance. Finally, both ∆H from the GW

model and the mean distribution of Ssc are used in the 3D GM model to

compute the 3D displacement field. The root mean squared error (RMSE)

is adopted to evaluate calibration results and model accuracy quantitatively:

RMSE =

√√√√ 1

Nmn

Nmn∑
i=1

(vLOS,meas − vLOS,model)2i (4.2)

where Nmn is the number of monitoring nodes, vLOS,meas and vLOS,model are

the average displacement rates along the LOS from January 2019 to August

2021 as provided by InSAR and the GM model, respectively. Thereafter, the

mean and variance of updated Ssc are fed back to the GW model to start a

new iteration.

4.3.2 Steps

Specifically, the developed procedure consists of the following steps:

1. Resampling the InSAR measurements on the mesh nodes. Unlike the

pore pressure head variation ∆H and thickness d, the locations of

InSAR PS points are not consistent with the mesh nodes. Therefore,

resampling is necessary before using Eq. 4.1. Specifically, a mesh node

is associated with the closest PS if their distance is less than 100 m,

otherwise, no measurement is available on that node. The procedure

is limited to the nodes on GW active cells. Consequently, a number

of 5349 nodes with available displacement measurements are detected

(Figure 4.6) and denoted as “nodes initial”.

2. Approximating ∆H at the “nodes initial” over the period monitored

by InSAR. Due to seasonal fluctuation, ∆H can not be simply de-

rived as the differences between H in January 2019 and August 2021.
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Figure 4.6: Average LOS displacement rate (vLOS) between January 2019

and August 2021 as obtained from resampling the InSAR outcome (Fig-

ure 4.2) on the active nodes of the GW model. A number of 5349 nodes with

measurable deformation were detected.

Meanwhile, involving the full-time series seems redundant in the im-

plementation of Eq. 4.1. Therefore, the trend of ∆H is obtained by

a linear regression model to exclude the seasonal pattern, as shown in

Figure 4.7.

3. Estimating the minimal hydraulic head, namely σ̂v,pre, on the “nodes initial”

at the beginning of the InSAR monitoring interval. This is obtained by

running the GM model over the January 2015-January 2017 “warm-

up” period. It is important to note that ∆H over the InSAR time

interval cannot suffice to establish the loading condition. For exam-

ple, the hydraulic head at node #108715 in Figure 4.7 slightly drops

within the InSAR interval, as indicated by the regression line, but

shows a general recovery over the whole time interval. In such cases,

compressibility in the unloading condition can be adopted, irrespective

of the actual H between January 2019 and August 2021.

4. Computing Ssc on the “nodes initial” and screening for consistency.
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Figure 4.7: Evolution of ∆H obtained from the GW model (blue lines) and

corresponding regression approximation (orange lines) for two representative

nodes.

Eq. 4.1 is used to compute Ssc on the “nodes initial”, with d extracted

from the mesh (Figure 4.3) and ∆H as provided by step 2. However,

some unrealistic results occur. This happens when i) the sign of ∆H

is inconsistent with that of vLOS as provided by step 1 (for example,

a decrease in hydraulic head corresponds to land uplift), and ii) ∆H

takes a very small value leading to an unrealistically large Ssc. These

nodes are ruled out and the remaining Nmn nodes are denoted as the

“nodes effective”. Since the distribution of ∆H is updated by the GW

model at each iteration, “nodes effective” may differ at each iteration.

5. Applying the Kriging predictor to quantify the expected Ssc and its

uncertainty over the whole domain. The fundamental idea is that

Ssc at “nodes effective” serve as “observation”. Notice that log (Ssc)

is utilized to facilitate the computation. The hyperparameters in the

trend and correlation functions must be estimated before implementing

a Kriging predictor. More details about the estimation are provided

in the forthcoming section. Subsequently, a Gaussian field of Ssc is

obtained by the Kriging predictor where the uncertainty at unknown

points can be characterized based on the field correlation as suggested

by the “observation”. The uncertainty refers to the key statistical

moments of the field, i.e., the mean and variance.

6. Modelling the 3D geomechanical response of the GRB aquifer system.
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The mean Ssc obtained in step 5 is viewed as the most likely distribu-

tion and is used in the 3D GMmodel together with the Ss deterministic

value of aquifers and bedrock as defined in Section 4.2.2. GW model

is run with the actual time series of ∆H as computed by the GW

model. The computed displacements are projected along the InSAR

LOS, and the quality of Kriging characterization is quantified by the

RMSE between the numerical solution and the InSAR outcome on

the “nodes effective”.

7. Closing the iterative procedure. First, the outcomes of step 5, namely

the spatial mean and variance values of Ssc, are used to re-run the

GW model. A new Kg calibration and an updated ∆H are obtained.

Before starting a new iteration, the GM model is re-run with the new

∆H and the latest Ssc and RMSE is re-evaluated. Since this RMSE

is obtained before the calibration of Ssc, it is denoted as “RMSE-

before”, while the updated one, i.e., that computed through steps 2 to

6, is denoted by “RMSE-after” (Table 4.1). When RMSE-before and

RMSE-after become sufficiently close, convergence is assumed to be

achieved. Otherwise, a new iteration starts from step 2.

4.3.3 Specific Storage Mean and Variance by Kriging

The ordinary trend function and the Matern 5/2 correlation function (Eq. 2.65)

are utilized to construct Kriging predictors which requires estimating the

trend coefficient β0 and correlation hyperparameter θ. It is important to

note that here θ is a constant as Ssc is assumed to be horizontally isotropic.

Table 4.1 provides a comprehensive summary of the Kriging parameters

and RMSE values at each iteration. Each row reports the number of

“nodes effective”, the hyperparameter θ in the correlation function, the mean

β0, the noise variance σ2
N , and the RMSE values for every iteration. The

iterative process concludes after four iterations, during which the difference

(RMSE-before - RMSE-after) reduces to less than 0.5 mm/yr. An im-

portant note is that the iteration started with a homogeneous Ssc value of

0.001 m−1, leading to an initial underestimation of the measured displace-

ments (Figure 4.8A).

Figure 4.9 provides Ssc mean and variance distributions from the last

iteration, where a number of 1931 “nodes effective” are detected. The dis-

tribution of Ssc exhibits significant heterogeneity, varying up to three orders
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Table 4.1: Kriging parameters and RMSE values for each iteration of the

developed procedure.
Iteration Nmn θ β0 σ2

N RMSE-before RMSE-after

(mm/yr) (mm/yr)

1 3346 0.173 -3.500 0.1367 3.34 2.11

2 2557 0.173 -3.500 0.1367 3.53 2.01

3 2445 0.173 -3.500 0.1367 3.40 2.54

4 1931 0.172 -3.672 0.1120 1.90 2.30

Figure 4.8: Measured versus computed vLOS. A) Initial distribution as ob-

tained with a homogeneous Ssc; B) Final distribution as obtained with the

optimal distribution Ssc shown in Figure 4.9.

of magnitude. The mean distribution from Kriging correlates with the vLOS

distribution (Figure 4.6). For instance, areas with Ssc greater than 0.001 m-1

in the central portion of the basin experienced a vLOS exceeding 10 cm/yr.

Small spots with extreme Ssc values (larger than 10−2 m−1 and smaller than

10−5 m−1) are associated with small ∆H and vLOS, respectively. Regarding

variance, it primarily depends on the distribution of “nodes effective”, with

smaller uncertainty in areas with denser “observation”.
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Figure 4.9: Distribution of A) expected and B) variance of Ssc as obtained by

the calibration procedure. The black dots in B denote the “nodes effective”

locations.

4.4 Numerical Outcomes

Figure 4.10 shows the GW outcomes from the last iteration, presenting ∆H

over the time interval spanned by InSAR for aquifer L2 and aquitard L3.

The pattern of ∆H is quite consistent across all layers, with the largest

hydraulic head decline, up to 20 m, in the northwestern portion of the GRB

and much smaller in the central area. Notably, a certain head increase in

the southeastern sector could be attributed to lateral recharge.

Figure 4.11A depicts the average displacement rates along the vertical

direction as computed by the calibrated GM model over the monitored In-

SAR time interval. The results reveal significant land subsidence in the

central portion of the basin, aligning well with the InSAR measurements

(Figure 4.6). The maximum subsidence rate reaches 14 cm/yr.

Furthermore, the 3D GM simulator enables the quantification of the hor-

izontal components of the land displacement as well. Figure 4.11B shows the

average rate of the modulus of horizontal displacements, revealing smaller

magnitudes compared to vertical displacements. The maximum values, around

0.4 cm/yr, are concentrated along the edges of the subsidence bowls, coin-

ciding with the regions affected by the greatest displacement gradients.

The vertical displacement exhibits an evident seasonal fluctuation (Fig-

ure 4.12), corresponding to the evolution of ∆H (Figure 4.7). It is interesting

to note the variation of the descending slope showing the influence of the pre-

consolidation stress on the behavior of aquifer deformation. Moreover, the
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Figure 4.10: Hydraulic head change ∆H (m) as obtained by the calibrated

GW model A) within aquifer L2 and B) within aquitard L3 over the time

interval spanned by the InSAR analysis.

Figure 4.11: Simulated displacements as obtained by the calibrated 3D GM

model: A) average rate along the vertical direction (vz: cm/yr) and B)

average rate of the modulus of the horizontal displacement (vh: cm/yr).
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Figure 4.12: Evolution of simulated vertical displacement uz at nodes 97586

and 108715

effect of updating σ̂v,pre from the initial value during the “warm-up” period

is obvious from the exaggerated land subsidence at node #97586 during the

first phase of hydraulic head reduction. Consequently, it is important to fo-

cus on the state variables only within the interval spanned by InSAR, which

is indicated by an orange block in Figure 4.12, rather than considering the

entire temporal behavior.

The comparison of measured versus simulated LOS displacements, with

the latter provided by the calibrated models, is presented in Figure 4.8B. The

figure suggests a satisfactory match, with a significant improvement of the

initial condition (Figure 4.8A). However, the GM model slightly underesti-

mates the measured displacements. This can be attributed to several factors.

First, discrepancies between the distributions of ∆H and InSAR measure-

ments. The GW outcomes provide hydraulic head declines smaller than 2 m

where InSAR measures LOS rate larger than 10 cm/yr, suggesting unrealis-

tic large Ssc that have been manually bounded. Second, the 1D Terzaghi’s

consolidation equation assumes the deformation at each node is independent

of that of the surrounding nodes. This contrasts with the 3D GM simula-

tion, where the motion of a node is affected by those of the nearby nodes

due to continuity. Thus, the 3D model tends to smooth the displacement

field. This preference for smoothness is also evident in Kriging’s estimation,

which perceives extreme values of Ssc as noise and corrects them toward the

mean.
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Table 4.2: Hydraulic properties of each hydrogeologic unit as obtained at

the end of the calibration procedure.
Unit Kx=Ky (m/d) Ss (m

-1)

L1 (phreatic) 0.4 0.01 - 0.2

L2 & L4 (aquitards) 5 · 10−2 5 · 10−6 - 2 · 10−2

L3 & L5 (aquifers) 0.07 - 657 10−4

4.5 Discussion

The study presented in this chapter employs an iterative strategy to char-

acterize the highly heterogeneous specific storage in the Gediz River Basin

taking advantage of InSAR datasets. The heterogeneous distribution is sug-

gested by the occurrence of the largest displacements in the central portion

of the basin where the hydraulic head decline is small. Conversely, ∆H is

significant in the northeastern where the measured displacements are neg-

ligible. Given the tabular setting of the hydrogeological system, with the

stratigraphic units characterized by limited variability in terms of thickness,

a significant variability of the specific storage is necessary.

The use of the 1D consolidation equation facilitates the derivation of a set

of Ssc at the radar scatterers, enabling the estimation of spatial correlations

within the study domain. Subsequently, the Kriging predictor generates

a reasonable distribution of Ssc and characterizes variance based on their

correlations. Table 4.2 lists the hydraulic properties for each unit of the

aquifer system as obtained by the calibration procedure.

While this approach is simple and straightforward, it relies on three as-

sumptions:

1. the aquifer deformation can be described by a linear constitutive law;

2. the main compaction occurs in the confined system, specifically in the

aquitards, with a minimal contribution from the phreatic layer;

3. the variation of porosity due to aquifer system deformation is negligible.

On the other hand, the small horizontal displacements computed by the 3D

GM model support the use of 1D Terzaghi’s equation (Eq. 4.1) to quantify

the specific storage.

Furthermore, the integration of geological information, InSAR observa-

tions, and groundwater (GW) solutions is crucial for implementing the 1D



4.5 Discussion 99

Figure 4.13: Locations of monitoring wells and number of measurement

records available for each well in the study area. After Elçi et al. [2022].

consolidation equation. The thickness of stratigraphic units is derived from

118 boreholes distributed in the valley, ranging from 10 to 100 m depth.

In terms of InSAR observations, the stability threshold is estimated to be

around ± 0.9 cm/yr based on the noise standard deviation [Bru et al., 2021].

In comparison to these two sources, the change in hydraulic head (∆H)

as derived from GW modeling is considered less reliable. Many piezomet-

ric records have limited temporal coverage, with only a few extending to

the period monitored by InSAR, which makes it challenging to capture ∆H

during this time (Figures 4.13 and 4.14). Due to the limited availability

of piezometric records, the GW model yields large drawdown in northwest

zone, where InSAR indicates small subsidence, leading to a extremely small

Ssc. Whereas InSAR suggests significant subsidence in the areas where the

GW solution provides negligible ∆H, resulting in extremely large Ssc. Con-

sequently, the range of Ssc varies over three orders of magnitude which is

unusual for alluvial aquifer systems [Teatini et al., 2006b, Ye et al., 2016,

Faunt et al., 2016].

On the other side, the uncertainty of Ssc is introduced to the calibration

of hydraulic conductivity in the GWmodel, iterations may exaggerate biases.

A large Ssc implies a significant storage capacity, resulting in a smaller decline

in the hydraulic head under the same pumping condition and consequently

yielding a greater Ssc as per Eq. 4.1. To mitigate this issue, the performance
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Figure 4.14: Time series of representative monitoring wells in different re-

gions. The wells in the first row are selected in the northwest basin where

InSAR presents subsidence rate less than 1 cm/yr and the GW solution sug-

gests the largest ∆H. The opposite for the last four wells. Notice that all

wells record similar ∆H
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of the GW model must be continuously validated against piezometric records

to ensure accuracy for subsequent procedures.

In summary, the proposed approach leverages the extensive coverage of

InSAR measurements to effectively characterize heterogeneous specific stor-

age on a basin scale. However, certain assumptions restrict its applicabil-

ity, and the variance analysis quantifies uncertainties arising the from GW

model and InSAR observations in the form of observation noises. Contin-

uous improvement through additional information is advocated to enhance

the reliability of the outcomes.
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Chapter 5

Uncertainty Quantification in

Discontinuous Geomechanical

Modeling

This chapter focuses on a systematic investigation of the discon-

tinuous mechanical behaviors observed in over-exploited aquifers,

namely earth fissures. From a mathematical perspective, an earth

fissure can be represented as a dual-interface configuration within

a continuous medium, governed by the Mohr-Coulomb failure cri-

terion. The analyses are carried out using a three-dimensional

geomechanical and earth fissure model (geomechanical-earth fis-

sure model, see Sections 2.1.2 and 2.1.3), designed to incorporate

such discontinuities into continuous finite element discretization

of an aquifer system.

The geomechanical-earth fissure model model is initially applied,

in the framework of a deterministic approach, to replicate the

evolution and geometric features of three earth fissures occurred

in Guangming, China. Then, the modelling analysis progresses

with a stochastic analysis aimed at examining the influence ex-

erted by various hydrogeologic parameters on the behavior of

these aseismic geological features. This investigation employs

three methodologies for global sensitivity analysis, which are

the conventional sampling-based Sobol’ sensitivity analysis, along

with polynomial chaos expansion (PCE), and gradient boost tree

103



104 Uncertainty Quantification in Discontinuous Geomechanical Modeling

Figure 5.1: (a) Landsat image of the Wuxi area around Guangming with

the hills outcropping in the Yangtze plain ≈3 km to the southwest of the

village. The yellow box represents the trace of the model domain simulated

by Ye et al. [2018], the 600 m long orange alignment orthogonal to the

buried ridge the domain of the 2D geomechanical model-earth fissure model

developed in this thesis work. (b) Sketch of the three earth fissures crossing

the Guangming village. (c) Photo at fissure 3 with people highlighting a slip

of about 30-35 cm between the two sides of the fissure. After Li et al. [2021].

(GBT) algorithms.

The concluding section critically compares these analytical method-

ologies, outlining their respective strengths and weaknesses. The

objective is to provide clarity on their utility in enhancing our

understanding of earth fissure behavior and to inform future re-

search directions in this field.

The content of the chapter is based on the publications by Li

et al. [2021] and Li et al. [2022].

5.1 Earth Fissures in Guangming, China

The study area is situated in the Yangtze River delta (Figure 5.1(a)), where

multiple earth fissures formed over the past decades [Ye et al., 2015]. The ex-

tensive groundwater extraction in the region, referred to Su-Xi-Chang (SXC),

caused marked land subsidence up to 2.5 m in 2013. The intensity of the

groundwater withdrawals can be divided into three stages: i) a gentle ex-

ploitation stage (1970-1990), ii) an accelerated stage (1990-2000), and iii)
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a recovery phase due to wells shutdown imposed by the government (since

2000).

Unlike the other two case studies presented in the previous chapters, this

region is seismically inactive. Notably, the emergence of fissuring coincided

with the period of intensified groundwater extraction over the 1990s. This

temporal correlation suggests that the formation of fissures is a direct con-

sequence of the severe anthropogenic land subsidence induced by excessive

pumping of groundwater.

Since regulations prohibiting further withdrawal were implemented in the

year 2000, there has been no increase in the number of fissures within the

SXC area, with stabilization at a total count of twenty-five. While most of

them have stopped growing, the multi-fissure system at Guangming village

remains active. The first rupture was discovered in 1998 and was followed

by two additional fissures extending over 150 meters each. These fissures

crossed the village and caused damages to the buildings (Figure 5.1(b)).

Previous investigations [Ye et al., 2018] suggested that these fissures are

associated with an underlying bedrock ridge given their southwest-northeast

orientation parallel to the buried rocky ridge. However, the fissures at

Guangming are not generally evident at the land surface due to the con-

tinuous remediation activity of the farmers living in the village. Cracks in

the houses and the nearby pavement allow for quantifying in 20-30 cm the

sliding of one of the external fissures (Figure 5.1(c)).

5.1.1 The Geomechanical-Earth Fissure Model Setup

The first 3D geomechanical-earth fissure model model of the area was devel-

oped by Ye et al. [2018]. This thesis has elected to develop a plane strain

stress analysis by simulating the mechanical behavior on a vertical section

orthogonal to the bedrock ridge and the fissure alignments. This simplifying

hypothesis is fully warranted by the outcome of the previous 3D model and

allows us to refine the mesh around the ridge to reproduce in more detail

the dynamics of the multi-fissure development. The hydrogeological setting

and piezometric evolution in space and time are obtained from this previous

research by Ye et al. [2018].

The model domain extends 600 m and 165 m along the x-horizontal and

z-vertical direction, respectively (Figure 5.2). A 50-m thickness is assumed

along the y-direction. Based on the borehole lithostratigraphies provided by
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Figure 5.2: FE-IE mesh used for the geomechanical-earth fissure model ap-

plication at Guangming. The colors are representative of the various hydro-

geologic units. The upper “phreatic” aquifer sums up the upper layers where

the piezometric level did not change significantly. The black lines above the

bedrock ridge represent the IEs alignments. After Li et al. [2021].

Jiangsu Geological Survey, the groundwater system can be divided into an

upper unconfined aquifer and a confined aquifer system, the latter composed

of first shallower and second deeper aquifers separated by clayey aquitards.

The groundwater was mainly withdrawn from the second confined aquifer

whose average depth is 80 m.

The bedrock ridge is in the middle of the simulated domain, with the

ridge tip about 70 m deep below the ground surface. The ridge intercepts

the second confined aquifer and the adjacent aquitards and cuts them into

two portions hydraulically disconnected (Figure 5.2).

The IE alignments inserted within the FE mesh to simulate the possi-

ble multi-fissure development are shown in Figure 5.2. Earth fissures are

numbered from #1 to #3 from west to east. Fissure locations are known

at the land surface only (Figure 5.1(a)). Therefore, the traces are extended

underground following the suggestion obtained through a simplified model

developed in Li et al. [2021].

The FE mesh consists of 52,236 nodes and 253,830 tetrahedra with a

characteristic dimension ranging from 2 m around the bedrock ridge to 5 m

at the boundaries. Each potential fissure is represented through 198 IEs with

characteristic length in the x-z plane equal to about 2 m (Figure 5.2).

The simulation spans 20 years, from 1980 to 2000, with 20 equal time

steps. The piezometric variation is uniformly distributed within each layer

according to the results by Ye et al. [2018]. The behavior versus time is

shown in Figure 5.3. Due to the bedrock ridge, the piezometric drawdown
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Figure 5.3: Pore pressure changes in the aquifer system at Guangming from

1980 to 2000. The temporal evolution can be divided into two phases, i.e.

before 1990 and after 2000, with a linear behavior in each phase. The trends

are obtained by simplifying the outcome of a groundwater flow model by Ye

et al. [2018]. After Li et al. [2021].

within the deeper units was slightly greater on the west side than on the east

side. Following Ye et al. [2018], all the aquifers are assumed to be elastic,

with the parameter values summarized in Table 5.1.

The following boundary conditions are applied: horizontal displacements

along the lateral boundaries are restricted to the component parallel to the

surface, the top plane is a traction-free surface, and zero displacements are

prescribed on the bottom. The maximum (absolute value) σ1 and minimum

(absolute value) σ3 principal stresses coincide with the vertical σ̂v and hor-

izontal σ̂h stress, respectively. The vertical total stress σv increases linearly

with depth in agreement with a soil bulk density set at 2,000 kg/m3. The

initial σ̂v distribution is set as the initial pre-consolidation stress σ̂v,pre. Ad-

ditionally, the ratio between σ̂h and σ̂v is fixed at ν/(1− ν), with ν = 0.25.

Cohesion c and friction angle φ are set equal to 0.01 MPa and 30◦, respec-

tively.

5.1.2 Numerical Outcomes

Figure 5.4 shows the displacement and stress fields of the aquifer system in

1991, immediately prior to the initiation of fissuring. The presence of the

ridge reduces the thickness of the compressible units, causing the vertical
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Figure 5.4: Outcomes of the geomechanical model (GM) model in 1991.

(a) Vertical and (b) horizontal displacements uz and ux, respectively; (c)

dimensionless horizontal stress variation with respect to the initial values

∆σ∗
h = ∆σx/∆p; and (d) dimensionless shear stress σ∗

zx = σzx/∆p.
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Table 5.1: Uniaxial vertical compressibility and Poisson’s ratio of the litho-

logical units characterizing the simulated Guangming subsurface. The values

were derived from Shi et al. [2007] and Zhang et al. [2016].

Units cm (MPa−1)

bedrock 1.0 · 10−6

aquifers 2.5 · 10−2

aquitards 1.25 · 10−1

movements uz to be highly variable, being proportional to the thickness of

aquifers (Figure 5.4A). Above the slope of the ridge uz displacements are ac-

companied by significant horizontal movements ux with direction away from

the ridge tip, above which ux=0 (Figure 5.4B). Correspondingly, Figure 5.4C

shows the development of tensional horizontal stress above the ridge as a re-

sult of stretching. In contrast, most of the aquifer system experiences an

increase in compressive horizontal stresses, as indicated by negative values

stemming from compaction. In this peculiar geologic setting, the pore pres-

sure depletion leads to the development of significant shear stress, primarily

within the portions of the aquifers in contact with the ridge flanks, and ex-

tending upwards (Figure 5.4D). The magnitude of shear stress is correlated

with the gradient of the vertical displacements. Therefore, shear stress re-

mains negligible within the central area of the aquifer system above the ridge

tip.

The development and increase of tensile and shear stress above the bedrock

ridge have been responsible for the fissure formation. Figure 5.5 shows the

results of the geomechanical-earth fissure model model in 2000, at the end

of the simulation. The model reproduces the formation of all three earth

fissures as observed at Guangming.

Compared to 1991, the maximum subsidence values on the west and east

sides of the ridge increase to 1.9 m and 1.8 m (Figure 5.5A), respectively,

consistent with the findings by Ye et al. [2018]. The maximum horizontal

displacements on the land surface increase to 0.4 m (Figure 5.5B). Notice the

presence of evident jumps in uz and uh across the IE alignments, indicating

the occurrence of significant fissuring. The variation of the horizontal stress

is characterized by a pattern more complex than in 1991 (Figure 5.5C). Neg-

ative values (i.e., compression) still characterize most of the area, while the

central area above the ridge tip near the interfaces undergoes tensile stress.
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However, it is important to note that ∆σ∗
h vanishes within the shallowest

portion of the soil above the tip of the ridge where the central earth fissure

opens. Consequently, the maximum tensile stress moves downwards to the

bottom of the fissure. Generally, shear stress σ∗
zx significantly increases too

(Figure 5.5D). The largest values concentrate around the ridge slopes, with

a more complex pattern accounting for the different pressure changes, the

geomechanical properties of the various hydrogeologic units, and the fissure

development. At shallow depth, σ∗
zx is nearly zero above the ridge tip be-

cause of the quasi-symmetric setting and it concentrates along the two lateral

earth fissures indicating a certain sliding.

The stress distributions highlight the predominant effect exerted by the

ridge. The undulating shape of the ridge causes differential subsidence, which

in turn leads to high-magnitude stresses accumulated directly above the ridge

tip or along the bedrock sides. Specifically, the middle interface above the

ridge tip is always impacted by the tensile stress as the differential subsidence

goes.

By contrast, the same interface initially is free of shear stress which indi-

cates that tensile stress prevails on the initiation of fissure #2. By the same

reasoning, fissures #1 and #3 are mainly activated by shear stress. Despite

some stress variations during the development of fissures, every interface is

controlled by the same type of stress since the beginning. Furthermore, be-

cause the tensile and shear strength of soils are low, the potential for earth

fissures to form above and around the ridge is high.

The model outcomes on the IEs allow us to comprehensively reproduce

the evolution of the fissure characteristics over time (Figures 5.6 and 5.7).

Figure 5.6 shows the earth fissure characteristics in 2000 as computed

by the geomechanical-earth fissure model model. Given the marked tensile

stress and minimal shear stress, the middle fissure (fissure #2) mainly opens

(about 60 cm at the land surface) and slides negligibly (tensile rupture),

with an activation depth of approximately 17 m. Conversely, sliding char-

acterizes the two side fissures (fissures #1 and #3) with maximum values

approximately equal to 55 cm and 40 cm, respectively (shear rupture). This

latter value is quite consistent with the estimated field value (Figure 5.1(c)).

Their activation depth amounts to about 40 and 50 m, respectively. Notice

that opening is null on fissure #1 and amounts to a few cm only on fissure

#3. Here, the opening depth is much smaller (a few meters only) than the

sliding depth, meaning that the condition in Eq. 2.18 with tN = 0 develops
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Figure 5.5: Outcomes of geomechanical model (GM) model in 2000. (a)

Vertical and (b) horizontal displacements uz and ux, respectively; (c) di-

mensionless horizontal stress variation with respect to the initial values

∆σ∗
h = ∆σx/∆p; and (d) dimensionless shear stress σ∗

zx = σzx/∆p. After

Li et al. [2021].
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Figure 5.6: Outcomes of geomechanical-earth fissure model model on the

IEs. Opening gN (dotted black line), opening Γopen, and closing Γstick areas

(red and blue zones) at 2000 as obtained for fissure 1, fissure 2, and fissure 3

(see Figure 5.2 for the fissure location). Similar plots are shown for the slip

gT , sliding Γslip, and close Γstick areas (orange and blue zones) at the same

time. After Li et al. [2021].

close to the land surface only and f = 0 (Eq. 2.17) on a larger depth interval.

Interestingly, the sliding of fissure #2 is characterized by a certain increase

in the shallowest depth range corresponding to the opening depth of fissure

#3.

Finally, Figures 5.7(a) and 5.7(b) show the behavior vs time of maximum

opening and sliding and activation depth dact, respectively. It is interesting

to note how the side fissures activate earlier than fissure #2, i.e. 1991 versus

1992. The earth fissures originate at the land surface and propagate down-

ward with time. Fissure #3 started opening in 1995, a few years later than

sliding.

5.1.3 Discussion

The employed geomechanical-earth fissure model model successfully simu-

lates the formation and propagation of multi-fissures in a subsiding basin

characterized by a shallow buried ridge. The modeling outcomes demon-

strate that tensile and shear stresses accumulate in the sedimentary system

above the ridge tip and slopes, respectively, following pressure depletion.
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Figure 5.7: Outcomes of the geomechanical-earth fissure model model at

Guangming. Behavior vs time of (a) maximum opening gN and sliding gT
and (b) activation depth dact for the three earth fissures. After Li et al.

[2021].

Furthermore, it reveals how fissures form with tensile stress leading to open-

ing (bending condition) and shear stress to sliding (shear condition).

Theoretical investigations developed in the previous decades support our

outcome at least in part, although they reported only qualitative stress anal-

yses and generally did not address specifically the possibility of multi-fissure

occurrence. Budhu and Shelke [2008] confirmed the importance of shear

stress in fissure formation and pointed out that coupling of bending and

shearing is the most efficient mechanism causing significant fissures: firstly, a

tensile crack forms at ground surface providing a weakness plane for shearing

to propagate the discontinuity downwards. Burbey [2010] reported that the

presence of the bedrock boundary imposes horizontal deformations greater

near the land surface than at the bottom of the aquifer yielding a rotation of

the sedimentary block toward the pumping well. Moreover, a large accumu-

lation of vertical shear strain can easily contribute to the formation of earth

fissures.

The formation of multi-fissures is mentioned in Budhu [2011]. He sug-

gested that the onset of multiple earth fissures can depend on shearing ex-

clusively and that

field observations in Arizona do indicate preferential earth fissure de-

velopment near exposed or shallow bedrock ridges or near the margins of
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alluvial basins or at preexisting fault boundaries. When one of these con-

ditions exists, only a single earth fissure is likely to form because further

energy from simple shear deformation and rotation will be dissipated by

its (earth fissure) movement suppressing other earth fissures from forming.

When such boundary conditions do not exist, multiple parallel earth fissures

could develop simultaneously or progressively. This is not the case for the

examples simulated in this work, where we are able to simulate multi-fissure

development above shallow ridges.

A more in-depth understanding of the mechanisms causing and control-

ling earth fissures can be obtained from Figure 5.8. Here, using as reference

the geological setting and pressure history in Guangming, the model results

at 2000 in terms of displacement field above the ridge is compared for 3

different scenarios: i) the “continuous setting”, i.e. the solution provided

by the GM model (Figure 5.8(a)); ii) the “earth fissure setting”, i.e. the

geomechanical-earth fissure model solution with the IEs activated based on

Coulomb criterion (Figure 5.8(b)); and iii) the “cut setting”, i.e. a GM-IE

solution obtained with friction-less IEs that corresponds to the GM solution

with inner boundaries placed along the IEs alignments (Figure 5.8(c)). This

latter is a nonphysical scenario, representing the other extreme of the pos-

sible range of fissure parameters with respect to the “continuous setting”.

It helps understand better what occurs in the most realistic “earth fissure

setting”. The displacement field is represented by deforming the mesh geom-

etry with respect to the initial setup. The main features of the displacement

and stress fields are sketched in the panels to the right, i.e. Figure 5.8(d),

Figure 5.8(e), and Figure 5.8(f), respectively.

The differences between the three scenarios are significant: if with the

continuous setting and

cut setting the portion above the ridge moves downward less than the

side parts because of the larger aquifer compaction occurring far from the

ridge, an opposite condition develops for the

earth fissure setting. This behavior, which is rather counterintuitive, can

be understood by looking at the stress field that develops around the ridge.

Shear stress accumulation causes a rotation of the fissure #1 and #3 planes

toward the foot-wall (i.e. counterclockwise for fissure #1 and clockwise for

fissure #3), causing the hanging wall to slide downward with respect to the

foot-wall. Notice the different values of ux and uz at the two sides of the earth

fissure that develop in this setting (Figure 5.8(e)): horizontal displacements
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Figure 5.8: Guangming case study: comparison between the model solution

in terms of deformed mesh at 2000 with (a) the “continuous setting” as

obtained by the GM simulator, (b) the “earth fissure setting” as obtained

by geomechanical-earth fissure model simulator, and (c) the “cut setting”

as computed by the GM model once discontinuity surfaces are added along

the IE alignments of model (b). The displacement exaggeration is 10. We

highlight land subsidence obtained on the FEs, opening and sliding obtained

on the IEs. (d-f) Sketches representing the correspondent distribution of

most significant displacements (in blue) and stresses (in red). After Li et al.

[2021].
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largely prevail on vertical movements on the foot-wall, the opposite on the

hanging wall.

A similar rotation was already highlighted by Hernandez-Marin and Burbey

[2012] in the case of a fault zone fully intercepting an aquifer system. The

larger downward movement of the hanging wall relative to the foot-wall is

confirmed by direct observations, see the photo in Figure 5.1(c). It is also to

point out that any significant shear stress develops around the tip and the

cracks for the “cut setting”.

A final remark is worth to be done in relation to the grid requirements

needed to accurately simulate the multi-fissure development. In the recent

study by Ye et al. [2018], a similar modeling approach was applied to re-

produce a single fissure evolution at Guangming village. Ye et al. [2018]

highlighted the need to use a two-scale modeling approach to simulate the

generation and development of earth fissures caused by extensive aquifer

exploitation in real 3D geological settings. The approach is based on the

sequential use of regional groundwater and classical geomechanical models,

followed by a local groundwater flow model and an advanced geomechanical-

earth fissure model simulator. The local model was characterized by element

size ranging between 35 and 150 m in the horizontal direction and from 3

to 5 m in the vertical direction. Modeling multi-fissure occurrence needs to

downscale even more the mesh resolution in the horizontal direction, with

elements characterized by a few meters in size along all the directions.

A robust calibration and validation of these models is a step that is not

possible yet. With the exception of the fissure length and, in a few cases, es-

timates of sliding and opening [Li et al., 2021], measurements are quite scarce

and generally started after the fissure already developed. In Guangming, for

example, the Geological Survey of Jiangsu Province established piezometers,

extensometer groups, fiber optics, and leveling lines in 2009 only, when the

majority of the fissure development already occurred.

On the other hand, the previous case studies have highlighted the pow-

erful strength of SAR-based interferometry techniques on long-term defor-

mation acquisitions over a large scale. Advance applications, combining as-

cending and descending orbits to retrieve vertical and west-east movements

[Miller and Shirzaei, 2015], using Persistent Scatters processing chains on

X-band scenes could be quite effective in deriving accurate space and time

distribution of the differential land displacements that develop around multi-

fissure areas.
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5.2 Sensitivity Analyses on Factors Control-

ling Earth Fissures

Section 5.1 delves into the dynamics of multi-fissure within a subsiding

aquifer system intersected by a buried bedrock ridge, focusing on the case

study in Guangming. The analysis of displacement and stress fields high-

lights the significant influence of the ridge on fissure formation. However,

the deterministic approach employed in the modeling application does not

allow for quantifying how fissure occurrences are linked to the ridge geome-

try. Moreover, as a case study, it fails to account for complexities introduced

by other factors such as changes in pore pressure and variability in aquifer

properties and thickness.

This section is aimed at overcoming these deficiencies. A simplified

case study is constructed featuring an impermeable and incompressible rock

ridge situated within a subsiding basin. Stress and displacement analy-

ses are conducted alongside evaluations of fissure states utilizing the same

geomechanical-earth fissure model model adopted for Guangming. To as-

certain the relative influence of various parameters on fissure propagation,

three distinct methodologies for global sensitivity analysis are employed. The

first method involves conventional sampling-based Sobol’ sensitivity analysis

which is then juxtaposed with two surrogate-based approaches: one employ-

ing general polynomial chaos expansion (PCE) based Sobol’ analysis and

another utilizing feature importance evaluation via a gradient boosting tree

(GBT) model. These methods serve to quantify the degree to which the fis-

sure aperture responds to different contributing factors within the modeled

system.

5.2.1 Model Setup and Parameterization

The investigated configuration conceptualizes the geological setting in Guang-

ming Village, representing an aquifer system featuring an undulating bedrock.

The numerical simulation is developed on a quasi-3D domain 2,000 m long

(x-direction), 50 m thick (y-direction), and 500 m deep (z-direction) (Fig-

ure 5.9). Identically to the Guangming investigation, a traction-free top

surface and a fixed bottom surface are considered. On the lateral surfaces,

the horizontal displacements are precluded in the orthogonal direction.

The conceptual model is composed of three hydrostratigraphic units: an
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Figure 5.9: FE grid of one numerical experiment in sensitivity analysis, where

tan θ = 1.2, ζ = 0.65. The three colors (red, green and blue) represent the

hydrogeologic units. hr represents bedrock ridge height which is the function

of θ. The IE alignment is highlighted by a white line whose length is equal

to 500− hr. After Li et al. [2022].

upper aquitard, a bottom aquifer, and a buried triangular bedrock. For the

sake of simplicity, each material is assumed to behave elastically with the

same Poisson ratio ν = 0.25. Cohesion c and friction angle φ are set equal to

0.01 MPa and 30◦ respectively. A piezometric drop linearly varies from 0 to

∆p in 10 years and is uniformly assigned to the bottom aquifer, meanwhile,

the upper aquitard is regarded as a hydraulically “inactive” unit where the

pore pressure propagation from the underlying sandy layer is negligible.

The initial stress field is computed based on the gradient density (σv =

1200 kg/m2/m) and the minimum-to-maximum stress ratio reads σ̂h/σ̂v =

ν/(1 − ν). The vertical size of tetrahedral FE elements is 10 m and the

horizontal dimension is in the range between 5.5 and 20 m, slightly varying

according to the ridge geometry (Figure 5.9).

The multi-fissure analysis developed by Li et al. [2021] highlighted that,

regardless of the slope θ of the ridge, an earth fissure always opens above

the ridge tip, where a stress state characterized by high tension develops.

However, the areas affected by large shear stress and susceptible to the for-

mation of shear fissures depend on θ. Addressing these changes in a global

sensitivity analysis investigation would require continuous repositioning of

the IEs within the FE mesh, leading to significant model complexity. There-

fore, shear fissures are not addressed in the model investigation presented in

the following.

In principle, fissures cannot propagate within the bedrock where pressure

does not change and the stress field variation is negligible. Therefore, an IE

alignment is vertically introduced from the land surface to the ridge tip as
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Table 5.2: Range of the input features for global sensitivity analysis: the

four random variables tan θ, ζ, cm, and ∆p are uniformly distributed.
Feature Min Max

tan θ 5.0e-1 1.9e-0

ζ 4.0e-1 9.0e-1

cm (MPa−1) 5.0e-3 5.0e-2

∆p (MPa) -1.0e-0 0.0e-0

highlighted by the white line in Figure 5.9. The triangular IE discretization is

consistent with FE discretization. Stress distribution and magnitude depend

on the ridge geometry, the aquifer thickness, and differential subsidence.

This latter is primarily dependent on the pore pressure change and sediment

compressibility. Therefore, these four variables, i.e. ridge geometry, aquifer

thickness, pressure change and sediment compressibility, are selected as input

features for global sensitivity analysis.

Here, the ridge geometry is characterized by the slope of the bedrock

ridge (tan θ). Note that the length of the ridge basement is fixed at 500

m. The fraction of the aquifer thickness over the domain thickness (500

m) is denoted ζ. The selected ranges for tan θ and ζ are determined by

the domain dimensions and discretization. The ranges for the aquifer com-

pressibility (cm) and the maximum piezometric decline (∆p) are based on

available literature data on exploited aquifer systems [Burbey, 2002, Con-

way, 2016, Ochoa-González et al., 2018, Ye et al., 2018, Zhu et al., 2020].

The piezometric decline reaches the maximum value with a linear behavior

in 10 years. The variability ranges of the parameters used in this study are

summarized in Table 5.2. A uniform probability distribution is assumed for

each variable.

5.2.2 Deterministic Model Run

One experiment designed for global sensitivity analysis is randomly selected

to present the numerical outcomes. The simulated temporal evolution of

tensile stress on a vertical section of the domain is shown in Figure 5.10.

Tensile stress σh initially accumulates around the ridge tip. As the piezo-

metric level declines, a tensile zone also occurs at the land surface above

the apex of the ridge. Once tensile stress exceeds the tensile strength, i.e.
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Figure 5.10: Sequential evolution of the dimensionless horizontal stress σ∗
h =

σh/∆p at the 5th, 8th and 10th years as simulated with the geomechanical-

earth fissure model model. The results are obtained using tan θ = 1.2,

ζ = 0.65, cm = 0.05 MPa−1 and ∆p = −0.89 MPa. After Li et al. [2022].

tN = 0 (see Section 2.1.3), IEs change from a stick to an open state with the

discontinuity that develops at the land surface and propagates downwards.

Simultaneously, tensile stress dissipates due to the fissure opening. Notice

that the porous medium directly above the ridge tip does not experience

any shear stress due to the symmetric configuration. Therefore, only fissure

opening develops with this setting.

Figure 5.11 shows the evolution of the earth fissure as provided by the IEs.

Fissure initially originates at the land surface where the tensile strength is the

lowest and later develops at depth too, just above the ridge tip, in response

to the concentration of tensile stress. The upper portion of the fissure,

which initially is very narrow, keeps enlarging horizontally and extending

downwards as the aquifer pressure continues to decrease. At the 10th year,

corresponding to a piezometric decline in the confined aquifer equal to 1 MPa,

the fissure reaches a depth of about 30 m with a maximum opening of 1.7 m
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Figure 5.11: Sequential evolution of fissure opening at the 5th, 8th and 10th

years: opening gN (dotted black line), opening Γopen and closing Γstick areas

(red and blue zones) are provided. The results are obtained using tan θ = 1.2,

ζ = 0.65, cm = 0.05 MPa−1 and ∆p = −0.89 MPa. After Li et al. [2022].

at the land surface, narrowing with depth. Conversely, the discontinuity

bottom remains fixed at the same depth without significant development.

Generally, the energy is dissipated after fissuring mainly at the land sur-

face. Moreover, the overburden stress due to sediment load usually limits

tensile fissuring at depth [Budhu and Shelke, 2008]. Therefore, the bottom

activated zone is not included in the quantity of interest dact that is defined

as the fissure depth from the land surface. It is worth mentioning that the

size of activated depth is controlled by the vertical length of the IE align-

ment, thus the relative activated depth dr,act = dact/(500− hr) is introduced

to have comparable results when varying the model geometry (Figure 5.9).

In this case, dr,act equals 0.132.

5.2.3 Surrogates of the Geomechanical-Earth Fissure

Model

PCE surrogate

The computation of the PCE coefficients has been initially carried out by

the pseudospectral approach (Eq. 2.41) and increasing step by step the PCE
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Table 5.3: Validation of the PCE at increasing value of the maximum total

degree of the PCE expansion. The coefficient of determination R2 is used

to assess the goodness of fit. R2
PS refers to PCE coefficients computed using

the pseudospectral approach through Gauss quadrature, whereas R2
RG is ob-

tained by regression. The number of points indicated are those used to train

the surrogate models. After Li et al. [2022].

PCE degree N # gauss points R2
PS # regression points R2

RG

2 81 0.64 5600 0.64

3 256 0.69 5600 0.68

4 625 0.72 5600 0.73

5 1296 0.77 5600 0.76

6 2401 0.78 5600 0.78

7 4096 0.79 5600 0.79

degree of the polynomial response. The surrogate model MPCE is developed

to approximate dr,act with input parameters Z = {tan θ, ζ, cm,∆p}. The

validation of the fitted surrogate model is carried out by employing 7000

samples, that is the available set of points used to compute Sobol’ indices

with the quasi Monte Carlo approach. Moreover, train and validation of the

PCE surrogate is also obtained from the 7000 points using 80% for regression

and the remaining 20% for validation.

The results are shown in Table 5.3 with the coefficient of determination

R2 used to assess the fit goodness of the surrogate model to the full problem

and computed by means of the leave-one-out (LOO) cross-validation (CV).

Increasing the PCE degree of both approaches, i.e. pseudospectral and re-

gression, provides similar results with increasing values of the coefficient of

determination R2. Obviously, the computational cost of regression is much

higher, in particular at low PCE degrees. The maximum R2 is close to 0.80.

A visual comparison of the full model results and the surrogate solution is

shown in Figure 5.12(a). The higher discrepancy is obtained at the boundary

of the solution where the surrogate solution provides results larger than 1.0

or lower than 0.0. These solutions correspond to the nonphysical response

meaning (i) a fissure reaches and propagates within bedrock (dr,act > 1.0)

and (ii) a negative opening (dr,act < 0.0), representing non-penetration that

is not admitted by the model hypothesis (see Eq. 2.18).
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Figure 5.12: Comparison between the full model run and the surrogate so-

lutions. (a) PCE model with regression. Note that dr,act larger than 1.0

representing a fissure that extends within the buried bedrock, and lower

than 0 indicating interpenetration of solid bodies are attributed to nonphys-

ical solutions. (b) GBT model, where the predictions are basically within

the rational range.

GBT surrogate

Gradient boosting algorithm is also implemented with increasing size of in-

put data to check the convergence, thereof 80% is used to fit model with

remaining 20% for validation. Hyperparameter tuning is carried out by a

Grid Search method which enumerates all the possible combinations of hy-

perparameters and gets optimal values based on the corresponding coefficient

of determination R2
GB. In this application, only the learning rate ν has been

tuned as it is the most important hyperparameter for GBT estimator [Probst

et al., 2019].

Table 5.4 shows the model goodness that stabilizes when the data size

reaches 5000. In addition to Sobol’ samples, the Gauss points (4,096) for

the PCE method are also used to validate the regression tree obtained from

the maximum sample size (7,000) (Figure 5.12(b)). The regression tree also

has some nonphysical predictions (dr,act > 1.0), however, the absolute values

of discrepancy are much less than that of PCE solutions. Moreover, R2
GB
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Table 5.4: Learning rate and validation of GBT at increasing sample size.

After Li et al. [2022].

sample size q learning rate ν R2
GB

1000 0.23 0.90

2000 0.14 0.94

3000 0.12 0.95

4000 0.16 0.95

5000 0.10 0.96

6000 0.10 0.96

7000 0.10 0.96

Table 5.5: Second-order indices with reference Sobol’ method and PCE sur-

rogate model. After Li et al. [2022].

- S12 S13 S14 S23 S24 S34

Sobol’ 0.013 0.033 0.059 -0.005 -0.005 0.010

PCE 0.026 0.020 0.070 0.002 0.017 0.007

suggests GBT algorithm outperforms PCE algorithm with respect to predic-

tion accuracy (R2
GB=0.96 vs R2

RG=0.79). It’s crucial to acknowledge that the

fissure opening ratio dr,act exhibits high discontinuity, as it remains constant

within certain sub-domains (q) regardless of parameter variations. Conse-

quently, both surrogate models fail to capture this characteristic, regardless

of the increase in sampling size.

5.2.4 Importance Metrics

Sobol’ technique is chosen as the “reference” sensitivity analysis with the in-

put samples generated by the Sobol’ sequence. As mentioned in Section 5.2.3,

these samples are reused to train and validate PCE and GBT surrogates.

Knowing that the reliability of sensitivity measures obtained by meta-

models are dependent on their predictive power, we can ensure PCE and

GBT are good surrogates and the “overfitting” problem can be excluded

according to the R2 values obtained from the cross-validation.

Figure 5.13 shows that Sobol’ and PCE methods estimate similar results

of first-order indices Si and total Sobol’ indices (ST i), with the PCE algo-

rithm showing a quicker convergence with respect to the quasi Monte Carlo
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Figure 5.13: Sobol’ indices with reference Sobol’ method (top panels) and

PCE (bottom panels) method. Left panels present the convergence of Sobol’

total indices ST,i, with the shaded areas in (a) representing the 95% con-

fidence intervals of the indices. The right panels show the relationships

between first-order and total indices. After Li et al. [2022].

method. For each variable, Si accounts for the larger proportion of the cor-

responding ST i, indicating a minor contribution from interactions between

the i-th variable and the other input factors.

The second-order indices from Sobol’ technique and PCE, both computed

with 7000 samples, are listed in Table 5.5. The small interaction between

input factors is evident. Note that Sobol’ technique gives some negative

indices for the non-influential terms indicating some computation errors that

could not be eliminated with the current sample size [Herman and Usher,

2017].

Figure 5.14(a) depicts MDA importance indices obtained from the GBT
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Figure 5.14: MDA metric with the GBT method. (a) Convergence of MDA

and (b) comparison of total effect between Sobol’ and GBT methods. The

importance indices are obtained from the sample size q = 7000. After Li

et al. [2022].

model with default repetition K = 100. A comparison with Sobol’ method

measures is presented in Figure 5.14(b). Note that Sobol’ indices and MDA

importance indices measure different quantities, thus a min-max scaling for

each value is employed for direct comparison of the indices. According to

Eq. 2.85, both PCE and GBT surrogate models reach the convergence criteria

kq < 0.05 at q = 7, 000 (with ∆q = 2, 000 samples and t = 3 intervals).

Conversely, the reference Sobol’ method fails to converge at a 7,000 sample

size which proves surrogate models can reduce the overall computational cost

of analysis with respect to Sobol’ method. Moreover, GBT not only ranks

the variables in the same way as Sobol’ method but also provides basically

identical proportional indices with respect to the total effect.

The importance metrics obtained from the three methods highlight that

the ridge geometry is the most influential variable for the fissure opening,

with the pressure variation also having a non-negligible impact on the fissure

development. The contributions from the other two variables are smaller.

5.2.5 Partial Dependence

Partial dependence is also used to investigate the surrogate model response

to the variable changes (Figure 5.15). A number of 50 samples from the

validation set are used to illustrate how the model prediction of one variable
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changes, keeping the other features. Note that each sample is represented

by one thin line. The thicker lines represent the partial dependence calcu-

lated from the whole validation set (20% of 7,000 samples). Although there

are some discrepancies between PCE and GBT results, the trend of partial

dependence for each variable is similar.

The impact is limited when tan θ < 1, however, once exceeding 1.47, the

relative activated depth boosts significantly. The model response remains

almost constant until ζ > 0.8 when the average line slope abruptly increases,

although the contribution of thicker aquifers is still limited. According to the

gradient variation, dr,act is more sensitive with cm up to 0.02 MPa−1 and a

larger compressibility does not favor a much larger fissure development. ∆p

causes a relatively larger output variation with respect to ζ and cm, which

is consistent with the variable importance ranking. The slope of partial

dependence gently decreases when the absolute value of ∆p reduces.

Based on these analyses, we conclude that the ridge geometry and the

pressure variation are the first and secondary variables influencing fissure

generation and propagation. Therefore, the partial dependence of these two

variables is plotted as shown in Figure 5.16. The outcomes of two surrogate

models are mainly consistent with respect to the model output distribution.

In general, the size of the ridge slope controls the upper limit of the fissure

opening, and a certain amount of ∆p is necessary for the fissure occurrence.

5.2.6 Discussion

Earth fissuring accompanying differential subsidence above buried bedrock

ridges is becoming a worldwide hazard. Since the 1950s, this typical fissure

occurrence has been reported, for example, in Casa Grande in Arizona, USA

[Jachens and Holzer, 1979], Yangzi Delta in China [Wang et al., 2010], Najran

Basin in Saudi Arabia [Youssef et al., 2014]. These studies have pointed

out that fissure formation is induced by groundwater depletion and buried

geological structures, but the undergoing physical process is not well known

owing to little information and limited modelling technique.

Here, the investigation is restricted to the depth of the fissure opening

that occurs when the stress normal component becomes greater than zero.

Nevertheless, the formation of fissures due to sliding represents another pos-

sible mechanism as presented in the multi-fissure formation at Guangming

village, China. These are more complex cases, where discontinuities develop
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Figure 5.15: Marginal effect of PCE (left panel) and GBT (right panel)

methods on the model parameters tan θ, ζ, cm, and ∆p. Each subplot con-

tains 50 samples which are represented by the thin lines. Partial dependence

is highlighted by the thick line. After Li et al. [2022].
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Figure 5.16: Partial dependence of tan θ and ∆p with PCE (left panel) and

GBT (right panel). After Li et al. [2022].

where the stress field reaches the yield surface (Eq. 2.17), and require an ap-

propriate analysis of the stress field in the continuous body before inserting

the IEs in the most critical zones of the 3D mesh. Notice that in regions with

bare land surface, e.g., in Arizona [Cook, 2011, 2013], initial (thin) fissures

caused by stress accumulation can be enlarged at the land surface by erosion

and collapses due to surface flow during significant rainfall events. These

processes are not accounted for in our modelling approach.

With more fissure appearances over the last decades, researchers started

focusing on the quantitative analyses of the fissure formation mechanism.

Sheng et al. [2003] defined the ratio of tensile stress over tensile strength as

an indication for fissure inception and carried out a one-at-a-time sensitivity

analysis which suggested the confining stress and, secondarily, the depth

of aquifer as the key parameters for fissure formation. Unfortunately, the

impact of the ridge geometry was not taken into account in this analysis.

Frigo et al. [2019] applied a multivariate regression to fit the depth of

fissure opening as a function of the pressure variation and the ratio between

exploited aquifer thickness and ridge tip depth. The regression surface con-

sists of a pair of planes with discontinuous joints, highlighting that a fissure

is more prone to occur when the depth of the ridge tip is shallow. It is

also found that pressure depletion plays an important role in controlling dif-

ferential subsidence. However, multivariate analysis standardizes regression

coefficients as direct measures of sensitivity, which is more suitable for linear
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problems. Moreover, the number of evaluated variables was restricted to

two to derive a regression surface in a 3D setting. Thus, the ridge depth and

aquifer geometry were combined in a single parameter.

In the work developed in this thesis, a global sensitivity analysis using a

variance-based approach is performed to systematically investigate the model

sensitivity to input parameters and model geometry. Sobol’ and total effects

indices result in ranking the input factors, with a priority of importance

assigned to the geometry of the ridge and the pore pressure drop of the

system. The aquifer thickness and the compressibility are less influential with

respect to the increase in the probability of fissure opening. The interactions

between factors are one order of magnitude lower than the main indices,

indicating a second-order effect on the output variation.

Results are mostly according to the mentioned previous studies, except

for the less importance assigned to the aquifer thickness. However, this

parameter was considered in a combined form with the ridge depth in Frigo

et al. [2019], probably causing an overestimation effect. Another reason

may be attributable to the selection of the bounds values of the uniform

distributions from which each parameter is sampled [Wagener and Pianosi,

2019]. For example, the slope of the bedrock ridge (tan θ) is assumed to

variable between 0.5 and 1.9 due to some model grid constraints, discarding

all θ values lower than ∼27◦. This may result in a not sufficiently wide

choice of the parameter space, cutting out the possible influence of the other

parameters at lower θ values.

It is also pointed out that further analyses are needed to consider the

possibility that variance is not a good measure of the output uncertainty,

for example using indices that consider moment independence [Borgonovo,

2007, Pianosi and Wagener, 2015, Dell’Oca et al., 2017].

The multi-fissure simulation illustrates that the distribution of shear

stress is influenced by these factors, similar to tensile stress. This suggests

that their effect on fissure sliding may be analogous. For instance, a steeper

buried ridge may result in greater shear stresses concentrated around the

ridge, potentially making it more susceptible to sliding under the same pore

pressure decline. However, this hypothesis requires validation through rigor-

ous quantitative analysis, considering the interaction between opening and

sliding. Since the locations of shear fissures vary based on different input

variables, it’s infeasible to adjust the interface elements for each simulation

using the current modeling approach. Conducting sensitivity analysis regard-
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ing shear fissures requires more flexible modeling approaches to overcome this

limitation. PCE surrogates demonstrate stable predictive performance with

4096 Gauss points, while GBT requires 5000 samples to achieve a compa-

rable level. The cost of using surrogates primarily involves obtaining these

”training samples” by repeatedly calling the geomechanical simulator. De-

spite both methods failing to perfectly capture the high discontinuity of dr,act,

the resulting important metrics align with the Sobol’ indices. Furthermore,

Sobol’ indices require a sample size larger than 7000 to converge, meaning it

necessitates calling the geomechanical model over 7000 times. In contrast,

the cost of calling for surrogates 7000 times is negligible. Therefore, the use

of surrogates is recommended to reduce computational expenses. In partic-

ular for the output variables with regularity, the qualified surrogates can be

obtained with a handful of samples and the original model is demanding.

For instance, the coupled poroelastic model presented in Chapter 3.

Surrogates based on PCE techniques are prominent because of the easy

derivation of the Sobol’ indices at no additional computational burden. How-

ever, it is observed that increasing the level of problem nonlinearity, e.g., in

the proximity of the fissure opening, the method fails to provide a good

model proxy (e.g., the predicted dr,act > 1, see Figure 5.12(a)). For this

reason, the GBT algorithm is also employed to estimate total sensitivity

measures, i.e., the mean decrease accuracy estimates MDA. Compared to

Sobol’ indices, MDA importance lacks of a straightforward interpretation,

as they are computed based on the model prediction accuracy rather than

the effects on the output variance. Thus, MDA is limited to assessing the

interaction effects between the input variables. However, this limit can be

compensated by using other interpretability methods like SHAP [Lundberg

and Lee, 2017] or by using them as an interpretation of Sobol’ total effects.

The counterpart of this methodology, which seems more suitable for applica-

tions on discontinuous problems compared to PCE, is that GBT regression

tree spends more time on tuning hyperparameters to optimize the model

performance, increasing the overall computational burden.
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Chapter 6

Conclusion

This thesis aims to enhance the understanding of land subsidence and earth

fissures resulting from groundwater over-exploitation. The specific objectives

are to 1) infer the primary hydrogeological and geomechanical properties

governing land subsidence, and 2) discern key parameters and their impacts

on earth fissure behaviors.

Regarding land subsidence, two distinct strategies are employed for aquifer

characterization. The fundamental concept of both strategies revolves around

characterizing properties through the integration of numerical simulations

and observations, specifically land surface displacements measured by In-

SAR. The primary difference between the two strategies lies in the spatial

variability of the hydromechanical properties.

Specifically, a sparse-gird Bayesian framework is proposed to deduce ho-

mogeneous properties in the phreatic aquifer system of the Alto Guada-

lent́ın Basin, Spain. The Bayesian framework adopts a coupled poroelastic

model, which allows for the incorporation of hydraulic head and displace-

ment records into Bayesian inversion. To reduce the computational cost,

the numerical solutions are then substituted by much cheaper surrogates

based on sparse grid collocation. Markov Chain Monte Carlo methods en-

able to generation of large samples to compute the statistical moments of

the parameters of interest, providing satisfactory estimates of the hydraulic

conductivity and soil compressibility.

In the case of heterogeneous confined aquifer systems, an iterative pro-

cedure is employed to characterize the hydraulic conductivity and soil com-

pressibility separately. The focus is on the derivation of the spatial dis-

tribution of specific storage using Kriging interpolation. Indirect ”observa-

133
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tions” of specific storage are obtained from the Terzaghi 1D consolidation

equation taking advantage of InSAR measurements, groundwater flow model

solutions, and borehole data. The efficacy of this approach has been demon-

strated to estimate the Gaussian field of specific storage of the aquifer system

in the Gediz River Basin, Turkey.

In the Alto Guadalent́ın application, joint inversion of piezometric head

and InSAR displacements proved to be more accurate than hydraulic data

inversion alone. Simulation outcomes outline significant variations in satura-

tion degree and porosity, indicating that the linkage between the groundwa-

ter model and the geomechanical model is crucial in describing the long-term

subsidence process in phreatic aquifers. The proposed modelling approach

could be enhanced by considering the soil compressibility as a function of

porosity. This Bayesian framework has been restricted to low-parameter di-

mensions, i.e. homogeneous properties. Alternatively, the decoupled strat-

egy proposed in Gediz offers an efficient and straightforward means to char-

acterize the aquifer heterogeneity. Both strategies highlight the potential of

InSAR measurements in characterizing aquifer systems.

It must be emphasised that both applications face challenges in captur-

ing the hydraulic behavior of the aquifer systems due to lack of reliable and

sufficiently detailed piezometric records and withdrawal information. Fur-

ther research is required to develop a more robust large-scale joint inversion

scheme, using high-fidelity numerical simulators to infer high-dimensional

parameters fields, encompassing aquifer properties and source terms such as

pumping rates.

As for earth fissures, this thesis adopts a novel numerical approach to

simulate multi-fissures in the Guangming village, China, demonstrating how

earth fissures form and develop in the presence of a steep bedrock ridge.

The subsequent sensitivity analyses highlight the significant impact of the

geometry of the ridge on earth fissure behaviors. Notably, a steeper and

shallower ridge exacerbates the susceptibility of earth fissures to groundwa-

ter depletion, emphasizing the importance of considering geological features

in mitigating such hazards and developing sustainable groundwater manage-

ment.

Overall, this thesis has contributed to understand aquifer systems and

associated geohazards through the integration of novel numerical modeling

approaches with robust uncertainty quantification methodologies. In a real-

world problem, sensitivity analysis is useful for assessing the importance of
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uncertain parameters. Once the most influential parameters are identified,

an inverse scheme can be employed to quantify the uncertainty associated

with these parameters by minimizing the discrepancies between numerical

simulations and observations. This process not only enhances prediction

accuracy but also facilitates the quantification of uncertainty in aquifer re-

sponses through forward modeling, ultimately providing insights into risk

assessment and aiding stakeholders in making informed groundwater man-

agement decisions. Cost-effective surrogates play a crucial role in managing

computational costs throughout this process.

Addressing the challenges involved in these steps requires multidisci-

plinary approaches. By leveraging expertise from fields such as hydrogeology,

geophysics, remote sensing, and computational modeling, comprehensive so-

lutions can be developed for managing groundwater resources sustainably

and mitigating associated risks. Collaboration across disciplines ensures that

diverse perspectives are considered, leading to more effective and holistic ap-

proaches to groundwater management.
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